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Artificial intelligence (AI) is a very active computer sci-
ence research field aiming to develop systems that mimic 
human intelligence and is helpful in many human activities, 
including medicine. Therefore, it is no surprise that innova-
tion plays an important role in delivering better medical and 
health.

Initial efforts in AI and its application in medicine 
began in the 1960s, which focused mainly on diagnosis 
and therapy. The best-known early works on AI in medi-
cine include Stanford’s Ted Shortliffe and his innovative 
program MYCIN; MYCIN was a rule-based expert system 
with if–then rules with certainty values that recommended 
selection of antibiotics for various infectious diseases 
[1]. Although not used in actual clinical setting, MYCIN 
was proved to be superior to human infectious disease 
experts. Szolovits edited a textbook on artificial intelligence 
in medicine in 1982 with a collection of papers on various 
topics in this domain [2].

During this early era, academic centers involing AI in 
medicine included Stanford, MIT, Rutgers, and Pittsburgh 
in the United States as well as a few centers in Europe. A 
biennial meeting on artificial intelligence in medicine (The 
European Society for Artificial Intelligence in Medicine, or 
AIME) was started in Marseille, France in 1987. Towards 
the end of the era, Szolovits organized a course on medical 
artificial intelligence at MIT in 2005 that was one of the 

first organized educational efforts on this burgeoning topic. 
During this period, popular AI methodologies other than the 
traditional expert systems included fuzzy logic and neural 
network, with the latter applied to various clinical situations 
such as clinical diagnosis and medical images as well as in 
the critical care setting [3, 4].

The emergence of the “trifecta” of: large volumes of 
available data that required new computational methodolo-
gies (or simply Big Data), the escalation of computational 
power and cloud computing, and the advent of machine 
learning have promulgated the recent new era of artificial 
intelligence. Present popular concepts of machine learning 
include supervised methodologies such as support vector 
machines, neural networks, and naive Bayesian classifiers, 
as well as unsupervised techniques such as k-means cluster-
ing and principal component analysis. Recent hybrid tech-
niques such as semi-supervised sequence learning can be 
used with less labeled data. In 2012, the team from Univer-
sity of Toronto used a deep learning algorithm with 650,000 
neurons and 5 convolutional layers to reduce the error rate 
by half during a computer vision challenge. In addition, the 
IBM supercomputer Watson with its victory in the game 
show Jeopardy, heralded the era of cognitive computing with 
its potent natural language processing, knowledge represen-
tation and reasoning capabilities. Finally, the DeepMind 
AlphaGo program defeat of the human Go champion Lee 
Sedol proved that the computer and deep learning can reach 
new heights and further advance human understanding in 
certain topics. The present state of AI in medicine includes 
a myriad of applications:

Decision support and hospital monitoring

A recent review of the history of clinical decision support 
states the dramatic improvement in this sector due to the 
advent of cognitive aids to support diagnosis, treatment, 
care-coordination, surveillance and prevention, and health 
maintenance or wellness [5]. An example of AI application 
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in the hospital setting is the use of machine-learning algo-
rithms to automatically classify vital sign alerts as real or 
artifact, in order to clean such data for future modeling, by 
training expert-labeled vital sign data streams [6]. Research-
ers have also studied the creation and implementation of 
data-driven vital sign parameters to reduce alarm fatigue in 
a pediatric acute care unit [7]. Another robust illustration of 
the value of databases coupled with analytics is the Medi-
cal Information Mart for Intensive Care (MIMIC) acces-
sible critical care database. MIMIC is of information in the 
critical care unit from admitted patients for data mining and 
modeling of conditions. This large, single-center database 
has resulted in many publications [8].

Medical imaging and biomedical diagnostics

There is much more promise in the utilization of AI meth-
odologies such as deep learning for automated and/or 
augmented biomedical image interpretation in radiology, 
pathology, dermatology, ophthalmology and cardiology. AI 
techniques including artificial neural networks, support vec-
tor machines and classification tree,  and ensemble methods 
such as random forest were applied to molecular imaging 
modalities in clinical diseases such as neurodegenerative dis-
eases [9]. Sparsifying machine-learning models were used 
in identifying stable subsets of predictive features for behav-
ioral detection of autism [10]. Machine-learning algorithms 
were used in the prediction of periventricular leukomalacia 
in neonates after cardiac surgery [11]. These studies dem-
onstrated that computer-aided diagnosis systems are very 
promising to contribute to the diagnostic process.

Machine-learning-based methods provide a collection of 
strategies that are efficient and deliver automated cerebel-
lum parcellations with a high accuracy, surpassing previous 
work in the area [12]. Machine learning can be used for a 
number of applications in radiology, including automated 
detection of disease, segmentation of lesions, and quantita-
tion [13]. In diverse fields of medical image analysis, includ-
ing nonradiologic tasks like diagnosis of skin lesion and 
retinal photographs, machine learning can diagnose disease 
on images at a level comparable to that of skilled physicians. 
Larson et al. developed and validated a machine-learning 
system for the assessment of skeletal maturity (i.e., bone 
age) on pediatric hand radiographs [14].

Google company revealed an algorithm based on deep 
convolutional neural network to detect diabetic retinopathy 
in retinal fundus photographs in 2016 [15]. The study showed 
that the algorithm is as good as board-certified ophthalmolo-
gists in making the diagnosis with high specificity and sensi-
tivity and an area under the receiver operating curve of 0.99.

In biomedical diagnostics, medical geneticists are often 
frustrated by the tedious nature of genotype–phenotype 

interrelationships among syndromes, especially for 
extremely rare syndromes. Now, medical geneticists are 
able to use a visual diagnostic decision support system that 
employs machine-learning algorithms and digital imaging 
processing techniques in a hybrid approach for automated 
diagnosis in medical genetics [16].

Precision medicine and drug discovery

Precision medicine with its complexity and enormity of data 
to be analyzed is particularly well suited for the portfolio of 
AI methodologies such as deep learning, because similar 
patients can be assessed and stratified. Precision medicine at 
its highest level will need a groundbreaking computational 
platform for new biomedical knowledge discovery.

One such proposal is the BioIntelligence Framework [17]. 
In this model, a scalable computational framework leverages 
a hypergraph-based data model and query language that may 
be suited for representing complex multi-lateral, multi-sca-
lar, and multi-dimensional relationships. This hypergraph-
like storage of public knowledge is coupled with an individu-
al’s genomic and other patient information (such as imaging 
data) to drive a personalized genome-based knowledge store 
for clinical translation and discovery. Patients of very similar 
genomic and clinical elements can be clustered and matched 
for diagnostic and therapeutic strategies.

In breast cancer, the combination of computer-aided 
diagnosis of image-omics and functional genomic features 
improved the classification accuracy by 3% [18]. In this 
study, support vector machine for differentiating stage I 
breast cancer from other stages is learned with the use of 
computer-aided diagnosis that enables joint analysis of func-
tional genomic information and image from pathological 
images. The entire biomedical imaging informatics frame-
work consisted of image extraction, feature combination, 
and classification.

In addition, there are many potential applications of 
deep learning for large datasets in pharmaceutical research 
(such as physicochemical property prediction, formulation 
prediction, and properties such as absorption, distribution, 
metabolism, excretion, toxicity, and even target prediction) 
[19]. An essential part of the precision medicine paradigm 
is individualized therapy based on genotype–phenotype cou-
pling and pharmacogenomics profiles.

Cloud computing and big data

Cloud computing in healthcare is at present in the form of 
singular, individual features such as elasticity, pay-per-use 
and broad network access rather than as cloud paradigm on 
its own [20]. Cloud computing is, therefore, often in the 
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“OMICS-context” with computing in genomics, proteom-
ics, and molecular medicine with little use in other domains. 
Although the storage of genomic data into the public cloud 
raises issues such as security and privacy, initial efforts to 
secure computation techniques that can enable comparative 
analysis of human genomes have been productive. One such 
effort is the NIH-funded National Center for Biomedical 
Computing iDASH (integrating Data for Analysis, anonymi-
zation, and Sharing) and its Critical Assessment of Data 
Privacy and Protection competition to evaluate the capac-
ity of the cryptographic technologies for protecting compu-
tation over human genomes in the cloud while promoting 
cross-institutional collaboration [21]. In addition, high-
performance computing platforms such as clusters, grids 
and clouds can be used by neurologists, radiologists, and 
researchers for imaging such as neuroimaging to increase 
both storage and/or computational power [22].

Digital medicine and wearable technology

An essential part of digital medicine and wearable devices is 
the data mining of the incoming data for anomaly detection, 
prediction, and diagnosis/decision making. The data-mining 
process for wearable data includes a feature extraction/selec-
tion process for modeling/learning to yield detection, predic-
tion, and decision making for the clinician. Expert knowl-
edge and metadata can influence modeling and learning.

The continuously track physiologic parameters ability of 
wearable devices and sensors can provide an overall patient 
care strategy for  improving outcome and lower healthcare 
costs in cardiac patients with heart failure [23]. This new 
paradigm of cardiovascular disease management can also 
improve the physician–patient relationship. Machine-learn-
ing algorithms have also been applied to large-scale weara-
ble sensor data in neurological disorders such as Parkinson’s 
disease to significantly improve both clinical diagnosis and 
management [24]. This sensor-based, quantitative, objective, 
and easy-to-use system for assessing Parkinson’s disease has 
potential to replace traditional qualitative and subjective rat-
ings by human interpretation.

Robot technology and virtual assistants

Surgical robotics such as the da Vinci system has penetrated 
even community hospitals and has advanced to include 3D 
visualization. Meanwhile, other uses of robotic technology 
in healthcare include delivery, sterilization, and physical 
therapy in various venues. Human–robot interaction is being 
evaluated and utilized in a variety of clinical scenarios such 
as rehabilitation and education. There is an ongoing debate 
about robotics and its ethical implications in the future of 

society including an exacerbation of healthcare disparities 
and creation of new ones [25].

In children with autism spectrum disorder, a robot-based 
approach showed that children with this disorder are more 
engaged in the several learning tasks and seem to enjoy 
more the task when interacting with the robot compared 
with the interaction with the adult [26]. Electromechani-
cal and robot-assisted arm training for improving activities 
after a stroke showed improvements of these activities in 
randomized controlled trials. Much is expected of robots 
and virtual assistants in the future for physical rehabilitation 
and psychiatric therapy as well as healthcare education and 
chronic disease management. If accompanied by robust AI 
tools, these supportive services will be particularly useful 
in delivering value for the patients.

The future of AI is promising. A myriad of issues in the use 
of AI remain. One is the ethics of its use in the variety of sec-
tors and the accompanying debates amongst scholars and sci-
entists as well as the public. Another is the computer–human 
interface and its synergy (or dyssynergy) that remains to be 
defined as AI evolves. Finally, the eventual possibility of sin-
gularity (in which the computers will be more intelligent than 
all of mankind and replace its intellectual capacity) and how 
we accommodate this epoch will need to be discussed.

Practitioners require accurate data as well as up-to-date 
information and sharing of ideas to ensure best outcomes for 
the patient population. Best practice in the near future will 
involve the use of data and analytics to answer the clinical 
questions (intelligence-based medicine) rather than solely 
relying on published reports currently  (evidence-based 
medicine). It is vital to think of AI as an “energy” (like 
electricity) rather than as a piece of technological equipment 
or sophisticated software: in essence, AI can be ubiquitous 
and invisible in the health care arena and will discover new 
knowledge from all sources of data and information. The 
most productive strategy will need to involve an intimate 
human–machine synergy with a continual clinician–data 
scientist collaboration.

There are exciting advances in the computer science and 
AI realm for healthcare and medicine. Quantum computing 
will be an important advance to accelerate the capabilities 
of AI tools especially with the vast amounts of data in medi-
cine. Even DNA computing for storage has been suggested 
to be used to increase storage capacity. In addition, cloud 
computing and storage will be vital to facilitate the panoply 
of AI techniques for multi-institutional collaborations that 
will be essential for the future of AI in biomedicine and 
healthcare. The internet of things and everything (IoT and 
IoE) will also provide the critical data sources for medi-
cine in the form of wearable and monitoring devices from 
both hospital and home. Finally, the full promise of AI in 
medicine will require a data security and privacy transfor-
mation (via disruptive technology such as blockchain) and 
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an innovation focus from regulatory agencies and software 
vendors (via open source collaboration).
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