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Abstract
In recent years, we have witnessed a growing demand for GNSS receiver customization in terms of modification of signal 
acquisition, tracking, and processing strategies. Such demands may be addressed by software-defined receivers (SDRs) which 
refers to an ensemble of hardware and software technologies and allows re-configurable radio communication architectures. 
The crux of the SDRs is the replacement of the hardware components through software modules. In this paper, we assess the 
quality of GNSS observables acquired by SDR against the selected u-blox low-cost receiver. In the following, we investigate 
the performance level of single point positioning that may be reached with an ultra-low-cost SDR and compare it to that of 
the low-cost GNSS receiver. The signal quality assessment revealed a comparable performance in terms of carrier-to-noise 
density ratio and a significant out-performance of the u-blox over SDR in terms of code pseudorange noise. The experimenta-
tion in the positioning domain proved that software-defined receivers may offer a position solution with three-dimensional 
standard deviation error at the level of 5.2 m in a single point positioning mode that is noticeably poorer accuracy as com-
pared to the low-cost receiver. Such results demonstrate that there is still room for SDR positioning accuracy improvement.
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Introduction

A GNSS receiver suitable to face GPS modernization should 
be re-configurable and flexible in design so that the possibil-
ities of new specifications and algorithms can be exploited, 
and the price should be low enough to enable mass-market 
interests (Paziewski (2020)). For the latter, global industri-
alization provides an awesomely wide range of hardware 
keeping costs low. The downside of industrialized tech-
nology is the fact that, in the last years, it has somehow 
constrained academic research raising legal and economic 
barriers; this results in GNSS receivers being seen as black 

boxes. A few years ago, the scenario suddenly changed with 
the advent of two decisive developments: software-defined 
radio technology and the concept of Free-and-Open-Source-
Software (FOSS). The latter consists of distributed develop-
ment processes where everyone can contribute to the pro-
ject and modify and redistribute it. In this perspective, the 
software-defined approach can define useful tools both for 
research purposes and low-cost industrialized commoditi-
zation. Software-defined receivers (SDRs) are capable of 
extreme customization, allowing users to access, visualize, 
and modify signal acquisition, tracking, and processing 
strategies. SDR refers to an ensemble of hardware, software 
technologies, and design choices allowing re-configurable 
radio communication architectures. The main idea behind 
this concept is the replacement of the dedicated hardware 
components through software modules. Nowadays, there are 
some software solutions in GNSS positioning that follow 
the SDR approach, among all: PLAN research group from 
Calgary University has proposed the GSNRx (GNSS soft-
ware navigation receiver) in Petovello et al. (2008), Munich 
University has created ipexSR in Anghileri et al. (2001), the 
ISMB in collaboration with Polytechnic University of Turin 
have proposed N-Gene in Fantino et al. (2009). Moreover, 
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Abbasiannik (2009) and Kang et al. (2002) have developed 
a combined GPS and GLONASS software receiver capable 
of providing a position solution. Lin et al. (2011) proposed a 
vector-based high sensitivity software receiver and its ultra-
tight version. Schmidt et al. (2018) presented a LabVIEW 
(LV) and C/C++-based GPS L1 receiver platform with 
real-time capabilities. Hurskainen et al. (2009) described 
a multicore software-defined radio architecture for Global 
Navigation Satellite System (GNSS) receiver implementa-
tion. Ledvina et al. (2003b) developed a 12-channel real-
time GPS software receiver and then the same authors deter-
mine its accuracy and tracking performance under dynamic 
conditions in Ledvina et al. (2003a). In Seo et al. (2011), 
a GPS software-defined radio with adaptive beam steering 
capability for anti-jam applications with massively parallel 
processor computing has been presented.

Regarding processing enhancements exploiting GPU-
based techniques, Knežević et  al. (2010) developed an 
8-channel GPS SDR capable of processing 40 Msps and 
8-bit resolution data in real time using a single-core 3.0-
GHz CPU and an NVIDIA GeForce 8800 GTX GPU, while 
in Hobiger et al. (2009) a real-time GPS SDR supporting 12 
channels with 8 Msps and 4-bit resolution data using an Intel 
Core 2 Q9450 CPU and an NVIDIA GeForce GTX 280 GPU 
has been developed. In the FOSS scenario, few solutions are 
made available; among them, GNSS-SDR, developed by the 
CTTC (Centre Tecnològic Telecomunicacions Catalunya), 
seems to be the best FOSS for GNSS signal processing in 
terms of approachability to the code and activity of devel-
oper’s community; it is hosted on the free platform github.
com where anyone can fork the repository and create a copy 
to test and develop the algorithms. GNSS-SDR is capable of 
acquiring, processing, and computing navigation solutions 
for different kinds of constellations (GPS, GLONASS, and 
Galileo) as reported in Fernández-Prades et al. (2011).

Following the work done in Cutugno et al. (2019) and 
Cutugno et al. (2020), this paper aims to assess the quality of 
the pseudoranges (PR) generated by an ultra-low-cost front-
end driven by a software-defined receiver through the code-
minus-carrier (CMC) analysis. For this reason, a low-cost 
commercial-off-the-shelf (COTS) receiver, namely the UBX 
z-f9p with a patch antenna (ANN-MB), has been employed 
as a term of comparison. The analysis carried out also aims 
to investigate the potential correlations between pseudorange 
errors and other parameters, e.g. the satellite elevation angle 
and the carrier-to-noise density ratio ( C∕N0 ). The analysis 
can be prodromic to enhance the positioning capabilities 
of ultra-low-cost SDR. The information on the SDR signal 
quality is useful for the development of the stochastic model 
for positioning with ultra-low-cost SDR.

This paper is organized as follows. In the “Data collec-
tion and experiment design” section, we provide the descrip-
tion of the data collection and the experiment design. In the 

“Signal quality assessment” section, we comprehensively 
evaluate the quality of code GNSS observations collected 
by SDR against that of the low-cost receiver. In the “Code 
observation noise” section, we provide the theoretic back-
ground of the code-minus-carrier analysis. In the “Single 
point positioning performance assessment”  section, we 
investigate the performance of single point positioning (SPP) 
with SDR and low-cost receiver observations. Lastly, the 
“Discussion” section provides the discussion of the results.

Data collection and experiment design

To assess the performance of single point positioning and 
to evaluate the quality of the code pseudoranges acquired 
by the software-defined receiver, we employed the GPS L1 
band observations collected on March 1, 2021. The test site 
with known ground-truth coordinates was located in Naples 
(Italy), as shown in panel d of Fig. 1. The site is expected 
to be an open-sky and low-multipath environment. The 
ground-truth coordinates of the site were determined in a 
static positioning using GNSS observations collected by a 
surveying-grade receiver and antenna.

To assess the software-defined receiver performance 
against a low-cost COTS receiver, the UBX zed-f9 shar-
ing the same GNSS active antenna was employed simulta-
neously. The UBX data logging was accomplished via the 
u-center evaluation software, which stores data in the propri-
etary .ubx format. This was later converted in post-mission 
with open-source RTKconv utility. In the analysis, we used 
a common period and the same sampling interval of 1 s for 
observations collected by both receivers. In specific, the time 
window starts at 16:59:21 UTC and ends at 17:56:35 UTC. 
The hardware needed to log data with SDR reduces to an 
active antenna, a bias-tee, an RF front-end, and a comput-
ing platform. The former, namely a UBX ANN-MB active 
GNSS antenna shown in panel a of Fig. 1, which character-
istics are reported in Table 1, was mounted on a 10-cm metal 
ground plane; it was connected via a SubMiniature version 
A (SMA) splitter to deliver the signal to both receivers: the 
UBX z-f9p (UBX) and RF front-end driven by GNSS-SDR, 
shown in panel b and panel c of Fig. 1, respectively. Taking 
into account the gain-loss introduced by signal splitting, a 
proper gain was provided by 4.5 V bias-tee.

The RF front-end used for experimentation was the 
Rafael micro-SDR equipped with a Realtek RTL2832U 
chip; it is a cost-effective RF front-end available on the 
market at just 30 $. The RTL-dongle has limited connec-
tivity and poor hardware capabilities (e.g. sampling rate 
and tuning ranges) compared to more expensive boards. 
It can perform tuning from 25 to 1700 MHz and it is 
equipped with a 1-PPM temperature compensated crys-
tal oscillator (TCXO), accurate tuning, and 0.5–1-PPM 
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temperature drift. It has lower RF insertion losses and 
low power-supply needs; it seems also durable, indeed, 
as shown in panel a of Fig. 1, and it is enclosed in an alu-
minium case. The poor quality of the front-end forced us 
to limit the duration of the experiment to 1 h. In the past, 
several tests with RTL-dongle have been carried out and 
we experienced that it starts to overheat after about 30 min 
and, after about 1 h, it begins to lose the lock of GPS sig-
nals. This is probably due to the high temperatures reached 
by the clock, even if it is a TCXO and it should be compen-
sated for temperature effects. Under these conditions, the 
oscillator starts to drift too much, and the receiver cannot 
track satellite signals anymore.

The minimum required software to operate with the RTL 
dongle is the osmoSDR library needed to interface with 
GNSS-SDR. Other useful utilities can be built along with 
the Osmocom driver.

All settings for the software-defined receiver were defined 
in the configuration file. Receiver general settings, such as 
acquisition rate and signal source, were defined first. More 
specialized settings for each block of the processing chain, 
such as acquisition and tracking settings, were specified 
thereafter. The settings file also defines which signals the 
receiver will attempt to acquire and track, how many chan-
nels will be created, and which output will be stored. The 
output consists in several files of different format, such as 
.nav and .obs RINEX 3.03, and .kml. Even raw data from 
each block can be stored. The official documentation is pro-
vided by the developers in CTTC (2021). For the details of 
the parameters settings in a similar application, one can refer 
to Cutugno et al. (2019) and Cutugno et al. (2020).

Signal quality assessment

The analysis starts with the comparison of the tracked sat-
ellites recorded in the observation file. Table 2 depicts the 
number of observations stored for each satellite. As one can 
notice, the SDR was unable to track satellites PRN 5, 7, 8, 
15, 18, and 25. Furthermore, as reported in Table 2, the 
analysis of the number of observations suggests that only 
satellites PRN 16, 20, 23, 26, and 27 were tracked continu-
ously by both receivers. Another considerable difference 
lies in the number of the observations of the satellites PRN 
29 and 31. We note that the SDR manages to acquire only 
one-sixth and half of that of the low-cost UBX receiver, 
respectively. These results are limited by the capabilities 
of the front-end; indeed, the SDR, when coupled with this 

Fig. 1  Hardware and site of 
acquisition. Panel a shows the 
UBX ANN-MB GNSS active 
antenna; panel b shows the 
u-blox zed-f9p; panel c shows 
the RTL-dongle, namely the 
Rafael micro-sdr; and panel d 
shows the site of acquisition 
(Eremo ai Camaldoli, Naples, 
Italy)

Table 1  Main features of the ANN-MB active GNSS antenna

ANN-MB
L1 band

Frequency (MHz) 1559–1606
Impedance (Ohm) 50
Peak gain (dBic) Typ.3.5
Gain (no cable) (dB) 25–31
Noise figure (dB_ 2.8
DC voltage (V) 3–5
Polarization RHCP
Price (€) 55
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hardware, cannot exploit more than 8 channels, according to 
the software developer’s recommendation. This configura-
tion prevents the hardware to suffer from an extreme com-
putational burden. Therefore, using 8 channels, it happens 
that some satellites cannot be received as all the channels 
are busy.

In Fig. 2, the number of tracked satellites for the different 
mask angles used is shown. It can be noticed that the number 
of satellites does not vary going from 5 to 10◦ mask angles. 
A small decrease can be seen with a mask angle of 15◦ while 
the decrease is clear with a mask angle of 30◦ . The reduction 
in the number of satellites has an effect on the PDOP which 
remains constant when 5 ◦ and 10◦ mask angles are set, wors-
ens slightly for 15◦ , whereas it reaches values greater than 15 
in specific time intervals when 30◦ mask angle is set.

Afterward, the signal-to-noise ratio has been investi-
gated. Figure 3 reports a mean ( C∕N0 ) for GPS observa-
tions acquired by the employed receivers. Comparable per-
formance of both receivers in terms of C∕N0 for most of the 
satellites, with slightly higher values for the UBX receiver 

Table 2  Number of 
observations for each tracked 
satellite. The left column 
denotes the PRN, the central 
column indicates the number of 
observation for the SDR, and 
the right column the number 
of observation for the UBX. 
Analysis has been conducted in 
the same time window

PRN n◦ obs SDR n◦ obs 
UBX

5 204
7 635
8 1366
10 3289 3435
15 357
16 3435 3435
18 3435
20 3435 3435
23 3435 3435
25 22
26 3435 3435
27 3435 3435
29 590 3094
31 1611 2988

Fig. 2  Number of tracked satel-
lites and PDOP of the SDR; in 
blue on left axes the number of 
satellites while in red on right 
axes the PDOP. In the first, 
second, third, and fourth panels, 
the results for 5 ◦ , 10◦ , 15◦ , and 
30◦ mask angles are shown

Fig. 3  Mean signal-to-noise 
ratio values for the SDR and the 
UBX receivers in blue and red 
bars, respectively
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against the SDR one, has been discovered. Conversely, for 
satellites PRN 29 and 31, SDR shows higher C∕N0 as com-
pared to the UBX ones; even though, this metric cannot be 
properly taken into account since it refers to means over 
different numbers of measurements; indeed, SDR meas-
urements for satellites PRN 29 and 31 are 590 and 1611, 
respectively; on the contrary, the UBX achieved more the 
3000 measurements for both satellites. Reviewing Fig. 3 and 
Table 2, one can notice that the satellites tracked only by 
the UBX receiver (PRN 5, 7, 8, 15, and 25, see Table 2) are 
characterized by the lowest signal gains.

Code observation noise

We employ the code-minus-carrier phase (CMC) linear com-
bination (LC) to assess the combined impact of the noise and 
multipath effect on code observations and, therefore, high-
light the differences in signal quality between the employed 
receivers. CMC LC reads as follows

where s states for the satellite; r is the receiver; Is
r,i

 is the 
slant ionospheric delay in metres; Ns

r,i
 states for the inte-

ger ambiguity of phase observations in cycles; Ms
r,Φ

 and 
Ms

r,P
 denote the multipath effect in the unit of metres for 

phase and code observations, respectively; �i is the signal 
wavelength in metres on selected frequency i; Bs

i
 and Br,i 

are the satellite and receiver phase delays in metres; bs
i
 and 

br,i stand for the satellite and receiver code PR delays in 
metres, respectively; and finally, �s

r,P
 and �s

r,Φ
 are the obser-

vation noise of code and phase observations, respectively. 
CMC LC exposes the noise and multipath of code observa-
tions. All other unwanted effects such as phase ambigui-
ties, satellite and receiver code, and phase biases, which 
are considered constant, as well as phase multipath and a 
doubled ionospheric delay, that are time-variant parameters, 
should be carefully handled. This may be done by making 
use of a moving average polynomial fitting or other filter-
ing methods (see Peter de Bakker et al. (2012); Paziewski 
et al. (2021)). These terms occupy different bands in the fre-
quency domain; the frequency spectrum of the ionospheric 
delay is lower than 0.1 mHz, so it can be considered bias 
(see Zhang and Bartone (2005)). If the cycle slips and clock 
jumps are detected and repaired, the ambiguity term can 
also be considered a bias (Aram et al. (2007); Delgado and 
Haag (2011)). Since the first two terms have a lower center 
frequency than the code multipath and the residual error, we 
can estimate them simply with a low-pass filter. The values 

(1)
Ps
r
− Φs

r
= 2Is

r,i
− �Ns

r,i
+Ms

r,P
−Ms

r,Φ

+ br,i − bs
i
− Br,i + Bs

i
+ �

s
r,P

− �
s
r,Φ

obtained can be subtracted from the CMCs to obtain the 
“CMC residuals”. After filtering unwanted terms, we have

The carrier phase multipath error can reach a maximum 
value of a quarter of a cycle (approximately 4.8 cm for the 
L1), while the pseudorange multipath error can reach several 
metres for the C/A-code measurements in a highly reflective 
scenario, so that the term Ms

r,Φ
 is negligible with respect 

to Ms
r,P

 (El-Rabbany (2002)). In addition, the observation 
noise of code measurements is on the order of centimetres, 
while that of carrier phase measurements is on the order of 
millimetres, so this term is also negligible (Misra and Enge 
(2011)); thus,

Therefore, “CMC residuals”, as expressed in (3), contain only 
code multipath, noise, and residual error of filtering. Since the 
antenna used is the same and the measurements have been made 
at the same time, we can state that the substantial difference is in 
the residual noise of the observables. Given that the acquisition 
of the SDR observables did not occur continuously, to correctly 
evaluate the CMCs, we must select the epochs where the satel-
lites are seen continuously; for this reason, we will focus our 
attention on the satellites 16, 20, 23, 26, and 27.

Figure 4 shows the CMC residuals for both receiver and 
time; in particular, the SDR-related values are shown in the 
left column while the UBX residuals are in the right one. Each 
subfigure refers to a different satellite, namely satellites 16, 20, 
23, 26, and 27 from the top. To ensure proper readability, two 
different scales have been employed for the Y-axis. In the fig-
ure, the low-frequency component is of low magnitude; thus, 
we may attribute the time-series variability explicitly to the 
code noise. The CMC analysis highlights how the observables 
generated by the SDR under the same acquisition conditions 
(same antenna, same place) are affected by a noise two orders 
of magnitude greater than that afflicting the observables of the 
UBX, being the first in the interval [−20 20] m and the second 
in that [−0.25 0.25] m.

Therefore, CMC analysis highlights that the observables 
generated by the SDR are much noisier than those from the 
UBX. It is clear that this noise directly propagates into the 
positioning domain.

Single point positioning performance 
assessment

The analysis carried out in the previous section suggests that 
the SDR should be less performing than the UBX due to the 
higher presence of noise in the pseudoranges caused by the 

(2)
CMCres = (Ps

r
− Φs

r
)fil. = Ms

r,P
−Ms

r,Φ
+ �

s
r,P

− �
s
r,Φ

+ �
s
filter

(3)CMCres ≃ Ms
r,P

+ �
s
r,P

+ �
s
filter
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limited capabilities of the ultra-low-cost front-end used to 
feed it. To assess the SDR performance in the positioning 
domain, different operational conditions have been simulated 
by applying different elevation cut-off angles. The elevation 
cut-off angles considered for the analysis are 5 ◦ , 10◦ , 15◦ , 
and 30◦ . In this way, we assess the impact of low-elevated 
and low-gain signals that are more prone to multipath, as 
well as the positioning performance in an obstructed envi-
ronment that is simulated by a 30◦ cut-off angle.

To compare the performances of the SDR and the UBX, 
we were obliged to use the single point positioning technique 
with the GPS-only signals given the limited capabilities of 
the ultra-low-cost front-end used to feed the SDR. There-
fore, the performances are influenced by the limited number 
of satellites in view and by their non-optimal geometry, as 
shown in Fig. 2.

Single point solutions were obtained with RTKLIB ver-
sion 2.4.2. The ionosphere correction applied is the Klobu-
char model while for the troposphere the Saastamoinen 
model has been adopted and, lastly, broadcast ephemeris 
were used. We can note that to properly compare the SDR 
and the UBX performances, SPP solutions were obtained by 
using the same satellites tracked by the SDR.

The analysis starts from the comparison of coordinate 
errors in the time domain between the two receivers. Fig-
ure 5 depicts East, North, and Up components errors con-
sidering a mask angle of 10◦ ; in particular, the left panel of 
the figure shows the coordinate components errors versus 
the time for the SDR while the right panel refers to the UBX 
ones. Figure 5 reveals that the SDR is stable over time show-
ing high noise in the coordinate component errors during 
the entire duration of the experiment. Conversely, the UBX 
experiences a degradation from epoch 149500. This behav-
iour cannot be addressed to the decrease in the number of 

satellites since there is only one satellite less after epoch 
149500: 9 satellites before epoch 149500 and 8 satellites 
after.

Figures 6, 7, 8, and 9 depict the three-dimensional scatter 
plots of the positioning errors for the SDR and the UBX for 
mask angles of 5 ◦ , 10◦ , 15◦ , and 30◦ , respectively. In par-
ticular, in the left panel of Fig. 6, blue markers represent the 
positioning error of the SDR while red markers in the right 
panel are referred to the UBX receiver. Both panels refer 
to an elevation cut-off angle of 5 ◦ . As one can notice, the 
dominant error is the Up component for both receivers while 
planar errors are smaller for the UBX solutions.

The figures highlight that the SDR errors are higher than 
the UBX ones since they suffer from high noise as evidenced 
in the CMC analysis carried out in the previous section. The 
higher noise seen in the SDR measurements depends mainly 
on the limited capabilities of the ultra-low-cost front-end. 
The hardware components such as the oscillator are very 
cheap even if compared to the zed-f9p. Finally, regardless 
of the elevation mask angle adopted, the point clouds of the 
SDR solutions are always wider than those from the UBX.

To better assess the error distribution, the figures below 
show the 3D positioning error histograms for both receivers.

Figure 10 shows the three-dimensional positioning error 
histogram for both the SDR and the UBX solutions. The 
results achieved by using the SDR observables are repre-
sented in blue while those obtained with the UBX are in red. 
Each bar is 0.5 m wide. This figure confirms that the accuracy 
obtained by the UBX is higher than that obtained by the SDR; 
the centre of the SDR histogram has a greater abscissa than 
that of the UBX revealing a higher mean of the error. Moreo-
ver, it emerges that the SDR histogram is smoother and wider 
with respect to the UBX one; this last indicates that the errors 
in the UBX solution are mainly included in the range of 1–3 

Fig. 4  Time evolution of CMC 
residuals. In the left panel, the 
plots of CMC residuals for the 
SDR  are shown while on the 
right panel the CMC residu-
als for the UBX are shown. 
Please note that two different 
scales have been employed for 
the Y-axis due to the different 
orders of magnitude between 
CMCs of the two receivers
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m. This is confirmed in Table 3; indeed, comparing the SDR 
and the UBX statistics, it can be noticed that the UBX mean 
errors are the half part of the respective SDR indicators while 

the UBX standard deviation is even the third part. Moreo-
ver, referring to the 30◦ elevation cut-off angle case that aims 
to simulate the obstructed scenario, the SDR experiences a 

Fig. 5  Time series of East, 
North, and Up coordinate 
component error for single 
point positioning. The left panel 
refers to the SDR solutions 
while the UBX ones are shown 
in the right panel. The top row 
indicates the East error compo-
nents. The middle row depicts 
the North component error 
while the bottom row refers to 
the Up component

Fig. 6  3D positioning error 
scatter plots for single point 
positioning. Blue markers in the 
left panel represent errors of the 
SDR solutions; red markers in 
the right panel refer to errors 
obtained with the UBX. Both 
solutions refer to an elevation 
cut-off angle of 5 ◦

Fig. 7  3D positioning error 
scatter plots for single point 
positioning. Blue markers in the 
left panel represent errors of the 
SDR solutions; red markers in 
the right panel refer to errors 
obtained with the UBX. Both 
solutions refer to an elevation 
cut-off angle of 10◦
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tough degradation of the results: the mean error is twice the 
mean error for the SDR solution of the previous cases (with 
elevation cut-off angles of 5 ◦ , 10◦ , and 15◦ ). On the other 
hand, the elimination of the low-elevated satellites provides 

an enhancement of the positioning precision. In specific, the 
UBX statistics show better performance when a 15◦ elevation 
cut-off angle is adopted as compared to the statistics that cor-
respond to 5 ◦ and 10◦ elevation masks.

Fig. 8  3D positioning error 
scatter plots for single point 
positioning. Blue markers in the 
left panel represent errors of the 
SDR solutions; red markers in 
the right panel refer to errors 
obtained with the UBX. Both 
solutions refer to an elevation 
cut-off angle of 15◦

Fig. 9  3D positioning error 
scatter plots for single point 
positioning. Blue markers in the 
left panel represent errors of the 
SDR solutions; red markers in 
the right panel refer to errors 
obtained with the UBX. Both 
solutions refer to an elevation 
cut-off angle of 30◦

Fig. 10  3D positioning error 
histogram for the SDR and the 
UBX solutions. The results 
obtained with the SDR are 
represented in blue while those 
obtained with the UBX are 
represented in red. Each bar is 
0.5 m wide
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In the simulated obstructed scenario (30◦ mask angle), 
the worse performance can be found for both receivers; nev-
ertheless, the UBX mean error and standard deviation are 
about the third part of the relative SDR metrics. Figure 11 
represents three-dimensional coordinate error box-plots for 
the SDR and the UBX solutions with 5 ◦ , 10◦ , 15◦ , and 30◦ 
elevation mask angles, respectively. Blue boxes represent the 
SDR SPP solutions while red boxes are referred to the UBX 
ones. Some errors for the SDR are very high (occasionally 
greater than 30 m). To ensure a better view of the figure, a 
threshold of 40 m has been adopted. The figure shows that 
red boxes are always tighter and placed further down than 
the SDR ones.

Figure 12 shows the horizontal component error scatter 
plots for the SDR (blue markers) and the UBX (red mark-
ers) for elevation cut-off angles of 5 ◦ , 10◦ , 15◦ , and 30◦ . 
The figure shows the horizontal error comparison between 
the SDR and the UBX. It can be noticed that the UBX 
point cloud is denser than the SDR one regardless of the 
elevation cut-off angle considered. To ensure a proper com-
parison between each cut-off angle, common axes limits 
have been adopted.

Figure 13 shows the two-dimensional positioning error 
histogram for both the SDR and the UBX solutions. As 
previously, the results achieved by using the SDR are rep-
resented in blue while in red are those obtained with the 
UBX. Each bar is 0.5 m wide. This figure confirms that the 
accuracy obtained by the UBX is higher than that obtained 
by the SDR; the centre of the SDR histogram is placed fur-
ther to the right concerning to that of the UBX confirming 
that the SDR has a higher mean of the positioning error. 
Similarly to Fig. 10, it emerges that the SDR histogram is 
smoother and wider with respect to the UBX; indeed, the 
worse performance of the SDR is reflected in the higher 
standard deviation. In Fig. 13, the two-dimensional error 

Table 3  Three-dimensional coordinate error statistics (mean and 
STD) for the SDR and the UBX, considering elevation cut-off angles 
of 5 ◦ , 10◦ , 15◦ , and 30◦

SDR UBX

Elevation 
cut-off angle 
( ◦)

Mean error (m) STD (m) Mean error (m) STD (m)

5 8.56 5.17 3.54 4.39
10 8.56 5.17 3.56 4.47
15 8.66 5.16 2.79 3.20
30 17.40 15.46 5.97 5.86

Fig. 11  3D positioning error 
box-plots for the SDR and 
the UBX SPP solutions with 
selected elevation cut-off 
angles. Red crosses represent 
the outliers

Fig. 12  Horizontal coordinate component error scatter plots for single 
point positioning: top-left panel refers to the solution obtained with 
an elevation cut-off angle of 5 ◦ ; top-right, bottom-left, and bottom-
right panels refer to the solutions obtained with elevation cut-off 
angles of 10◦ , 15◦ , and 30◦ , respectively
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distribution is slightly different from that of 3D error hav-
ing a more recognizable peak around 2.5 m while the 3D 
distribution showed a smoother peak around higher errors, 
e.g. moved on the right of the x-axes. This confirms that 
the Up component degrades the whole solution.

In Table 4, the statistics relative to the two-dimensional errors 
are shown. The results confirm those shown in Table 3.

In Table 5, the statistics relative to the vertical errors are 
shown. The results confirm that the SDR performance is worse 
than that of the UBX; indeed, despite the SDR vertical mean 
errors being lower than those of the UBX, standard deviations 
are twice the UBX ones for 5 ◦ , 10◦ , and 15◦ cut-off angles and 
even four times the UBX ones in the 30◦ cut-off angle case.

Figure 14 represents two-dimensional coordinate error box-
plots for the SDR and the UBX SPP solutions with 5 ◦ , 10◦ , 
15◦ , and 30◦ elevation cut-off angles; like before, blue boxes 
represent the SDR solutions and red boxes are referred to the 
UBX ones. From the comparison of the boxes in the figures, the 
better positioning performance obtained by the UBX receiver 
is evident: the UBX boxes are always tighter than those of the 
SDR and also placed further down. The worse performance of 
the SDR in the positioning domain is highlighted also by the 

higher number of outliers (represented by red crosses). The high 
number of outliers (also for UBX) is due to the single point and 
to the GPS-only approach used, which limited the number of 
satellites available and their geometry, also considering that to 
make a comparison we used only satellites received both by 
SDR and UBX.

Figure 15 depicts the horizontal component error scatter plots 
for the SDR (blue markers), the UBX with the same satellites of 
the SDR (red markers), and the UBX with all the satellites tracked 
(yellow markers). All the solutions here are obtained with an eleva-
tion cut-off angle of 10◦ . The figure shows that the error point 
cloud obtained by the UBX with all satellites is tighter than that 
from the UBX with the SDR satellites (red markers). This was 
expected since the number of tracked satellites by the UBX is 
higher than those tracked by the SDR and there is also an improve-
ment in their geometric distribution.

Discussion

The present research led to the following conclusions. From the 
comparison between the SDR and the UBX, we can state that 
the carrier-to-noise density ratios are comparable. Nonetheless, 

Fig. 13  2D positioning error 
histogram for the SDR and 
the UBX SPP solutions. The 
results obtained with the SDR 
are represented in blue while 
those obtained with the UBX 
are represented in red. Each bar 
is 0.5 m wide

Table 4  Two-dimensional coordinate error statistics (mean and STD) 
for the SDR and the UBX considering elevation cut-off angles of 5 ◦ , 
10◦ , 15◦ , and 30◦

SDR UBX

Elevation 
cut-off angle 
( ◦)

Mean error (m) STD (m) Mean error (m) STD (m)

5 4.60 3.15 2.22 2.04
10 4.60 3.15 2.11 1.83
15 4.64 3.20 1.89 1.74
30 10.58 11.90 4.60 4.62

Table 5  Vertical error statistics (mean and STD) for the SDR and the 
UBX considering elevation cut-off angles of 5 ◦ , 10◦ , 15◦ , and 30◦

SDR UBX

Elevation 
cut-off angle 
( ◦)

Mean error (m) STD (m) Mean error (m) STD (m)

5 0.40 8.30 2.06 4.29
10 0.40 8.30 2.25 4.45
15 0.44 8.35 1.45 3.06
30 −1.39 16.93 −2.73 4.47
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the SDR was not able to acquire all the satellites that were 
tracked by the UBX. These satellites were characterized by a 
low signal gain. Bearing in mind that the experiment was con-
ducted with the same conditions for both receivers, e.g. simul-
taneous acquisition and shared antenna, we estimated the noise 
of the observables exploiting the code-minus-carrier analysis; 
such analysis has confirmed the presence of more noise in the 
observables generated by the SDR.

The results showed that the real issue with this configu-
ration, namely Rafael micro-SDR driven by GNSS-SDR, is 
the limited capabilities of the ultra-low-cost front-end used 
which generates noisy measurements, as illustrated by CMC 
analysis conducted in the “Code observation noise” sec-
tion and by the results shown in Fig. 4.

Then, we assessed the single point positioning perfor-
mance of the SDR against the UBX receiver. The analysis 
has been carried out using the same satellites for both receiv-
ers. Different operational conditions have been simulated 
by applying different elevation cut-off angles of 5 ◦ , 10◦ , 
15◦ , and 30◦ . Low cut-off angles of 5 ◦ and 10◦ allowed for 
assessing the impact of low-elevated and low-gain signals 
that are prone to multipath, on the positioning performance. 
A high elevation cut-off angle of 30◦ , in turn, made it pos-
sible to simulate an obstructed environment. The analysis 
showed that the positioning performance obtained by the 
SDR is worse than that of the UBX in all scenarios. In detail, 
we found that the mean and standard deviation of the UBX 
horizontal error are about half of those of the SDR going 
from 4.60 to about 2 m for mean and 3.15 to about 1.8 m for 
standard deviation for 5 ◦,10◦ , and 15◦ mask angles. When 
a 30◦ mask angle is applied, performance worsens for both 
receivers with a mean horizontal error of about 10 m for the 
SDR with respect to 4.60 m for the UBX.

Concerning the three-dimensional error, the deterioration 
in the performance of the SDR compared to the UBX is even 
more evident, and the SDR error is about three times greater 
than that of the UBX both for mean and standard deviation.

The future works will mainly follow two lines of research. 
The first will involve a de-noising step of the observables 
to inject them into the PVT algorithm once “cleaned”. The 
second will consider the testing of several RF front-ends 
to assess the influence of the hardware on the overall posi-
tioning performance. The actual hardware implementation 
is not capable of sampling at more than 2.4 Msps without 

Fig. 14  2D positioning error 
box-plots for the SDR and the 
UBX SPP solutions depending 
on the cut-off angles consid-
ered. Red crosses represent the 
outliers

Fig. 15  Horizontal coordinate component error scatter plots for sin-
gle point positioning: the SDR solution (represented in blue marker) 
versus the UBX with the SDR ephemeris (represented in red marker) 
and the UBX with all available satellites (represented in yellow mark-
ers)
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losing samples; this is enough for GPS but not for other 
constellations such as Galileo. Moreover, an in-depth pseu-
dorange errors analysis could be conducted to investigate 
pseudorange quality and a potential correlation between psue-
dorange errors and C∕N0 as already happens with smartphone 
GNSS receivers (see Robustelli et al. (2021)).

Funding Open access funding provided by Università Parthenope di Napoli 
within the CRUI-CARE Agreement. This study was supported by the pro-
ject “Innovative precise monitoring system based on integration of low-cost 
GNSS and IMU MEMS sensors” POIR 01.01.01-00-0753/21, co-financed 
by the European Regional Development Fund within the Sub-measure 1.1.1 
of the Smart Growth Operational Program 2014–2020. Publication co-
financed from the state budget under the program of the Minister of Edu-
cation and Science (Poland) called “Science for Society” project number 
NdS/536964/2021/2021 amount of funding PLN 1,557,100 total value of 
the project PLN 1,557,100.

Declarations 

Conflict of interest The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attribution 
4.0 International License, which permits use, sharing, adaptation, distribution 
and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative 
Commons licence, and indicate if changes were made. The images or other 
third party material in this article are included in the article’s Creative Com-
mons licence, unless indicated otherwise in a credit line to the material. If 
material is not included in the article’s Creative Commons licence and your 
intended use is not permitted by statutory regulation or exceeds the permitted 
use, you will need to obtain permission directly from the copyright holder. To 
view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Abbasiannik S (2009) Multichannel Dual Frequency GLONASS Software 
Receiver in Combination with GPS L1 C/A. PhD thesis, University of 
Calgary, Calgary, Canada, 04

Anghileri M, Pany T, Güixens DS,Won JH, Sicramaz A, Stöber C, Krämer 
I, Dötterböck D, Hein G, Eissfeller B (2001) Performance evaluation 
of a multi–frequency GPS/Galileo/SBAS software receiver. In: proc. of 
ION GNSS’07, pp 2749–2761, 01

Aram M, El-Rabbany A, Krishnan S, Anpalagan A (2007) Single frequency 
multipath mitigation based on wavelet analysis. J Navig 60(281–
290):05. https:// doi. org/ 10. 1017/ S0373 46330 70041 46

CTTC (2021) GNSS-SDR website, https:// gnss- sdr. org/ docs/. Accessed: 
2020 Jan 21

Cutugno M, Robustelli U, Pugliano G (2019) Testing a GNSS software 
receiver for end-user utilization. In: Proc. of 2019 International Work-
shop IMEKO-TC19 Metrosea, pages 91–96, 10

Cutugno M, Robustelli U, Pugliano G (2020) Low-cost GNSS software 
receiver performance assessment. Geosciences, 10(2). ISSN 2076-3263. 
https:// doi. org/ 10. 3390/ geosc ience s1002 0079.

Delgado N, Haag M (2011) Multipath analysis using code-minus-carrier for 
dynamic testing of gnss receivers. In: 2011 International Conference on 
Localization and GNSS, pages 25–30, 06

El-Rabbany A (2002) Introduction to GPS: the global positioning system. 
Artech house

Fantino M, Molino A, Nicola M (2009) N–gene GNSS receiver: benefits 
of software radio in navigation. proc. of ENC-GNSS’09, 05

Fernández-Prades C, Arribas J, Closas P, Avilés C, Esteve L (2011) GNSS-
SDR: an open source tool for researchers and developers. In: proc. 
of the 24th international technical meeting of the satellite division 
of the institute of navigation 2011, ION GNSS 2011, volume 2, 09

Hobiger T, Gotoh T, Amagai J, Koyama Y, Kondo T (2009) A GPU based 
real-time GPS software receiver. GPS Solutions 14(207–216):03. 
https:// doi. org/ 10. 1007/ s10291- 009- 0135-2

Hurskainen H, Jussi R, Ahonen T, Nurmi J (2009) Multicore software-
defined radio architecture for gnss receiver signal processing. EURA-
SIP J Embed Syst 2009:01. https:// doi. org/ 10. 1155/ 2009/ 543720

Kang J, Lee Y, Park J (2002) Enhancement of continuity and accuracy by 
GPS/GLONASS combination, and software development. Korean J 
Geomatics 2(1):65–73

Knežević A, O’Driscoll C, Lachapelle G (2010) Co-processor aiding for 
real-time software gnss receivers. In: International Technical Meeting 
of the Institute of Navigation (ION)

Ledvina BM, Cerruti AP, Psiaki ML, Powell SP, Kintner PM (2003a) Per-
formance tests of a 12-channel real-time GPS L1 software receiver. 
In: Proceedings of the 16th international technical meeting of the sat-
ellite division of the institute of navigation (ION GPS/GNSS 2003), 
pp 679–688

Ledvina BM, Powell SP, Kintner PM, Psiaki ML (2003b) A 12-channel 
real-time GPS L1 software receiver1. In: Proceedings of the 2003 
national technical meeting of the institute of navigation, pp 
767–782

Lin T, O’Driscoll C, Lachapelle G (2011) Development of a context-
aware vector-based high-sensitivity gnss software receiver. In: 
Proceedings of the 2011 international technical meeting of the 
institute of navigation, pp 1043–1055

Misra P, Enge P (2011) Global Positioning System: signals, measure-
ments, and performance. Ganga-Jamuna Press, Lincoln

Paziewski J (2020) Recent advances and perspectives for positioning 
and applications with smartphone GNSS observations. Meas 
Sci Technol 31(9). https:// doi. org/ 10. 1088/ 1361- 6501/ ab8a7d

Paziewski J, Fortunato M, Mazzoni A, Odolinski R (2021) An 
analysis of multi-GNSS observations tracked by recent android 
smartphones and smartphone-only relative positioning results. 
Measurement, 175:109162. ISSN 0263-2241. https:// doi. org/ 
10. 1016/j. measu rement. 2021. 109162.

Peter de Bakker CCJM, Marel TH, Bree R (2012) Short and zero 
baseline analysis of GPS L1 C/A, L5Q, GIOVE E1B, and E5aQ 
signals. GPS Solutions 16(53–64):01. https:// doi. org/ 10. 1007/ 
s10291- 011- 0202-3

Petovello M, O’Driscoll C, Lachapelle G, Borio D, Murtaza H 
(2008) Architecture and benefits of an advanced GNSS soft-
ware receiver. Positioning 1(66–78):12. https:// doi. org/ 10. 5081/ 
jgps.7. 2. 156

Robustelli U, Paziewski J, Pugliano G (2021) Observation quality 
assessment and performance of gnss standalone positioning with 
code pseudoranges of dual-frequency android smartphones. Sen-
sors 21(6):2125

Schmidt E, Akopian D, Pack D (2018) Development of a real-time 
software-defined GPS receiver in a LabVIEW-based instrumen-
tation environment. IEEE Transactions on Instrumentation and 
Measurement, PP:1–15, 03. https:// doi. org/ 10. 1109/ TIM. 2018. 
28114 46.

Seo J, Chen Y, De Lorenzo DS, Lo S, Enge P, Akos D, Lee J (2011) A 
real-time capable software-defined receiver using GPU for adap-
tive anti-jam GPS sensors. Sensors, 11(9):8966–8991. ISSN 1424-
8220. https:// www. mdpi. com/ 1424- 8220/ 11/9/ 8966

Zhang Y, Bartone C (2005) A real-time meteorological-based tropo-
sphere (RMT) correction with integrity bound for long baseline 
DGPS. GPS Solutions 9(255–272):11. https:// doi. org/ 10. 1007/ 
s10291- 005- 0132-z

594

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1017/S0373463307004146
https://gnss-sdr.org/docs/
https://doi.org/10.3390/geosciences10020079.
https://doi.org/10.1007/s10291-009-0135-2
https://doi.org/10.1155/2009/543720
https://doi.org/10.1088/1361-6501/ab8a7d
https://doi.org/10.1016/j.measurement.2021.109162.
https://doi.org/10.1016/j.measurement.2021.109162.
https://doi.org/10.1007/s10291-011-0202-3
https://doi.org/10.1007/s10291-011-0202-3
https://doi.org/10.5081/jgps.7.2.156
https://doi.org/10.5081/jgps.7.2.156
https://doi.org/10.1109/TIM.2018.2811446.
https://doi.org/10.1109/TIM.2018.2811446.
https://www.mdpi.com/1424-8220/11/9/8966
https://doi.org/10.1007/s10291-005-0132-z
https://doi.org/10.1007/s10291-005-0132-z

	GNSS-SDR pseudorange quality and single point positioning performance assessment
	Abstract
	Introduction
	Data collection and experiment design
	Signal quality assessment
	Code observation noise
	Single point positioning performance assessment
	Discussion
	References


