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Abstract
Human Health Risk Assessment (HHRA) is a widely applied method to make decisions about the environmental status of 
sites affected by toxic substances. Its conclusions are affected by the variability and uncertainty of the input variables in the 
HHRA model. The aim of this work is to apply an algorithm based on 2D Monte Carlo simulations to integrate the variability 
and uncertainty of exposure factors, concentration, and bioaccessibility, reported by various information sources, to assess 
and compare their influence on the risk outcome. The method is applied to a specific case study of exposure of children to 
arsenic from accidental soil ingestion in a residential setting in the city of Madrid (Spain) by combining information from 
12 studies. The consideration of the variability and uncertainty of the exposure parameters in the Baseline Risk Assess-
ment (BRA, deterministic) resulted in a greater reduction in the numerical value of risk estimations than that produced by 
considering only the bioaccessibility factor. The results of the Probabilistic Risk Assessment (PRA) showed that the risk 
distribution was more sensitive to the variabilities of the accidental soil intake rate and the total arsenic concentration than 
to other variables such as bioaccessibility. In this case study, the uncertainty introduced by using the "default" reasonable 
maximum exposure factors in the HHRA model and the variability of the concentration term produce overestimates of risk 
that are at least in the range of those produced by omitting the bioaccessibility term. Thus, the inclusion of bioaccessibility 
is, alone, insufficient to improve the HHRA since the selection of the exposure factors can significantly affect the estimates 
of risk for the soil ingestion pathway. In other sites or for other contaminants, however, the role of the uncertainties associ-
ated with the bioaccesible fraction could be more pronounced. The method applied in this work may be useful in updating 
exposure factors to reduce uncertainties in HHRAs.
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Introduction

The Human Health Risk Assessment (HHRA) methodol-
ogy is a widely established process for making decisions 
on the potential adverse health effects that may arise in the 
population exposed to chemicals in different environmental 
compartments (i.e., soil, surface water, groundwater and air) 
(USEPA 1989). The point estimate of risk using determin-
istic models (Deterministic Risk Analysis or DRA) is the 
first tier in the tiered approach presented by USEPA (2001) 

and is the procedure most commonly employed by risk ana-
lysts. These analyses recurrently use reasonable maximum 
exposure (RME) parameters for the estimation of the base-
line risk, which is understood as a conservative estimate of 
the risk of the studied population (USEPA 2011a, 2014a). 
Sometimes, these exposure parameters may not necessarily 
be representative of the study population, especially when 
scenarios or local receptors show particular activities (Bar-
rio-Parra et al. 2019; De Miguel et al. 2017; Dourson et al. 
2013), so the worst-case assumption introduces an unknown 
degree of uncertainty in risk assessments (Jager et al. 2001). 
The next levels in the tiered approach allow analysing the 
role of variability and uncertainty of the exposure variables 
in the uncertainty of the risk model output through Proba-
bilistic Risk Assessment (PRA). This methodology allows 
characterising confidence in risk estimates and identifying 
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the key parameters that determine their distribution in the 
population. This information can be very useful to risk man-
agers in decision making. (Hammonds et al. 1994; ODEQ 
(Oregon Department of Environmental Quality) 1999; 
USEPA 1997)).

In addition to the exposure parameters involved in HHRA, 
the mode of determination of the concentration term of the 
toxic substance in the exposure medium also introduces 
uncertainty in the risk assessment. This uncertainty is asso-
ciated with the sample size, the variability of the concentra-
tion data at the site, and its bioaccessibility. Commonly, the 
uncertainty associated with the variability of the concentra-
tion data and the sample size is taken into account through 
the calculation of the UCL95, understood as the upper limit 
of the mean at a 95% confidence level (USEPA 1992). Some 
freely available software tools facilitate the calculation of 
this uncertainty in risk output, such as the ProUCL tool 
(USEPA 2013). Oral bioaccessibility is defined as the frac-
tion of pollutant that is extracted (put into solution) by diges-
tive fluids in the salivary system and the gastrointestinal tract 
and it differs from the concept of bioavailability in that the 
latter refers to the fraction of ingested compounds that is 
absorbed and reaches the systemic circulation (Denys et al. 
2009; USEPA 2012). The consideration of bioaccessibility 
reduces the overestimation of risk in scenarios where the 
main route of entry into the organism is accidental ingestion 
of soil and dust (Guney et al. 2013; Hamad et al. 2014; Li 
et al. 2018; Martínez-Sánchez et al. 2013), which is applica-
ble to those substances whose toxicity data are derived from 
toxicological studies in which the substance is delivered 
in dissolved form (Izquierdo-Díaz et al. 2015; Ruby et al. 
1999). This is why the incorporation of the term bioacces-
sibility into risk analysis has gained interest in recent years 
(Ge et al. 2002). The literature describes several analytical 
methods for the estimation of this parameter (e.g. Simplified 
Bioaccessibility Extraction Test (SBET) (Ruby et al. 1999), 
Physiologically Based Extraction Test (PBET) (Oomen 
et al. 2003) also known as UBM (Unified BARGE Method) 
(Wragg et al. 2009) or Hydrochloric acid-extractable frac-
tion (Rasmussen et al. 2008)). The term bioaccessibility will 
be associated with uncertainties arising from the choice of 
the analytical method for its determination (accuracy of bio-
accessibility determination) and its precision.

Inclusion of the bioaccessibility parameter in the risk 
equations can significantly reduce its magnitude. However, 
there are other sources of uncertainty that can significantly 
affect the indeterminacy of risk, such as those associated 
with the toxicity value, environmental background exposure 
(Barrio-Parra et al. 2018; Li and Li 2021; Stanfield et al. 
2021), or, as already mentioned, those associated with the 
exposure parameters (Mingot et al. 2011). Regarding the lat-
ter, the uncertainty produced by the use of default values can 
be reduced through their characterisation by local studies 

(e.g. surveys on exposure frequency, consumption of veg-
etables grown at the site, or body weight (Barrio-Parra et al. 
2019; Cao et al. 2016; De Miguel et al. 2007; Iribarren et al. 
2009; Jiménez-Oyola et al. 2021)). In some cases it may be 
interesting to characterise these variables through previous 
studies due to the high robustness of the database on a spe-
cific population (e.g., studies to characterise life expectancy 
at birth or on the distribution of body weights among differ-
ent age groups in a population (i.e., Burmaster and Crouch 
1997)). It may also be interesting to use literature infor-
mation on the characterisation of exposure variables that 
requires data collection methods that are more difficult to 
implement in risk assessment studies. An example of such a 
parameter is the accidental soil and dust ingestion rate. This 
exposure factor can be characterised through the joint study 
of information collected by different papers using different 
methodologies (i.e., tracer element, biokinetic model com-
parison, or activity pattern methods (USEPA 2011a)). Given 
that there are different sources of variability and uncertainty 
associated with exposure, concentration, and bioaccessibility 
parameters, a comparative study of the impact of each one 
on the indeterminacy of risk is of interest.

Recent studies have used Monte Carlo Simulation 
(MCS)-based methods to investigate the impact of vari-
ability of exposure factors and/or total concentrations and 
bioaccessibility on risk estimates (Hamad et al. 2014; Liang 
et al. 2013; Rajasekhar et al. 2018; Sadeghfam et al. 2021; 
Wang et al. 2020). However, there is a lack of applications 
of MCS to study the impact of variability and uncertainty of 
input variables on the risk model when reported by different 
sources of information. For example, integration of informa-
tion concerning the variability of (i) the concentration term 
of a trace element from different studies (local and regional), 
(ii) the bioaccessibility in the study area estimated by dif-
ferent methodologies, and (iii) the exposure factors charac-
terised by different studies. Furthermore, the probabilistic 
modelling of each variable in the risk model should reflect 
the uncertainty associated with the statistical power of the 
information source (sample size). Therefore, in order to ana-
lyse and compare the sensitivity of risk outcomes to concen-
tration terms, bioaccessibility, and exposure factors, it seems 
necessary to apply an MCS-based method that allows the 
construction of data distributions considering the variability 
and uncertainty reported by different data sources. In this 
way, the impact on risk estimation of variability and uncer-
tainty of parameters obtained from local information, as well 
as those characterized from information from different stud-
ies available in the scientific literature, could be compared.

For all of the above reasons, the aim of this work is to 
apply an algorithm based on 2D Monte Carlo simulations 
to assess and compare the impact of the variability and 
uncertainty of the exposure factors and the concentration 
and bioaccessibility terms reported by different sources 
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of information in quantitative risk assessments, as well 
as its application to an illustrative case example involv-
ing the exposure of children to arsenic in soil of municipal 
playgrounds.

Background: 2D Monte Carlo Simulations

The method applied in this work pursues the analysis and 
comparison of the uncertainties introduced in the exposure 
assessment phase of the risk characterisation (Dong et al. 
2015; International Programme on Chemical Safety, 2008) 
according to the scenario outlined in “Study area and defini-
tion of the risk model”. Specifically, the effect of variability 
and uncertainty on all exposure variables (except exposure 
duration, ED in years) is assessed. In the case of bioacces-
sibility (BA, unitless), the variability and uncertainty asso-
ciated with its determination through the three analytical 
methodologies (SBET, HCl, and PBET extractions) are also 
assessed. According to the recommendations of USEPA 
(2001), variability and uncertainty should only be consid-
ered for exposure assessment, with SF (oral slope factor) and 
RfD (Reference Dose) as point values. Variability can be 
defined as the true heterogeneity or diversity that character-
izes an exposure variable or response in a population. The 
concept of uncertainty is related to the lack of knowledge 
about a specific variable or parameter (e.g., the mean value 
of the body weight in a population). Increasing the quality 
and quantity of the information about a given variable (e.g., 
increasing the sample size) will increase the confidence on 
the value of the parameters that describe the variability of 
that variable. Increasing sample size will not reduce variabil-
ity, but it will reduce the uncertainty about the parameters 
that define it (USEPA 2001).

The influence of exposure factors on the uncertainty of 
the risk outcome will be estimated through a Probabilis-
tic Risk Assessment (PRA) (ODEQ, 1999; USEPA 1997). 
The PRA proposed in this work is based on Monte Carlo 
Analysis (MC) whereby many random numbers (i.e. law of 
large numbers, in this study  Nt =  105) are generated to rep-
resent the variability of exposure factors, the concentration 
term, and the bioaccessibility term. These random values are 
entered into the exposure equations to generate risk distribu-
tions (Frey and Rhodes 1996; Harris and Horn 1996). The 
uncertainty of the outcome is represented by the variability 
of the risk distribution produced by the collective variation 
of the input variables. Therefore, the uncertainty of the risk 
(understood as its variability within the population studied) 
can be analyzed using histograms, empirical cumulative 
distribution function (CDF) plots, and descriptive statistics 
(Millard 2013). The sensitivity of the results to the vari-
ability of the input terms to the risk model can be studied 
through correlation analysis (Iman and Helton 1988). Once 
sensitive variables have been identified, their significance is 

assessed, understood as the contribution of their variability 
to uncertainty in the assessment of risk outcomes (Hamby 
1994).

In the PRA, knowing the parametric function that rep-
resents the variability of each exposure factor (Probabil-
ity Distribution Function, PDF), vectors of values can be 
generated through the application of functions in R (R 
Core Team 2022) such as those available in the "truncdist" 
library (Novomestky and Nadarajah 2016). This study 
applies 2-Dimensional Monte Carlo Analysis (2D-MC) as 
a method of generating random data vectors that introduces 
uncertainty in the parameters that define the PDFs of the 
exposure variables (Frey and Rhodes 1996; Pouillot and 
Delignette-Muller 2010; Sadeghfam et al. 2021). Previous 
studies have applied the 2D-MC method to perform expo-
sure simulations in different scenarios (i.e., Jang et al. 2009; 
Simon 1999; Vadali et al. 2009; Wu et al. 2019). To the best 
of the authors’ knowledge, there are no applications of the 
2D-MC method for the simulation of exposure scenarios that 
consider variability and uncertainty from various sources of 
prior information. Thus, this work seeks to apply the 2D-MC 
simulation to HHRA to integrate the variability and uncer-
tainty collected from different sources of information (local 
studies and others of regional or international scope). In 
2D-MC, one or more parameters of the PDF are not fixed but 
are defined by another specific distribution (Millard 2013). 
Uncertainty is represented through the random generation 
of parameters that define a PDF, for example, the parameter 
"mean" (μ) in a normal distribution. That is, a new random 
number generation function is introduced to obtain a random 
value of μ in a first MC step. This random value of μ will be 
used on a second level of MC to obtain a random number for 
the exposure variable in question. The process is repeated as 
many times as random numbers are generated, thus jointly 
representing the variability and uncertainty of a given expo-
sure factor/ total concentration/ bioaccessibility.

“Correlation analysis of input variables” describes the 
methods applied to generate random numbers and to analyze 
the sensitivity and significance of the exposure factors to the 
risk scenario. These methods are implemented within the R 
framework (R Core Team 2022).

Materials and Methods

Study Area and Definition of the Risk Model

An exposure scenario involving the exposure of children 
(aged 6 months to 6 years) to arsenic in urban playground 
soil was considered to test the applicability of the proposed 
methodology. The starting data come from studies carried out 
by Mingot et al. (2011) and De Miguel et al. (2012) for the 
city of Madrid (Spain), focusing on the characterisation of 
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the risk of exposure to Arsenic (As). Arsenic is considered 
for its potential to cause numerous health disorders (Das et al. 
2013), including cancer and circulatory disorders (Dudka and 
Miller 1999) and occupies the first position in the list of prior-
ity harmful pollutants for human health (ATSDR, 2019).

Children's exposure to trace elements in playgrounds can 
occur through three main routes: (i) direct ingestion of soil 
particles; (ii) inhalation of suspended particles; and (iii) der-
mal absorption in particles adhering to exposed skin (De 
Miguel et al. 2007). In the present work, accidental ingestion 
of soil particles has been prioritised as the most relevant route 
of exposure, considering the tendency of children to play in 
contact with the soil and to place objects and their hands in 
their mouths. Several studies have shown that ingestion is the 
route that contributes the most to the estimation of risk in a 
recreational setting, while the influence of dust inhalation and 
dermal contact can be considered insignificant (De Miguel 
et al. 2012, 2007; Dudka and Miller 1999; Han et al. 2020; 
Izquierdo-Díaz et al. 2015; Penteado et al. 2021). The dose 
received through soil intake (Is) is mathematically calculated 
with the following expression:

where CS is the concentration of the contaminant in soil 
(mg·kg−1), BA the bioaccessibility of the contaminant (−) 
IR the soil intake rate (mg·day−1), CF the conversion factor 
 (10−6 kg·mg−1), EF the exposure frequency (days·year−1), 
ED the exposure duration (year), BW the body weight (kg) 
and AT the average time (days). The value of AT varies 
depending on the toxic effect being assessed. For non-car-
cinogenic effects, exposure is averaged over the duration of 
exposure. For carcinogenic effects, exposure is averaged by 
life expectancy (USEPA 1989). To obtain the Hazard Quo-
tient (HQ or non-carcinogenic risk) for oral exposure to a 
toxicant, the dose calculated with Eq. 1 is divided by its ref-
erence dose (RfD, mg·kg−1·day−1) (Eq. 2), while, to quantify 
the level of carcinogenic risk, the dose received is multiplied 
by its slope factor (SF,  mg−1·kg·day) (Eq. 3). The RfD and 
SF values for arsenic are specified as 3·10−4 mg·kg−1  day−1 
and 1.5  mg−1·kg·day, respectively (USEPA 2022).

Modelling Parametric Uncertainty and Variability 
Through 2D Monte Carlo Analysis

The proposed algorithm for the generation of data vectors 
integrating variability and uncertainty of exposure factors 

(1)Is =
CS ∗ BA ∗ IR ∗ CF ∗ EF ∗ ED

BW ∗ AT
,

(2)HQ =
Is

RfD

(3)Risk = Is × SF

based on information from different papers is depicted in 
Fig. 1 and is organised in the following steps:

1. Reading information: The routine begins with the read-
ing of an Excel file containing in rows the information 
from each bibliographic source on a given variable, 
including in its columns information on the sample 
size (ni), the mean (μi), standard deviation (σi) and the 
minimum (mini) and maximum (maxi) values obtained 
in the study. A column is also included with the num-
ber of random data to be generated for each study (Ni). 
The total number of random numbers to be generated is 
fixed beforehand (in this study Nt = 105), so the number 
of data to be generated for each study (Ni) is obtained 
proportionally according to the number of bibliographic 
references considered in each variable and it must be 
fulfilled that Nt =

∑

Ni = 10
5.

2. Characterisation of the uncertainty in each study: To 
characterise the uncertainty in the determination of the 
parameters that define the PDF reported by a biblio-
graphic source, this work applies functions that, from 
a Bootstrap approach, perform  104 iterations in which 
ni random numbers are generated following the PDF 
defined by the bibliographic source (normal and log-
normal distributions have been considered in this work). 
In each iteration, the average of the generated random 
ni numbers is obtained, obtaining at the end of the loop 
a vector of  104 values of μ. The PDF of this vector 
(assumed to be normal and therefore defined by a mean 
value ( �i ) and standard deviation (σμi) characterises 
the uncertainty in the determination of the mean in the 
exposure variable, total concentration or bioaccessibility 
in a literature source. Therefore, for each study (row in 
the Excel file, i), the function is run with the resulting 
parameters �i y σμi.

3. Execution of the 2D Monte Carlo Simulation: Monte 
Carlo simulation is performed in two stages for each 
study, repeating the process from j = 1 to j = Ni.

a. First level of Monte Carlo Simulation: Once the 
parameters representative of the uncertainty in the 
determination of the mean ( �i y σμi) have been esti-
mated, a random number μj (N ( �i , σμi)) is generated 
by applying the rnorm function of the "stats" library. 
(R Core Team 2022).

b. Second-level Monte Carlo simulation. From μj and 
σi a random number R is obtained following a Nor-
mal or Log-normal distribution (depending on the 
PDF specified by the bibliographic source evalu-
ated) applying the rtrunc function of the "truncdist" 
library (Novomestky and Nadarajah 2016) consider-
ing as truncation limits the fifth and  95th percentiles 
reported in each study (if these values are absent, 
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the minimum and maximum values are used) thus 
avoiding the possibility of generating impossible 
values (i.e., negative) or outside the limits of each 
study. (Harris and Horn 1996).

4. Permutation of data: Once the Nt random values have 
been obtained, they are permuted by executing the sam-
ple function without replacement.

Correlation Analysis of Input Variables

In the PRA, to ensure that the values of the input variables 
are independent and that random sampling of the data can 
therefore be done independently, it is necessary to perform a 
correlation analysis (Hammonds et al. 1994; USEPA 1997). 
This correlation can be assessed by calculating the Spear-
man rank correlation coefficient with the cor.sign function 
of the "StatDa" library (Filzmoser 2015). If the obtained 
correlation is below 0.6, it is assumed that the relationship 
between the variables is weak and, therefore, random sam-
pling can be performed independently (Barrio-Parra et al. 
2019; Burmaster and Anderson 1994; Harris and Horn 
1996). In this work, exposure parameters (i.e., IR, BW, AT, 
EF, see “Local data sources”) are characterized by PDFs 

from different bibliographic sources. Thus, it is not possible 
to perform a correlation analysis, and the independence of 
these variables is assumed.

Spearman's analysis yielded correlation values below 
0.1 between total As concentration and bioaccessibility 
percentages determined by SBET, PBET and HCl methods 
by Mingot et al. (2011) (in all cases, p values denoted low 
statistical significance). Consistent with previous works (De 
Miguel et al. 2012; Li et al. 2018; Mingot et al. 2011), the 
hypothesis of independence between total As concentration 
and percentage of bioaccessibility is validated. Therefore, 
the percentage of bioaccessibility is solely dependent on the 
edaphic properties of the soil. The independence of these 
variables allows the use of independent and complemen-
tary sources of information on the geochemical variability 
of arsenic in soils with similar edaphic properties.

Local Data Sources

Annex A summarises the bibliographical information used 
for the generation of random variables. In general, sources of 
information where the PDFs of the input variables are speci-
fied have been selected, with an emphasis on those stud-
ies of a local nature. Specifically, the terms concentration 

Fig. 1  Workflow for 2D Monte 
Carlo simulation
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(CS), bioaccessibility (BA) and exposure frequency (EF) 
have been able to draw on data from the aforementioned 
works by Mingot et al. (2011) and De Miguel et al. (2012), 
as well as others carried out in the Community of Madrid 
(De Miguel et al. 2002, 2007).

Total As concentrations in the soil of playgrounds in 
the city of Madrid have been previously described and 
discussed by Mingot et al. (2011). The values obtained by 
these authors did not show significant differences when 
performing a Tukey test for a comparison of means at 95% 
confidence (p-value = 0.65) with the concentrations in soils 
formed from the arkose bedrock on which the city sits (De 
Miguel et al. 2002) (Annex A). As no differences were found 
in the means of the two studies, it was assumed that the data 
population from the playgrounds belongs to the same litho-
logical unit as the lithological unit in which the playgrounds 
are located, thus allowing the information from both sources 
to be included in the study of the variability of As concentra-
tion in the study area.

This work takes into account the bioaccessibilities of 
arsenic evaluated by Mingot et  al. (2011) of soils with 
edaphic characteristics similar to those of urban parks in 
the city of Madrid, based on three different methodologies: 
two gastric (SBET and extraction by HCl) and one gastro-
intestinal (PBET). Although As released in the simulated 
gastric medium reaches average bioaccessibilities between 
63% (SBET) and 52% (HCl), a fraction of As is recaptured 
and removed from the solution under intestinal conditions, 
reducing the effective absorption of As to 42% (PBET). Fur-
thermore, the authors determined significant positive cor-
relations between the three methodologies (r > 0.77), and 
especially between the results of the PBET protocol and 
those of the HCl extraction (r = 0.893).

To select the PDF that best fits each data series (total 
arsenic concentration and bioaccessibility percentages), the 
gofTest function of the EnvStats library (Millard 2013) is 
employed. The results of the goodness-of-fit tests (Shap-
iro–Wilk test) yielded statistically significant results for log-
normal distributions in the case of the total concentration 
data series and normal distributions for the bioaccessibility 
percentages. The log-normal distribution obtained for the 
fit of the playground data is consistent with that obtained 
for the regional geological unit (De Miguel et al. 2002). 
The representation of the variability of the bioaccessibility 
percentage through a normal distribution indicates that it 
is produced by random (unbiased) errors in the analytical 
determinations (Harris and Horn 1996) and is therefore a 
representation of the experimental indeterminacy produced 
by the application of each laboratory method.

The frequency of exposure (FE) of children in urban 
playgrounds was estimated from a survey of 36 families 
by De Miguel et al. (2007) and meteorological data from 
the Community of Madrid. According to the questionnaire 

results, children up to 6 years of age visit a playground on 
average 4 days a week. The number of weeks per year that a 
child visits these playgrounds was estimated from the aver-
age number of rain-free days in the municipality of Madrid 
for the period 2007–2020 (280 days or 40 weeks), minus 
4 weeks that were considered as a holiday period away from 
the usual residence, giving a total exposure frequency of 
136 days·year−1.

Bibliographic Data Sources

The information used to characterise the rest of the exposure 
variables comes from bibliographic data sources (Annex 
A). Regarding body weight (BW), Spanish child studies 
have been taken into account considering age ranges from 
6 months to 6 years. The age interval was selected to match 
the periods studied in the characterisation of the accidental 
rate of soil and dust. Each study includes information cor-
responding to different age ranges and gender (Carrascosa 
et al. 2008a; 2008b; Durá Travé, 2012). For each age range 
studied, the lowest and highest reported percentiles have 
been established as lower and upper truncation limits (2nd 
and 98th percentiles in Carrascosa et al. (2008a; 2008b) and 
the 3rd and 98th percentiles in Durá Travé (2012)).

For the soil intake rate (IR), we have established as a 
criterion the inclusion of studies in which the distribution of 
the data is indicated independently of the population stud-
ied (no reports on the soil intake rate have been found in 
the study area). Most of the studies evaluated are compiled 
in USEPA (2017) and other reviews (Moya and Phillips 
2014). Among them, some have been discarded (Calabrese 
et al. 1991; Davis et al. 1990; Stanek & Calabrese 1995) 
due to containing redundant information and/or informa-
tion compiled in other more general studies (Stanek et al. 
2012). Likewise, other sources that considered anomalous 
behaviours such as pica or geophagy have been discarded 
(i.e. Calabrese et al. 1991).

Regarding the duration of exposure (ED), a single value 
of 5.5 years has been considered, corresponding to the maxi-
mum age of the children defined for the exposure scenario 
minus the 0.5 years of the period in which there is no infor-
mation on the rate of accidental soil ingestion.

Finally, the averaging time (AT) for carcinogenic sub-
stances has been obtained through a study of the decompo-
sition of differences in life expectancy at birth according to 
the differential mortality of the entire Spanish population in 
2009 (Goerlich Gisbert 2012).

Baseline Risk Assessment (BRA)

To obtain comparative values of the modelling results of the 
exposure parameters by 2D Monte Carlo simulations, as well 
as to compare the results of the risk uncertainties obtained 
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with the PRA, a baseline risk assessment (BRA) is initially 
performed in the scenario (Barrio-Parra et al. 2019; Har-
ris and Horn 1996). BRA considers the total concentration 
and the bioaccessibility percentages calculated by the three 
analytical methods in the study area (Mingot et al. 2011). 
These risk assessments should be considered as estimates 
of the upper limits of the risk to which the population is 
exposed (Hammonds et al. 1994), and therefore allow the 
upper limits obtained through the PRA to be contrasted. The 
concentration term was calculated as the 95% upper confi-
dence limit (UCL95) as a conservative estimator of the mean 
concentration to which the child population visiting the play-
grounds is exposed. This estimate was made parametrically 
assuming a log-normal distribution of the data (see “Local 
data sources”) (USEPA 1992). The mean bioaccessibility 
percentages are those obtained through linear regression 
models between total arsenic concentrations and bioaccesi-
ble concentrations for each of the applied methods. For the 
rest of the parameters, the default values recommended by 
the USEPA (2014a) have been considered, which correspond 
to values representative of the maximum reasonable expo-
sure (Annex B).

Assessment of Uncertainty, Sensitivity, 
and Important Variables in the PRA

Once the vectors of  105 random data for each variable have 
been generated according to the procedure described in 
“Modelling parametric uncertainty and variability through 
2D Monte Carlo analysis”, they are introduced into Eq. 1 
to calculate the dose received by children playing in urban 
playgrounds through accidental ingestion of arsenic in soil 
and dust (mg·kg−1·day−1), averaged for systemic and carci-
nogenic effects. Through this distribution of the estimated 
dose and by means of the toxicological data and Eqs. 2 and 
3, the distributions of hazard quotients and carcinogenic risk 
are obtained for the studied population.

The uncertainty in the risk estimates is represented by its 
variability and is studied through their graphical representa-
tion by cumulative distribution function graphs (CDFs) and 
the obtaining of descriptive statistics (minimum, maximum, 
range, median, 95th percentile) as well as the percentage of 
data that exceed the admissible risk threshold in each case 
(HQ > 1 in the case of systemic risk and carcinogenic risk 
greater than  10−5). To facilitate the discussion of the role 
of bioaccessibility in risk indetermination, two groups of 
simulations are proposed: on the one hand simulations in 
which only the total concentration is considered and on the 
other hand, the total concentration and the percentage of 
bioaccessibility determined by different methods.

Sensitive variables are those that have a substantial influ-
ence on the risk distribution (Hamby 1994; Millard 2013). 
To perform a quantitative analysis of the sensitivity of the 

results to variability and uncertainty of the input variables, 
and thus identify priority uncertainties (Iman and Helton 
1988; USEPA 2014b), Spearman correlation coefficients 
between model inputs and outputs are calculated. The model 
has a linear response to all variables, so their influence on 
the outcome will be determined solely by the shape of their 
PDF (kurtosis and skewness). Important variables are those 
whose amount of uncertainty or variability contributes sub-
stantially to risk variability (Hamby 1994; Millard 2013). 
Once the most sensitive variables have been identified, 
the impact of the range of their variability in the percent-
age of the population on the unacceptable risk thresholds 
is assessed (importance analysis), including a comparative 
analysis of the variability of the exposure factors with the 
proposed default values for reasonable maximum exposure 
scenarios.

Results and Discussion

Baseline Risk Assessment

Table 1 shows the results of the deterministic risk analysis 
estimated from reasonable maximum exposure parameters 
for the oral exposure scenario in playgrounds considering the 
total concentration (UCL95) and its correction considering 
the bioaccessibility obtained with different methods (HCl 
extraction, SBET and PBET). In no case does the hazard 
quotient (HQ) exceed the acceptability threshold. However, 
for carcinogenic risk, the acceptability threshold (set at  10−5 
by most regulatory agencies) is exceeded if the total concen-
tration term is entered without considering the percentage 
of bioaccessibility. On average, the risk term (systemic and 
carcinogenic) is halved when the bioaccessibility of arsenic 
is included in the scenario.

In other works in which arsenic bioaccessibility in play-
grounds has been assessed, the risk could be reduced by 
70%–90%, since bioaccessibility is a term highly dependent 
on soil properties (De Miguel et al. 2019, 2012; Gloren-
nec et al. 2012; Ljung et al. 2007). In studies carried out in 
other scenarios in the city of Madrid (Izquierdo-Díaz et al. 
2015), the consideration or not of the bioaccessibility term 
was decisive in the acceptability/unacceptability of the risk. 

Table 1  Baseline Risk Assessment results obtained with total and 
bioaccesible Arsenic concentrations

As concentration HQ Risk

Total 0.31 1.19·10−5

HCl 0.16 6.21·10−6

SBET 0.19 7.53·10−6

PBET 0.13 5.02·10−6
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Although the influence of bioaccessibility on the risk out-
come may be decisive, it is still interesting to contextual-
ize its influence against the variability and uncertainty of 
the other input variables in the model (Mingot et al. 2011), 
as well as the differences arising from the use of variables 
characterized from local studies versus reasonable maximum 
exposure parameters. Given that the estimates of carcino-
genic risk in the scenario evaluated are closer to the limits 
of unacceptability than those of non-carcinogenic risk, the 
PRA is considered only for carcinogenic risk.

Effect of Sample Size on the Variability of the Mean

The random number generation method presented in this 
paper assumes that the values of the mean, obtained by the 
generation of random vectors of length equal to the sample 
size reported by each study, follow a normal distribution. 
Figure 2 shows three examples that allow us to validate this 
hypothesis. Here, one can see the result of a random value 
simulation in three studies of soil intake rates (studies #3 
(Özkaynak et al., 2011), #5 (Thompson and Burmaster, 
1991) and #7 (Davis and Mirick (2006) in (Annex A) with 
different sample sizes (N, left column) and the result of the 
mean distributions obtained after 10,000 simulations (right 
column). The histograms in the right column show how the 
variability of the mean follows a presumably normal distri-
bution, centred on the mean value reported by the study and 
with a standard deviation inversely proportional to the sam-
ple size. This reflects how the proposed methodology intro-
duces the uncertainty of the survey (inversely proportional to 
the sample size) into the process of generating random data.

Random Variable Generation

Figure 3 shows the histograms of the  105 random data gener-
ated following the proposed 2D Monte Carlo-based variabil-
ity and uncertainty modelling methodology for the exposure 
parameters considered. Annex C includes the descriptive 
statistics of these distributions.

The resulting distribution of accidental soil and dust 
ingestion rate (IR) is very asymmetric and has marked 
tails, a consequence of the use of log-normal distributions 
reported in the literature. In the distribution, it has been 
possible to generate data above the value proposed by the 
USEPA (2011a), with the probability of exceeding the value 
of 200 mg  day−1 being 0.15%. The 95th percentile of the dis-
tribution obtained in this study (86 mg·day−1) lies well below 
the reasonable maximum exposure value of 200 mg·day−1 
(Annex B), and is closer to the recommendations for the 
assessment of the central tendency (84 mg·day−1) according 
to USEPA (2017) and with the 95th percentile estimated 
by (Stanek et al. 2012) in a study of eight tracer elements 
(79 mg·day−1). These results reflect the variability between 

studies and the degree of indeterminacy of the high percen-
tiles of IR (the range of the plausible values spans 3 orders 
of magnitude, Annex C). The use of the 95th percentile of 
the data distribution obtained by combining information 
from different studies would result in a reduction of approxi-
mately 60% of the risk in a deterministic analysis compared 
to the proposed value for the reasonable maximum exposure.

The values generated to represent the exposure frequency 
(EF) have been estimated with a log-normal distribution 
obtained from a survey of the exposed population (De 
Miguel et al. 2007). It is very remarkable that the maximum 
values obtained (252 days·year−1) are below the reasonable 
maximum exposure values proposed by USEPA (2014a, b) 
for a residential scenario (350 days·year−1). According to the 
USEPA (1991) definition, residential scenario conditions can 
be assumed as long as there are occupied residences adjacent 
to the study site, with residents being frequently exposed to 
the contaminated environment. These assumptions consider 
long-term daily exposure and produce the highest potential 
risks. In our case study, we have playgrounds in urban areas, 
so the conceptual model of the scenario is fairly close to the 
definition of the residential scenario. Despite the proxim-
ity of the contact zone to residences, playgrounds follow 
a specific pattern of use that must be characterised in each 
case. In the case of assuming the residential scenario with 
the maximum reasonable EF, we would introduce an over-
estimation of risk of between 28% (considering the maxi-
mum exposure value in the scenario, 252 days·year−1) and 
40% (considering the 95th percentile value of the distribu-
tion, 212 days·year−1). The random values generated ranged 
between 36 and 252 days·year−1 (Annex C).

Regarding the population variables of body weight (BW) 
and life expectancy at birth (AT), both start from normal 
distributions, so they have a higher degree of symmetry and 
less pronounced tails. The BW variable represents the vari-
ability between children aged 0.5 and 6 years, and has cen-
tring parameters that closely match the value proposed by 
the USEPA (2014a, b) of 15 kg. However, the averaging time 
for carcinogens, represented by the life expectancy at birth, 
shows an approximate average value of 80 years, higher 
than the reasonable maximum exposure value of 70 years 
assumed for the general population in the USEPA (2014a, 
b) Risk Assessments. The discrepancy in these values may 
be due to differences in the populations analysed to obtain 
information or to the increase in life expectancy since the 
first value was estimated (USEPA 1989). The latest docu-
ment updating life expectancy at birth proposes the use of 
a value very close to that obtained by our study of 78 years 
(USEPA 2011b). Consideration of the default AT parameter 
(70 years) could lead to an increase in risk of approximately 
10% in the scenario under study. The range of the random 
numbers generated spanned 34.2 kg and 6.36 years for BW 
and AT, respectively (Annex C).
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The As concentration term has been obtained with 
information from two geochemical investigations in the 
study area. On the one hand, the work of De Miguel et al. 
(2002) collected information on the distribution of con-
centrations of this trace element in the arkose unit of the 
region of Madrid. On the other hand, the characterisation 
by Mingot et al. (2011) did not show significant differ-
ences between As concentrations in playgrounds and the 
arkose lithological unit that underlies the city of Madrid. 

This lack of differences allows us to assume that the origin 
of As in playgrounds is geogenic and not anthropogenic, 
so that both sources of information can be considered 
together when characterising the variability of the con-
centration term. USEPA (1992) recommends the use of 
the upper confidence limit of the mean to estimate the 
exposure of a receptor at a site. The assumption of the resi-
dential scenario implies that contact with soil will occur 
more frequently in playgrounds close to dwellings, so that 

Fig. 2  Examples of mean variability distributions obtained with 
Monte Carlo simulations. Study numbers correspond to the respective 
lines in Annex A for the Soil Ingestion Rate variable, respectively: 

Study #3 Özkaynak et al. (2011), Study #5 Thompson and Burmaster 
(1991) and Study #7 (Davis and Mirick (2006)
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the variability of the data between playgrounds (indistin-
guishable from the geological unit of arkose) may be more 
representative in characterising the variability of exposure 
in the population than the mean concentrations of all play-
grounds in a city. That is, a receptor would be exposed 
more frequently to the concentrations of a single park. 
The distribution constructed using the MC-2D method 
produced a mean value of 6.9 mg  kg−1, which is consist-
ent with the means of the two studies considered (6.7 and 
6.8 mg  kg−1, respectively). However, the  95th percentile of 
the distribution of As concentrations that results when the 
high-end values of the natural variability obtained for As 
concentrations in the region of Madrid are used (Annex C) 

is approximately twice as large as the UCL95 calculated by 
Mingot et al. (2011). This result highlights the importance 
of performing an unbiased background values characteri-
zation while conducting a HHRA in trace element expo-
sure scenarios according to the study by de Lima Brum 
et al. (2022). It is also interesting to study the impact of 
considering the bioaccesible fraction of As on the estimate 
of risk in playgrounds. Based on the results of the dis-
tributions generated for the different extraction methods, 
the concentration term would have an average reduction 
of 54% with a range between 37 and 73%. Therefore, the 
increase in the risk estimation produced by considering 
the natural variability of As contents in the lithological 

Fig. 3  Histograms of the random variables generated
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unit (which ranged between 1.1 and 52.9 mg·kg−1, Annex 
C), would be counterbalanced by the introduction of As 
bioaccessibility in the calculations.

It should be noted that some of the random variables pre-
sented have been generated through a selection of biblio-
graphic sources that may have a certain level of bias. While 
the selection of different sources of information to charac-
terise the input variables may provide a good representa-
tion of their true heterogeneity, it should be noted that the 
specific relevance (i.e., site-specificity) of each data source 
to the exposure scenario of interest has not been quanti-
tatively considered in the model. In other words, a small, 
site-specific study may have a major relevance in the model 
output, even if it does not capture the true variability of a 
given parameter, and therefore, whenever possible, HHRAs 
should consider local studies to characterise exposure.

Lastly, if we consider the variability reported by differ-
ent studies in the estimation of the reasonable maximum 
exposure values (RME) for the different exposure vari-
ables and the 95th percentile for the total As concentra-
tion, the following values are obtained: IR = 86 mg·day−1, 
C = 15.06  mg·kg−1; EF = 252  days·year−1, BW = 16  kg, 
AT = 80 years, ED = 5.5 years. Recalculating the carcino-
genic risk with these values and assuming 100% bioaccessi-
bility, a value of 5.76-10−6 is obtained. This is approximately 
half of the risk estimated from the default exposure param-
eters. Therefore, this correction would have a similar impact 
to that of considering bioaccessibility in the risk estima-
tion. If we use the UCL95 obtained in the study of Mingot 
et al. (2011) for playgrounds in Madrid (C = 7.27 mg  kg−1) 
instead of the 95th percentile, the risk would be reduced to 
one fourth of the original value (2.78-10−6), which would 
be twice the change resulting from the application of the 
average bioaccessibility of arsenic.

Probabilistic Risk Assessment

To study the impact of the variability and uncertainty of 
exposure parameters on risk indeterminacy, the generated 
random data vectors were introduced into the carcinogenic 
risk equations to obtain risk distributions for the target popu-
lation. The result of this process considering total As con-
centrations in soil and bioaccesible fractions obtained with 
three analytical methods is shown in Fig. 4 and summarized 
in Annex D. The results show that there is a possibility of 
exceeding the acceptability threshold of  10−5 when consider-
ing the total and the SBET- and HCl-bioaccesible concentra-
tions but with very low probabilities of occurrence (0.038, 
0.003, and 0.002%, respectively). In all cases, 95% of the 
population would be at least one order of magnitude below 
the predictions made with the default exposure parameters in 
the deterministic risk assessment (Table 1). A comparison of 
the results between the risk distributions found for total and 

bioaccesible concentrations shows that their ratios are equal 
to the mean bioaccessibility fractions (0.61, 0.55 and 0.43 
for the SBET, HCl and PBET methods, respectively). This 
result is expected given the symmetry of the indeterminacy 
of these variables around the mean.

Sensitivity and Significance Analysis

Figure 5 presents in matrix form the Spearman correlation 
coefficients between the exposure factors produced through 
the 2D Monte Carlo simulations and the risk distributions 
obtained using the cor.sign function (Filzmoser 2015). This 
analysis allows identification of the variables that most con-
dition the risk distribution: soil intake rate (IR) and total 
arsenic concentration (AsTotal) and exposure frequency 
(EF). Among all variables, the risk produced was most sen-
sitive to the soil intake rate with a Rank Correlation higher 
than 0.6 (Burmaster and Anderson 1994; Harris and Horn 
1996). This correlation can be explained by the heavily-
tailed distribution generated for the IR parameter, a product 
of the indeterminacy between studies on this exposure fac-
tor (especially at the high percentiles of the distributions). 
This phenomenon is repeated for the variability of the total 
arsenic concentration, whose PDF is generated from heavily-
tailed log-normal distributions and, to a lesser extent, with 
the EF parameter. These results agree with the ranges of the 
generated random variables described in “Random variable 
generation” and Annex C.

The exposure parameters constructed from nor-
mal distributions (body weight (BW) and the different 

Fig. 4  Cumulative probability distributions obtained for carcinogenic 
risk considering total As concentrations and bioaccessibility percent-
ages obtained with different methods
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bioaccesible fractions (HCl, PBET, and SBET)) showed 
lower correlation coefficients. While in the case of AT the 
correlation coefficient is null due to the low dispersion of 
the data (given the great statistical power of the informa-
tion sources), the rank correlation increases in the case 
of BW, whose variability is constructed from numerous 
normal distributions that add complexity to the generated 
PDF. An intermediate between those of BW and AT is 
the distributions of bioaccesible fractions which, despite 
their symmetry, present a sufficient range of variation to 
generate correlations greater than zero (although these are 
still weak).

Interestingly, in all simulations, the spread of risk data is 
more dependent on the geochemical variability of As, IR, 
EF, and even BW, than on the analytical indeterminacy of 
the bioaccessibility percentage (irrespective of the method). 
This result suggests that the analytical indeterminacy of bio-
accesible methods does not have a significant impact on the 
uncertainty of risk compared to the natural variability of 
As concentrations in the geological unit in which the city 
of Madrid is located, the uncertainty in the characterisation 
of the soil accidental intake rate, the variability in the pat-
terns of use of playgrounds, or the variability of body weight 
within the population.

Based on the results of the sensitivity analysis and con-
sidering the most influencing variables (total As concentra-
tion, IR, and EF), two groups of simulations are proposed to 
establish the impact of their variability on risk uncertainty 
(importance analysis) (Table 2). Simulation Group #1 con-
tains the lower bounds of variation of the exposure variables 
(representing the lower bounds of risk variability), while 
Simulation Group #2 consists of the upper bounds of varia-
tion of the input variables (generating the upper bounds of 
risk indeterminacy). Both groups contain four simulations in 
total, considering (i) the total concentration of As (BA = 1) 
and (ii) the average bioaccessibility percentages obtained 
by the three digestion methods considered (HCl, PBET and 
SBET).

In the case of the total concentration, the lower limit for 
the sensitivity analysis has been set at the UCL95 value 
obtained in the study by Mingot et al. (2011), while the 
upper limit has been set as the PDF obtained from the 
application of the MC-2D method. For the soil ingestion 
rate variable, the 95th percentile of the PDF generated 
from the MC-2D study has been set as lower limit, while 
the upper limit has been set as the deterministic parameter 
used by default in the BRA (USEPA 2014a, b). Regard-
ing the frequency of exposure, the PDF generated from 

Fig. 5  Spearman correlation 
coefficients obtained between 
the generated random variables 
and the risk distributions
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local information has been considered for group #1, while 
for group #2, the value of the reasonable maximum expo-
sure for a residential scenario has been included (USEPA 
2014a, b). In both groups, the PDFs generated by MC-2D 
for body weight and averaging time have been included.

The results of the simulations are shown in Fig. 6. As 
expected, the CDFs of Group #2 are shifted to the right 
with respect to those of Group #1. In Group #1 simulations 
the probabilities of exceeding the threshold value of  10−5 
are 0 in all cases, while for Group #2 it is 28%, 9%, 6% and 
4% considering the total and bioaccesible concentrations 
obtained with the SBET, HCl and PBET methods, respec-
tively. Focussing on the 95th percentiles of the distribu-
tions generated for the total As concentrations in both sim-
ulations (2.75  10−6 for Group #1 and 2.05  10−5 for Group 
#2), we can observe a seven-fold increase in the risk when 
considering the default exposure parameters of USEPA 
(2014a, b). The omission of the bioaccessibility parameter 
implies an overestimation of risk of up to 2.4 times in the 
two combinations of exposure factors considered.

Conclusions

This work illustrates the usefulness of an algorithm based on 
2DMC for the generation of random variables that consider the 
effect of the variability and uncertainty of the exposure parame-
ters (including different local and bibliographic sources of infor-
mation) in the probabilistic analysis of risk. The results obtained 
in this particular case study reflect the high impact on the risk 
estimates of the uncertainty associated with the accidental soil 
and dust ingestion rate parameter, and of the natural variability 
of the background concentration of As in the geological unit 
studied. The uncertainty in the definition of the scenario, rep-
resented in this study by the differences between the exposure 
frequency estimated for local receptors versus the recommended 
exposure frequency for a residential scenario, has been shown to 
have a significant impact on the indeterminacy of risk. Although 
numerous studies have focussed their efforts on reducing the 
uncertainty of the concentration term by introducing a bioacces-
sibility factor, the results obtained in this work show that bioac-
cessibility has less impact on the indeterminacy of risk than that 
introduced with the use of bibliographic exposure parameters, 
the variability of the population's habits, and the variability of 
the concentration of the toxic substance in soil. Therefore, and 
with the aim of reducing uncertainties in the HHRA, the results 
of this study highlight the importance of increasing efforts in the 
geochemical characterization of the site, the behavioral patterns 
of the exposed population and, as far as possible, the contact 
rates with the contaminated environment (without neglecting 
the direct impact of the determination of bioaccessibility in the 
reduction of uncertainty in the risk characterization, which could 
be more pronounced in other sites and for other contaminants).

Although the Probabilistic Risk Analysis methodology 
has shown its usefulness in characterising the variability of 
risk within the study population, the widely used determin-
istic approach still shows advantages in terms of the general-
izability of its implementation, making the results obtained 
for different scenarios easily comparable. This facilitates the 
work of risk managers and the application of homogeneous 
criteria in decision making. Although the characterisation 
of certain variables at the local level may be difficult (e.g., 
accidental soil and dust ingestion rate), risk analysts should 
proceed with the updating of reasonable maximum expo-
sure parameters to reduce uncertainties in their results. The 
methods applied in this work may be useful for this purpose.

Table 2  Groups of simulations proposed for the significance analysis (MC2D PDF: Probability Distribution Function generated from the 2D 
Monte Carlo simulations; see “Random variable generation”)

Simulation group As total Concentration 
(mg·kg−1)

IR (mg  day−1) EF (day·year−1) BW (kg) AT (year)

#1 UCL95 = 7.27 86 MC2D PDF MC2D PDF MC2D PDF
#2 MC2D PDF 200 350 MC2D PDF MC2D PDF

Fig. 6  Results of simulations carried out to analyse the importance of 
the variability of exposure factors
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Appendix A. Bibliographic information used 
for the construction ofrandom variables

In this appendix, the list of information sources and input parameters used in the simulations are shown in tabular form

Dist ni μi σi mini maxi Reference

As total concentration 
(CS) mg·kg−1

LN 32 6.64 1.24 4.4 11.5 Mingot et al. (2011)

LN 64 6.68 8.11 1.1 42.9 De Miguel et al. (2002)
SBET-Bioaccesibility 

(BA) unitless
N 32 0.62 0.13 0.40 0.87 Mingot et al. (2011)

HCl-Bioaccesibility 
(BA) unitless

N 32 0.53 0.09 0.37 0.75

PBET-Bioaccesibility 
(BA) unitless

N 32 0.43 0.07 0.33 0.59

Ingestion rate (IR) 
mg·day−1

LN 200,000 20 26 0 64 (Wilson et al., 2013)

LN 200,000 23 32 0 75
LN 1000 67.61 90.62 4.86 200 (Özkaynak et al., 2011)
LN 216 25.5 15.5 0 79.4 (Stanek et al. 2012)
LN 65 91 126 13 143 (Thompson and Bur-

master, 1991)
LN 64 31 31 0 137 (Stanek et al., 2001)
LN 12 36.7 35.4 0 107.09 (Davis and Mirick, 

2006)
LN 12 38.1 31.4 0 95

Exposure frequency 
(EF) day·year−1

LN 36 136 66.16 36 252 De Miguel et al. (2007)

Body weight (BW) kg N 2974 3.31 0.43 6.2 10.6 Carrascosa et al. 
(2008b, 2008a)

N 233 6.25 0.9 7.3 12
N 214 8.1 1.09 8.5 13
N 213 9.32 1.13 8.3 14
N 169 10.37 1.12 10 15.8
N 166 11.22 1.4 9.6 15.5
N 149 12.08 1.45 10.2 16
N 153 12.59 1.34 11.4 17.5
N 182 12.9 1.42 11.5 21.7
N 263 14.14 1.6 12.4 24.2
N 508 15.4 2 13.2 24.7
N 463 16.32 2.61 14.5 28.3
N 469 17.5 2.63 15 31.4
N 438 18.58 2.83 15.8 31.8
N 370 19.71 3.48 16.8 32.8
N 363 21.41 3.65 6 9.4
N 332 22.37 3.751 6.5 11.8
N 2822 3.18 0.41 7.9 11.8
N 233 5.64 0.8 8 12.8
N 205 7.4 0.92 8.4 13.9
N 186 8.71 1.15 9.7 14.9
N 175 9.73 1.08 9.8 16.4
N 138 10.32 1.14 10.5 17.8
N 125 11.12 1.3 11 18.3
N 106 11.82 1.31 12 21.4
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Dist ni μi σi mini maxi Reference

N 114 12.49 1.4 12.3 23
N 193 13.61 1.52 13.8 24.5
N 474 14.55 1.68 14.5 26.4
N 382 15.61 2.28 15.4 31.4
N 420 16.8 2.41 16.1 32.2
N 358 18.06 2.55 10.73 15.54
N 407 19.37 3 12.69 18
N 370 20.65 3.75 14.4 21.98
N 336 22.15 3.88 17.29 29.4
N 411 13.02 1.26 10.05 15.27 Durá Travé (2012)
N 364 15.34 1.49 11.81 18
N 360 17.75 2.06 13.52 21
N 365 22.6 3.13 16.94 28.32
N 371 12.38 1.41 6.2 10.6
N 330 14.71 1.64 7.3 12
N 339 16.97 2.1 8.5 13
N 359 21.79 2.88 8.3 14

Averaging time (AT) 
year

N 46,745,807 81.58 1.01 0 120 Goerlich Gisbert (2012)

Dist probability distribution Function reported by the literature source (N Normal Distribution, LN Log-normal distribution)

Appendix B. Exposure factors used for the Baseline Risk Assessment of the risk for an urban 
recreational scenario

In this appendix, the list Exposure factores employed in the Baseline Risk Assessment are shown in tabular form

Exposure factor Site-specific Generic Reference

As UCL95 (CS) mg·kg−1 7.27 Mingot et al. (2011)
Bioaccessibility (BA) unitless
SBET 0.63
HCl 0.52
PBET 0.42
Ingestion rate (IR) mg·day−1 200 USEPA (2014a)
Exposure frequency (EF) day·year−1 350
Exposure duration (ED) year 6
Bodyweight (BW) kg 15
Average time (for carcinogenic effects) (AT) day 25,550
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Appendix C. Descriptive statistics of the generated exposurevariables
This annex contains the descriptive statistics of the distributions of the exposure variables constructed with the 2D Monte 
Carlo method

Variable Min 5th percen-
tile

1Q 2Q Mean 3Q 95th percen-
tile

Max

IR (mg·day−1) 0.04 3.3 11.1 20.7 29.5 37.7 86.3 223.8
BW (kg) 3.7 9.50 13.0 15.6 16.2 19.15 24.5 37.9
AT (year) 77.22 79.86 80.83 81.50 81.47 82.15 83.01 83.58
EF (days·year−1) 36.00 50.44 78.97 108.78 116.82 147.53 211.97 251.99
As (mg·kg−1) 1.10 1.75 4.65 6.25 6.88 7.71 15.06 52.90
HClBio (−) 0.37 0.41 0.48 0.54 0.54 0.60 0.68 0.75
PBETBio (−) 0.33 0.35 0.40 0.44 0.44 0.48 0.54 0.58
SBETBio (−) 0.40 0.45 0.55 0.63 0.63 0.71 0.81 0.87

Appendix D. Descriptive statistics of the generated risk distributions

Risk Min 5th percentile 1Q 2Q Mean 3Q 95th percen-
tile

Max

As Total 1.5E-10 2.4E-08 9.5E-08 2.2E-07 4.4E-07 5.0E-07 1.5E-06 2.0E-05
SBET-Bioaccesi-

bility
8.4E-11 1.4E-08 5.9E-08 1.4E-07 2.8E-07 3.1E-07 9.7E-07 1.2E-05

HCl-Bioaccesibility 7.3E-11 1.2E-08 5.1E-08 1.2E-07 2.4E-07 2.7E-07 8.4E-07 1.3E-05
PBET-Bioaccesi-

bility
5.8E-11 1.0E-08 4.1E-08 9.8E-08 1.9E-07 2.2E-07 6.8E-07 8.9E-06
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