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Abstract
This study explores how much current mainstream Robot-Assisted Language Learning (RALL) systems produce outcomes
compared to human tutors instructing a typical English conversation lesson. To this end, an experiment was conducted with
26 participants divided in RALL (14 participants) and human tutor (12 participants) groups. All participants took a pre-test
on the first day, followed by 30 min of study per day for 7 days, and 3 post-tests on the last day. The test results indicated
that the RALL group considerably improved lexical/grammatical error rates and fluency of speech compared to that for the
human tutor group. The other characteristics, such as rhythm, pronunciation, complexity, and task achievement of speech
did not indicate any differences between the groups. The results suggested that exercises with the RALL system enabled
participants to commit the learned expressions to memory, whereas those with human tutors emphasized on communication
with the participants. This study demonstrated the benefits of using RALL systems that can work well in lessons that human
tutors find hard to teach.

Keywords Robot-assisted language learning · L2 learning · Human–robot interaction · Comparison between humans and
robots

1 Introduction

Robot-assisted language learning (RALL) has been actively
studied over the past two decades. Robots are now being
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expected to provide students with high-quality education
through face-to-face interactions [6, 21, 37, 43]. Compared
to video-displayed agents, physical robots can yield more
compliance to their requests [6], elicit social behavior from
learners beneficial to learning [22], be more engaging and
enjoyable [26, 27], and be perceived positively [31, 36,
45]. These findings suggest that robots can generate positive
perceptions and improve task performance in educational sit-
uations because of their physical presence.

Therefore, this study focuses on a robot playing the role
of a tutor in second language learning. In RALL studies,
the robot plays several roles: teacher or teacher’s assistant in
classrooms [1, 2, 8, 16, 17, 49, 51], tutor teaching via one-
to-one interactions [13, 14, 18, 23, 29, 39], peer learning
with students [5, 20, 33, 52], or novice instructed by students
[35, 40, 41]. Although these classifications are not strict and
sometimes ambiguous, tutoring roles have been adopted in
past studies [6, 37].

One interesting question regarding RALL systems is the
extent to which they can improve the students’ skills com-
pared to that with a human tutor. The development of large
language models has opened up the possibility for RALL
systems which are able to teach as flexibly as human tutors.
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However, even with LLM, it is still difficult for robots
to progress through lessons, responding freely to students’
questions. This study focuses on what the robot can certainly
do with the current technology. Specifically, the robot acts
as a tutor who role-plays a predetermined scenario, and the
scenario is proceeded by the learner’s input to a tablet. Such
a system integrating a robot and a tablet is recommended in
the guidelines for designing social robots as second-language
tutors [7]. Despite such limited lessons, it is meaningful to
compare the learning outcomes when using RALL systems
and human tutors. If the RALL systems do not match human
tutors, analyzing why they are insufficient can help improve
their functionalities. Conversely, if RALL systems are found
comparable to human tutors, this finding can provide evi-
dence regarding the value of RALL systems, which can help
deploy RALL systems in homes and schools.

However, to the best of the author’s knowledge, direct
comparisons between RALL systems and human tutors are
limited, not only for language learning but also for educa-
tional social robots. A recent comprehensive review of social
robots in education [6] states, “Many studies using robots do
not consider learning in comparison with an alternative, such
as computer-based or human tutoring, but instead against
other versions of the same robot with different behaviors...
Comparisons between robots and humans are rare in the lit-
erature, so no meta-analysis data were available to compare
the cognitive learning effect size”. Few RALL studies [10,
32, 35, 42, 47, 48] employed experiments and surveys that
compared robots and humans; however, they did not achieve
clear results, i.e., they did not have statistical tests, lacked
statistical information, and did noten robots and humans are
rare in compare learning outcomes.

This study explores howmuch current mainstreamRobot-
Assisted Language Learning (RALL) systems produce out-
comes compared to human tutors instructing a typicalEnglish
conversation lesson. Among the four abilities in second-
language learning (reading, writing, listening, and speaking),
speaking is essential for social interaction with others, along
with listening. Given that speaking skills are developed
through interaction with others, it is appropriate to com-
pare the learning outcomes between the robot and human
tutors. Therefore, we focused on speaking skills in second-
language learning. Further, we conducted online lessons, in
the style of lessons taught by human tutors. Online lessons
are less expensive than private lessons at English conversa-
tion schools, and they allow students to take lessons at home.
Online lessons are becoming increasingly common and are
now a popular style of second-language learning. Thus, it is
an appropriate subject for comparison with lessons provided
by a robot tutor.

This is an exploratory study. We do not make specific
hypotheses about the learning outcomes of robot and human
tutors because there is little scientific evidence to support

such hypotheses. A meta-analysis of the effectiveness of
human tutors and intelligent tutoring systems (ITS) in STEM
education [44] indicated that the effect size for human tutors
was 0.79, and the ITS effect size was 0.76. Belpaeme et al.
reviewed educational robots and reported that the effect size
for RALL systems was 0.70 [6]. These results confirm that
the effect sizes of the human andRALL systemsmay be com-
parable. However, the interactivity and flexibility of human
tutors in their teaching style may have a significant impact
on performance because such features of human tutors are
considered important when attempting to improve speaking
skills in second language learning. Therefore, it is difficult to
formulate a hypothesis solely based on current knowledge.

The contributions of this study is to provide novel and
reliable data that can be useful in RALL research and HRI
in education, as well as insights into the suitability of robots
in education based on that data. Specifically, the following
points illustrate the value of our study:

• Few previous studies have compared between robot and
human tutors.

• Our data are derived from a relatively long period ofwork
(30min per day for 7 days) and appropriately reflect the
tutors’ instruction.

• We compared the RALL systems against competent
human tutors recruited from a language school.

• Weprovide detailed analysis of changes in speaking skills
based on previous literature.

• Based on that detailed analysis, we discuss the suitability
of robot and human tutors in tutoring.

This paper is organized as follows. First, Sect. 2 briefly
describes the RALL study and shows that there has been
insufficient comparison between robot and human tutors in
thefield of education aswell asRALL.Next, Sect. 3 describes
the methodology of this study. In this section, in addition
to the experimental design, we present the details of the
learning instruction provided by the robot and human tutors.
Then, in Sect. 4, we present the data on participants’ speaking
skills obtained through the experiment. Section5 discusses
the interpretation, implications, and scopeof the data. Finally,
Sect. 6 presents the conclusions of this study.

2 RelatedWork

2.1 Overview of RALL

RALL is a field of educational robotics that targets first- and
second-language learning. The use of robots for language
learning offers several advantages over existing technologies.
For example, Belpaeme et al. [6] makes three points relevant
not only to language learning but also to education. They
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stated, “(i) they can be used for curricula or populations that
require engagement with the physical world, (ii) users show
more social behaviors that are beneficial for learning when
engaging with a physically embodied system, and (iii) users
show increased learning gains when interacting with phys-
ically embodied systems over virtual agents”. These points
are strongly related to the embodiment of robots.

Robots do have advantages over traditional computer-
assisted instruction because of their bodies, which enable
interaction with others and the environment. Interaction
between students and their physical environment is impor-
tant for human language development [4, 15, 19, 46]. Social
interactionswith othersmay be important for language devel-
opment and learning [28]. Many HRI studies have shown
that robots can interact naturally with humans through their
physicality. The manipulation of real objects [25] and the
use of body movements and gestures [34, 38] help children
acquire vocabulary. Robots can manipulate objects and use
gestures/language as a tool to interactwith others. In addition,
a systematic review of robot gestures suggests that robot ges-
tures may have positive educational effects [9]. For example,
interactionswith a gesturing robotwere ratedmore positively
and found to be more enjoyable, and gestures have also been
shown to help maintain engagement during ongoing interac-
tions. Furthermore, a robot that uses gestures is perceived as
a better facilitator of learning.

2.2 Comparison Between HumanTutors and RALL
Systems

Only a few studies compared RALL systems and human
tutors in RALL. These studies compared robot and adult
tutors in children’s L1 learning [47, 48], robot and child peers
in children’s L2 learning [35, 42], and teleoperated robot and
human facilitators in L2 learning for adults [32]. In addition,
one study conducted an exploratory analysis to compare the
robot and human tutors [10]. However, they did not find sig-
nificant differences in learning outcomes between the robot
and human tutors.

Westlund et al. [47] compared conditions in which chil-
dren learned new words using only a tablet, a tablet together
with a robot, and a tablet with an adult experimenter. The
results showed no significant differences in the number of
nouns learned by the children (means, statistics, and effect
sizes for each condition are not stated). Westlund et al. [48]
compared the conditions of learningwith a robot and an adult
in a similar task. This experiment also showed no significant
differences in the children’s recall (effect size not stated).

Mazzoni et al. [35] used a robot as a peer (novice) in chil-
dren’s L2 vocabulary learning. They compared conditions
under which the children learned from each other and from
the robot. They reported that children learned more words in
the robot learning condition than in the child learning con-

dition. However, the sample size was small, and there was
no test for significance between conditions. Van den Berghe
et al. [42] used robots as peers in children’s L2 vocabulary
learning. The results of the experiment showed that there
were no significant differences between learning with the
robot and learning with the child with respect to vocabulary
translation and comprehension.

Lopes et al. [32] conducted a field trial to compare con-
versations with a teleoperated robot facilitator and a human
facilitator in a language café. People rated conversationswith
the human facilitator as superior in almost all respects. How-
ever, this study compared the users’ impressions of each
conversation rather than the learning outcomes. The robots
evaluated in the field study of Lopes et al. were remotely
controlled and were not autonomous.

Demir-Lira et al. [10] investigated the task of teaching
English measurement adjectives such as big and high to
Turkish-speaking 5-year-olds to investigate how scaffold-
ing (attention cues or gestures on a tablet) supports robot
instruction and whether the type of gesture affects the effec-
tiveness of the instruction The type of gesture affects the
effectiveness of instruction. An interesting aspect of their
study is that they also conducted experiments with human
instructors to generalize their results. The results showed that
children learned more vocabulary with both types of instruc-
tors and performed better when scaffolding was present. An
exploratory comparison of robot and human tutors found that
children in the robot tutor condition performed better than
children in the human tutor condition. The authors refrain
from highlighting trends indicating that the robot facilitated
better learning outcomes than the human tutor, but acknowl-
edge the usefulness of the robot tutor in second language
learning.

From the above review of related studies, it is clear that
attempts to directly compare RALL systems and human
tutors are inadequate. This study will work to fill that gap.

3 Methods

We conducted an experiment to compare the learning out-
comes of robot and human tutors in L2 learning for adults.
All participants were university students. The experiment
lasted for seven days, with a learning time of 30 min per day.
The lessons of each day were designed to last approximately
30min, and the participants always completed the lessons for
that day. The experimental design was a two-factor mixed
design in which the tutor factor (between participants) was
compared before and after the 7-day lesson (within partici-
pants).
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Fig. 1 Conditions of the
experiment

3.1 Experimental Design

We employed a two-factor mixed design in which the tutor
factor was compared before and after lessons (i.e., pre-post
factor). The tutor factors comprised a RALL system and
human tutor group. This was a between-participants factor,
and the participants were assigned to one group or another.
The pre-post factor consisted of a pre-test conducted on the
first day of the experiment and a post-test conducted on the
last day. This was a within-participant factor; the participants
took both tests.

Figure1 illustrates the experimental conditions. The pho-
tos on the left and right show the human and RALL system
groups, respectively. Participants in the human–tutor group
had online lessons with a human tutor.

3.2 Participant

A total of 26 university students (12 males and 14 females)
participated in the experiment. We did not ask their age; the
average age was assumed to be between 18 and 22 years
considering the average age of Japanese university students.
These students were recruited from the company Benesse
we were collaborating with and had part-time jobs at the
company. The students were recruited because it was difficult
to recruit people who can participate in an experiment for
seven consecutive days. These students were not involved
in any work related to this study and had no knowledge of
the experiment. Thus, they were not in a Conflict of interest
situation. We explained the purpose and procedure of this
experiment to them and obtained their informed consent. No
participants refused to participate in the study.

The participants underwent a speaking test at GTEC1 to
assess their English speaking skills. The purpose was bal-
ancing the speaking ability of the robot and human tutor
groups. The mean score of the participants was 115.6 (SD =
23.24, min = 68, max = 167). GTEC is an online test offered

1 https://www.benesse.co.jp/gtec/en/.

by Benesse Corporation2 for reading, writing, listening, and
speaking English. According to the official website, the low-
est score (68) was for beginners who had difficulty speaking
English even for simple things. The average score (115) was
for those who could speak English in routine situations such
as making a phone appointment or shopping. The highest
score (167) was for those who could use English in general
work, such as management, discussions, and negotiations.

The participants were assigned to the two groups such
that an equal gender ratio and average GTEC score could
be maintained, subject to the constraints of the participants’
availability.

• Human tutor group The number of participants was 12
(6 males and 6 females), and the mean GTEC score was
111 (SD = 20.46, min = 78, max = 151).

• RALL system group The number of participants was 14
(6 males and 8 females), and the mean GTEC score was
116.8 (SD = 25.14, min = 68, max = 167).

In this experiment, we did not do power analysis because
this study was exploratory. Since it has been difficult to pre-
dict the theory-based effect size and to define a specific
hypothesis regarding the difference between the outcomes
brought about by human and RALL systems, we considered
it meaningless to design a sample size when the effect size
was largely unpredictable. Therefore, we set a sample size
that did not deviate from the customary range and within the
constraints of human resources.

3.3 LearningMaterials

Table1 shows typical differences between the RALL system
group and the human teacher group regarding lesson mate-
rials. The details of each group’s materials, including the
contents of this table, are described below.

2 https://www.benesse-hd.co.jp/en/.
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Table 1 Summary of the difference between the RALL system and human tutor group

RALL system group Human tutor group

Appearance Humanoid robot Tablet Human

Voice Human (Recorded voice) Human

Role Lesson progression (Tablet)
Role-play partner (Robot)

Lesson progression
Role-play partner
Instruction in learned phrases
Confirmation of understanding
Free talk

Environment Face-to-face Online (with video and audio)

Learning materials Tablet Paper handout

Instructions Displayed on the tablet Povided by human tutors

Exercises Role-play with positive tones
Reading out key expressions
Role-play with negative tones
Role-play
*Each practice was done at least
once in one lesson.

Role-play with two answer choices
Flashcards practice
Role-play
*Each practice was repeated four
times in one lesson

3.3.1 For the RALL System Group

We used the RALL system developed in our previous study
[18]. The system was designed to improve adults’ L2 speak-
ing skills and provide three exercises based on Levelt’s
language processing model [30]: role play with two answer
choices, flashcard practice, and role play. We provide an
overview of the system and the exercises to help us under-
stand the experiment. The details of the system and exercises
were explained in our previous paper [18].

System The system consists of a tablet and a robot, as shown
in Fig. 2.

The robot acts as a conversation partner during role play.
The robot is a desktop humanoid robot called CommU
(VSTONE), 3 and has 14 degrees of freedom (three axes for
the head, three for the eyes, one for the eyelids, one for the
mouth, two for the right shoulder, two for the left shoulder,
and two for the waist). Human-like behaviors were imple-
mented to enhance the sense of interactivity of students when
role playing with the robot. For example, the robot nodded
to indicate affirmation or backchannel, slumped to indicate
consideration, and raised both hands to indicate joy or sur-
prise. In this experiment, the robot did not use text-to-speech
(TTS) technologies but played an audio file containing the
speech of a native speaker because the quality of TTS was
imperfect for English conversation lessons. The robot was
linked to a tablet and operated in response to events.

The tablet functioned as an input–output interface for
the students. The tablet received the students’ button-tap
events, displayed learning instructions, and played audio

3 https://www.vstone.co.jp/english/index.html.

Fig. 2 RALL system. Operations on the tablet by a participant are
linked to the progress of exercises

files. Exploiting tablets in RALL is reasonable given the cur-
rent HRI technology. For example, it is difficult to control
robots autonomously and socially in a complex and dynamic
environment [50]. Further, it is difficult to accurately rec-
ognize speech in children [24]; moreover, it is difficult to
accurately recognize speech in a second language, even in
adults [11]. The guidelines for designing social robots as
second-language tutors recommend that using a tablet makes
the design context more flexible and reduces the need to rely
on complex object recognition and tracking [7]. Therefore,
in this study, we combined a tablet and a robot. This limits
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Fig. 3 Screenshots of exercises

the freedom of interaction and avoids the speech-recognition
problem.Consequently, the curriculumcanproceed formally.

Exercises Three exercises were designed based on Levelt’s
language processing [30].
Role Play with Two Answer Choices This exercise was
designed to teach a certain conversation in a certain situa-
tion (e.g., a conversation between a man and woman seated
together in a café). To achieve this objective, the robot and
student played the characters according to the prepared con-
versation scripts. The specific learning procedure was as
follows: First, the situation was presented on the tablet in
Japanese (see Fig. 3a). When the Next button on the tablet
was pressed, the scripts of the two characters were displayed
in Japanese and English (Fig. 3b). Simultaneously, the robot
spoke Character A’s script in English. Character B’s script
was of two types: one with a positive tone and the other with
a negative tone. We believe that learning both positive and
negative tones would allow students to respond to more situ-
ations. When a student selected one of the scripts, the tablet
played the audio of the dialogue twice. This audio was a
recording of a native speaker’s utterances. The audio files
on the tablet and on the robot were by different speakers
to enhance the realism of the role-play. Students listened to
the first playback and repeated the audio during the second
playback. This procedure was repeated until the conversation
ended. This practice was repeated four times. As the num-
ber of sessions progressed, the level of difficulty increased,
including the loss of English notation.

Flashcards Practice This exercise was designed to consoli-
date the scripts of Character B used in the previous memory
exercise. To achieve this goal, students repeated the scripts
displayed on the tablets. The specific learning procedure was
as follows: First, the student chose whether to learn scripts
with a positive or negative tone. From this point, only dia-
logues with the selected tone were studied. The scripts were
displayed on the tablet in Japanese and English (Fig. 3c).
When the students pressed a button on the tablet, they played
the dialogue twice. The voice was the same as that used in
the previous exercises. Students listened to the first playback
and repeated the audio during the second playback. This pro-
cedure was repeated for all scripts. Flashcards practice was
also repeated four times.
Role Play This exercise was designed to allow students to
use scripts memorized through flashcard practice in conver-
sations. To achieve this goal, the robot and student played the
same characters in the same situation as before, just as in the
first exercise: role play with two answer choices. However,
unlike the first exercise, the English text of the script of char-
acter B was not displayed on the tablet. In other words, the
students had to recall and express what they had learned. The
specific learning procedure was as follows: The first script
of character A was displayed on the tablet in Japanese and
English, and the next script of character B was displayed
only in Japanese (see Fig. 3d). The script of character B was
displayed in either a positive or negative tone, whichever
had been learned in flashcard practice. The robot utters the
script of character A in English, and then the student utters
the script of character B in English, relying on his/her mem-
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ory. When the students tapped the check button on the tablet,
the voice learned during the flashcard exercise was repeated
twice. The student checked the first playback to see if his or
her utterance was correct and then repeated the voice on the
second playback. This procedure is repeated until the end of
the script. This role play was also repeated four times in the
same manner as the previous practices.

3.3.2 For the Human Tutor Group

Tutors’ skills People are actively employed as human tutors
in English conversation schools. However, it was difficult to
control for the tutors’ level of experience owing to the small
number of tutors that we could employ for this study. This
will not pose a problem as previous studies have already
confirmed that tutor experience has little effect on student
learning outcomes [44].

We ensured that there were no differences in the teach-
ing styles among tutors. We worked with the coordinator of
the tutors to determine lesson contents and teaching methods
based on handouts and provided a forum for sharing these
with other tutors. To ensure that individual tutors could per-
form their best, each tutor thoroughly discussed the teaching
style and flow of the lesson and determined its structure.
According to the English conversation school with which we
collaborated, this approach is used in regular online tutoring
services. Furthermore, we did not give the human tutors any
instructions regarding gestures. Therefore, the human tutors
were able to teach as they always do in their usual online
English conversation lessons. In other words, the human
tutors’ performance was not limited by the experiment.

Participants did not have the same tutor for every lesson
because it was extremely difficult to coordinate the sched-
ules of participants with those of their tutors. Even if the
tutor changed during the course of the lesson, the lesson pro-
cedure remained consistent because of the aforementioned
information sharing.

Handout Wecarefully designed handouts used by tutors and
students to align learning between robot and human tutors as
closely as possible. The handout describes interactions and
lesson content that can occur during lessons with the robot
tutor. The left page of the handout contained (1) positive-tone
scripts from the role play and (2) target expressions used. The
right page contained (3) practice to create a sentence that
included the target expressions and (4) negative-tone scripts
from the role play. Thus, the handout played a similar role in
the interaction as the tablet did with the robot tutor. Figure4
shows the handouts on the first day.

Exercises Human tutors conducted exercises that corre-
sponded to the three exercises of the RALL system (role play
with two answer choices, flashcard practice, and role play).

The three types of exercises were reading scripts, reading key
expressions, and role playwithout using text. These exercises
constituted a single class, and the time allocation was not
strictly controlled. The tutors could fine tune the exercises to
suit the students; this was done to respect the tutors’ teaching
styles and maximize their performance during the lessons.
Reading Out Scripts (Positive Tones) Reading scripts is an
exercise in which students learn about a particular conversa-
tion in a particular situation. Scripts on the left-hand side of
the handouts were used. First, the students read the scripts
silently. Next, the student played the role of “You” and the
tutor played the role of “CommU” and read the scripts aloud
in a role play format. Then, they changed roles and re-read
the scripts. The tutor then asked simple questions to check
the students’ understanding of word meanings, pronuncia-
tion, and dialogue. At the tutor’s discretion, explanations,
exercises, or chats about the dialogue were added depending
on the student’s level of understanding.
Reading Out Key Expressions Reading out key expressions
is an exercise for studying important expressions used in
scripts and their applications. This exercise uses the impor-
tant expressions listed at the bottom of the left page of the
handout and their respective practices to create a sentence
listed at the top of the right page. First, the student reads aloud
important expressions on the bottom of the left page accord-
ing to the tutor’s instructions.Next, the important expressions
are read aloud again, with the usages listed at the top of
the right page. Then, according to the tutor’s instructions,
the underlined content is changed and the students practice
speaking different sentences using the same expression. This
exercise corresponds to the robot tutor’s flashcard practice in
the sense that important expressions are practiced repeatedly
to be consolidated into memory.
Reading Out Scripts (Negative Tones) After reading the key
expressions, the scripts on the right-hand side of the hand-
out were read. The difference between the first and second
reading was the attitude of the “You” actor’s response. In
the first reading out scripts, “You” responded positively
to “CommU” utterances, whereas in this exercise, “You”
responded negatively. The learning procedure was the same
as that used during the first reading of the scripts. Through
the two read-out script exercises, students learned both pos-
itive and negative responses to the speakers’ suggestions. In
other words, these exercises corresponded to the robot tutor’s
role play with two answer choices.
Role Play Role play is an exercise in which students practice
dialogue in practical situations. The student role played with
the tutor multiple times without looking at the handout. In
this case, the tutor played the role of “CommU” and the
student played the role of “You”. In the first session, the
students practiced dialogue sentences on the left page, and
in the second session, they practiced dialogue sentences on
the right page. The number and order of the roleplays were
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Fig. 4 Sample of handouts of exercises

left to the tutor’s discretion. This exercise corresponded to
the role play of the robot tutor.

3.4 Procedure

An overview of the experimental procedure is presented in
Fig. 5. Participants arrived at the laboratory for 7 d. On day
1, they took a pretest to measure their speaking skills. Then,
they studied for 30 min in the assigned group, and they con-
tinued to study for 30 min on days 2 through 6. On day 7,
they studied for 30 min and then took three different post-
tests. The pre-test, post-test, and exercise were conducted in
a private room or in an experimental booth built as part of
a larger room. We set up video cameras in the private room
and the experimental booth to record the participants’ audio
and behavior. The experimental procedures were approved
by the Osaka University Ethics Committee (approval num-
ber: 31-2-2).

3.5 Pre-test and Post-tests

The pre- and post-tests were conducted to evaluate the par-
ticipants’ speaking skills in conversations before and after
the study. The participants’ responses to their partners’ utter-
ances in certain conversational situationswere evaluated. The

pre- and post-tests had the same format, and both were cre-
ated using Microsoft PowerPoint®. The first slide showed
instructions on how to perform the test, and the test began
when the participant advanced to the next slide. The second
slide displayed the conversational situation, and when the
slide advanced to the third slide, the voice file was played.
After the voice was played, the participant was signaled to
begin responding to the utterance. The participants repeated
this procedure 15 times (i.e., 15 utterances were evaluated).
All participants’ utterances were recorded.

The participants took three different post-tests on the last
day. Post-test A was identical to the pre-test. Post-test B had
the same conversational situation as Post-test A, but with a
different vocabulary. Post-test C differed from Post-test A in
terms of both conversational context and vocabulary. Post-
test A was identical to the pre-test and was conducted to
assess improvement in speaking skills before and after the
study. Post-tests B and C were conducted to assess whether
the participants were able to apply what they had learned.

3.6 Evaluation

The recordings of the participants’ speeches on the pre-test
and post-tests were evaluated by an expert in English lan-
guage education for Japanese students from the company
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Fig. 5 Experimental procedure

with which we collaborated. To reduce the burden of eval-
uation, the evaluation was shared among several experts.
Because each participant was evaluated by any one expert,
we could not calculate the consistency of the ratings among
the experts. However, since the experts are current employees
of online English schools, we believe that the consistency of
their ratings is reliable. The evaluation is done for each ques-
tion response in those tests. The final score for a participant is
the normalized sum of the scores for each response. Specif-
ically, if the number of questions is 15 and the rating is on
a scale of 3 (0,1 or 2), the participant’s total score will be a
value ranging from 0 to 30, and the final score will be that
value normalized from 0 to 1. Arguments regarding the use of
evaluation were discussed in our previous work [18]. Here,
we explain the methods used for evaluation. The evaluation
is based on the following six perspectives.

3.6.1 Error

Errorwas evaluatedusing lexical andgrammatical error rates.
The error rates were calculated as Wm/Ws , where Wm and
Ws denote the numbers of words missed and uttered, respec-
tively. For example, the sentence “This is pen” contains a
grammatical error because the “a” is missing. The error rate
for this sentence is 1/3 = 33%. A lower error rate indicates a
more accurate utterance.

3.6.2 Fluency

Fluency was evaluated based on the number of words uttered
per second. The number is calculated as Ws/Ds , where Ds

denotes the utterance duration.

3.6.3 Rhythm

Rhythms were evaluated using a third-person subjective
assessment. Native English speakers rated the rhythmof each
participant’s speech on a three-point scale. Natural speech
rhythm was rated as “good”, slightly unnatural but under-
standable speech rhythm as “so-so”, and incomprehensible
speech rhythm as “not good”.

3.6.4 Pronunciation

Pronunciations were evaluated using a third-person subjec-
tive assessment. Native English speakers rated the quality of
the pronunciation of words of each participants’ speech on
three levels: “native”, “some problems”, and “non-native”.

3.6.5 Complexity

Complexity was evaluated based on the number of words
per unit of AS (Analysis of Speech [12] ). The number was
calculated asWs/As , where As represents the number of AS
units in speech. TheASunit is a single utterance consisting of
independent phrases [12]. This is almost synonymous with
the sentences. For example, “I play tennis” is an AS unit
consisting of three words. The complexity of this sentence is
3/1 = 3. A higher complexity score means that a participant
can speak longer sentences without pauses.

3.6.6 Task Achievement

Task achievement was evaluated using a third-person sub-
jective assessment. Native English speakers rated whether
each participants’ response was appropriate to a question or
suggestion on a two-point scale of “appropriate” or “inap-
propriate”.

3.7 Analysis

A two-factor mixed-design analysis of variance was used to
compare the pre-test results with post-test A results across
all tutor factors. If the test indicated an interaction, Tukey’s
post-hoc test was conducted to test the difference between
each level.

Welch’s t-test was used to compare tutor factors between
the robot and human tutors in post-tests B and C.

The alpha level was set at 0.05 in both tests.
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Table 2 Descriptive statistic of
participants’ scores in the
pre-test and post-test A

Measures Range Test Condition N Mean 95% CI SD
Lower Upper

Error [0,1] Pre Human 12 0.094 0.0593 0.128 0.054

Robot 14 0.103 0.065 0.141 0.066

Post Human 12 0.055 0.0262 0.084 0.045

Robot 14 0.011 0.001 0.020 0.016

Fluency (0,∞) Pre Human 12 1.489 1.108 1.870 0.600

Robot 14 1.469 1.168 1.769 0.521

Post Human 12 1.702 1.381 2.022 0.505

Robot 14 2.247 1.985 2.509 0.454

Rhythm [0,1] Pre Human 12 0.922 0.844 1.001 0.123

Robot 14 0.691 0.592 0.789 0.171

Post Human 12 0.933 0.889 0.978 0.070

Robot 14 0.967 0.930 1.003 0.063

Pronunciation [0,1] Pre Human 12 0.589 0.476 0.701 0.177

Robot 14 0.391 0.247 0.534 0.248

Post Human 12 0.633 0.440 0.827 0.304

Robot 14 0.520 0.385 0.653 0.233

Complexity [1,∞) Pre Human 12 4.163 3.617 4.710 0.860

Robot 14 4.155 3.562 4.749 1.028

Post Human 12 4.535 4.095 4.975 0.693

Robot 14 4.669 4.333 5.005 0.581

Task achieve [0,1] Pre Human 12 0.939 0.897 0.981 0.066

Robot 14 0.943 0.901 0.985 0.073

Post Human 12 0.967 0.938 0.995 0.045

Robot 14 0.981 0.957 1.005 0.041

Range means the range of possible values of each measures. Fluency and Complexity have biological limits
but no upper limit in their definition

4 Results

4.1 Pre-test and Post-test A

Table2 shows the descriptive statistics of the participants’
scores in the pre-test and post-test A, and Fig. 6 plots the
scores for each participant.

4.1.1 Error

The two-factor mixed-design ANOVA showed a main effect
of the pre-post factor (F(1, 24) = 35.15, p < .001, η2 =
0.302), no main effect of the tutor factor (F(1, 24) =
1.26, p = .273, η2 = 0.022), and an interaction between
these factors (F(1, 24) = 5.89, p < .023, η2 = 0.051).
Tukey’s post-hoc test showed the following results:

• The mean of the error rates of post-test A was signifi-
cantly lower than that of the pre-test in the RALL system
group (t = 6.150, p < .001).

• No significant difference was found between the pre-test
and post-test A in the human tutor group (t = 2.385, p =
.107).

• No significant difference was found between the human
andRALLsystemgroups in thepre-test (t = −0.382, p =
.981).

• The mean of the error rates of the RALL system groups
was significantly lower than that of the human tutor
groups in post-test A (t = 3.439, p = .011).

4.1.2 Fluency

The two-factor mixed-design ANOVA showed a main effect
of the pre-post factor (F(1, 24) = 24.12, p < .001, η2 =
0.176) and an interaction (F(1, 24) = 7.85, p = .010, η2 =
0.057), but no main effect of the tutor factor (F(1, 24) =
2.18, p = .153, η2 = 0.049). Tukey’s post-hoc test showed
the following results.

123



International Journal of Social Robotics (2024) 16:743–761 753

Fig. 6 Plots of all participants’ scores in the pre-test and post-test A

• The mean of the number of words uttered per second of
post-test A was significantly higher than that of the pre-
test in the RALL system group (t = −5.677, p < .001).

• No significant differences were found between the pre-
test and post-test A in the human tutor group (t =
−1.438, p = .489).

• No significant difference was found between the human
and RALL system groups in the pre-test (t = 0.092, p =
1.000).

• The mean of the number of words uttered per second of
theRALLsystemgroupwas significantly higher than that
of the human tutor group in post-testA (t = −2.899, p =
.037).

4.1.3 Rhythm

The two-factor mixed-design ANOVA showed a main effect
of the pre-post factor (F(1, 24) = 20.1, p < .001, η2 =

0.21), a main effect of the tutor factor (F(1, 24) = 9.2, p =
.006, η2 = 0.1), and an interaction (F(1, 24) = 17.1, p <

.001, η2 = 0.179). Tukey’s post-hoc test showed the follow-
ing results:

• The mean of the scores of post-test A was significantly
higher than that of the pre-test in the RALL system group
(t = −6.342, p < .001).

• No significant differences were found between the pre-
test and post-test A in the human tutor group (t =
−0.236, p = .995).

• The mean of the scores of the human tutor group was
significantly higher than the RALL system group in the
pretest (t = 3.905, p = .003).

• No significant difference was found between the human
andRALLsystemgroups in post-testA (t = −1.284, p =
.581).
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4.1.4 Pronunciation

The two-factormixed-designANOVAshowednomain effect
of the pre-post factor (F(1, 24) = 3.331, p = .080, η2 =
0.029), no main effect of the tutor factor (F(1, 24) =
3.50, p = .074, η2 = 0.096), andno interaction (F(1, 24) =
0.787, p = .384, η2 = 0.007).

4.1.5 Complexity

The two-factor mixed-design ANOVA showed a main effect
of the pre-post factor (F(1, 24) = 6.454, p = .018, η2 =
0.074), no main effect of the tutor factor (F(1, 24) =
0.055, p = .816, η2 = 0.001), andno interaction (F(1, 24) =
0.165, p = .688, η2 = 0.002).

4.1.6 Task Achievement

The two-factor mixed-design ANOVA showed a main effect
of the pre-post factor (F(1, 24) = 4.989, p = .035, η2 =
0.079), and no main effect of the tutor factor (F(1, 24) =
0.273, p = .606, η2 = 0.006) or interaction (F(1, 24) =
0.122, p = .729, η2 = 0.002).

4.2 Post-tests B and C

Table3 shows the descriptive statistics of the participants’
scores in post-tests B and C. Figure7 plots the scores for
each participant.

4.2.1 Error

Welch’s t-test showed that the mean error rates of the RALL
system group were significantly lower than those of the
human tutor group in post-tests B (t(24.0) = 2.317, p =
.029,Cohen′sd = 0.905) and C (t(15.7) = 3.109, p =
.007,Cohen′sd = 1.251).

4.2.2 Fluency

Welch’s t-test showed no significant differences between the
robot and human tutor groups in post-tests B (t(22.9) =
−1.834, p = .080,Cohen′sd = −0.723) and C (t(23.5) =
−1.990, p = .058,Cohen′sd = −0.783).

4.2.3 Rhythm

Welch’s t-test showed no significant differences between the
robot and human tutor groups in post-tests B (t(13.3) =
−1.337, p = .203,Cohen′sd = −0.542) and C (t(17.5) =
−1.698, p = .107, d = −0.680).

4.2.4 Pronunciation

Welch’s t-test showed no significant differences between the
robot and human tutor groups in post-tests B (t(24.0) =
−0.487, p = .631,Cohen′sd = −0.191) and C (t(23.9) =
0.725, p = .475, d = 0.284).

4.2.5 Complexity

Welch’s t-test showed no significant difference between the
robot and human tutor groups in post-tests B (t(16.6) =
0.690, p = .500,Cohen′sd = 0.277) and C (t(21.1) =
1.795, p = .087,Cohen′sd = 0.712).

4.2.6 Task Achievement

Welch’s t-test showed no significant difference between the
robot and human tutor groups in post-tests B (t(14.0) =
−1.678, p = .116,Cohen′sd = −0.678) and C (t(22.6) =
−0.674, p = .507,Cohen′sd = −0.266).

5 Discussion

5.1 Implication

5.1.1 Error

The results indicate that learning with a RALL system can
colorredreduce speaking errors more than that when learning
with a human tutor. First, the lexical and grammatical error
rates were not significantly different between the human and
RALL system groups on the pre-test. The graph (Fig. 6a) also
shows that the error rates in the pre-test of these groups are the
same. Second, for both groups, the means were significantly
lower on post-test A than on pre-test A, which indicates that
both groups had reduced lexical/grammatical errors. How-
ever, in post-test A, the mean error rate of the RALL system
group was significantly lower than that of the human tutor
group. This indicates that the RALL system group reduced
their errors more than that of the human tutor group. Further,
the graph shows a greater decrease for the RALL system
group than for the human tutor group.

The mean error rates of the RALL system group were
significantly lower than those of the human tutor group in
post-tests B and C. The effect sizes were 0.897 and 1.422 for
post-tests B and C, respectively. We believe that the effect
sizes were generally large; these results indicate that learning
with a RALL system reduces errors of utterances more than
that with human tutors in advanced tests.
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Table 3 Results of speaking
skills

Measures Range Test Condition N Mean 95% CI SD
Lower Upper

Error [0,1] Posttest B Human 12 0.050 0.036 0.064 0.022

Robot 14 0.028 0.012 0.043 0.027

Post-test C Human 12 0.043 0.024 0.062 0.029

Robot 14 0.014 0.006 0.023 0.015

Fluency (0,∞) Post-test B Human 12 1.638 1.320 1.957 0.502

Robot 14 1.992 1.717 2.267 0.476

Post-test C Human 12 1.547 1.234 1.860 0.492

Robot 14 1.934 1.647 2.221 0.496

Rhythm [0,1] Post-test B Human 12 0.9 0.811 0.989 0.141

Robot 14 0.957 0.929 0.986 0.050

Post-test C Human 12 0.894 0.823 0.966 0.112

Robot 14 0.957 0.918 0.996 0.067

Pronunciation [0,1] Post-test B Human 12 0.578 0.448 0.707 0.204

Robot 14 0.619 0.487 0.751 0.229

Post-test C Human 12 0.7 0.549 0.851 0.237

Robot 14 0.629 0.476 0.782 0.265

Complexity [1,∞) Post-test B Human 12 4.544 4.006 5.082 0.847

Robot 14 4.354 4.081 4.627 0.473

Post-test C Human 12 4.676 4.116 5.236 0.881

Robot 14 4.107 3.697 4.516 0.710

Task achieve [0,1] Post-test B Human 12 0.972 0.944 1.001 0.045

Robot 14 0.995 0.985 1.006 0.018

Post-test C Human 12 0.972 0.950 0.994 0.034

Robot 14 0.981 0.963 0.999 0.031

5.1.2 Fluency

For fluency, we reached the same conclusion as for error.
The results indicated that learning with a RALL system may
improve speech fluency compared to learning with a human
tutor. In the pre-test, there was no significant difference in
the number of words uttered per second between the human
and RALL system groups. The graph shows that the human
tutor group was slightly more scattered than the RALL sys-
tem group; however, the averages were almost identical.
In both groups, the number of words uttered per second
was significantly higher in post-test A than in the pre-test.
Speech fluency improved in both tutor groups. However, in
post-test A, the number of words uttered per second of the
RALL system group was significantly higher than that of
the human tutor group. This suggests that the RALL sys-
tem group improved their fluency more than the human tutor
group. Further, the graph shows that the RALL system group
exhibited a greater increase in fluency than the human tutor
group.

In post-tests B andC, therewas no significant difference in
the number ofwords utteredper secondbetween the robot and
human tutor groups. Thus, it cannot be concluded if learning

with a RALL system improved speech fluency more than
that when learning with a human tutor, even in advanced
tests. However, the graph shows that the RALL system group
tended to speak faster than the human tutor group in both
post-tests B and C. We believe that these data suggest that
RALL systems can improve speech fluencymore than human
tutors in applied situations.

5.1.3 Rhythm

There was no clear evidence of a difference in the outcomes
between human and RALL systems regarding speaking
rhythm. The results showed an interaction between the tutor
factor and the pre-post factor; however, there were no signif-
icant differences between the groups in post-test A. Further,
the graph shows that both groups exhibited similar levels of
rhythmic goodness. The RALL system group showed a sig-
nificant difference between pre-test and post-test A, whereas
the human tutor group did not. However, these results should
not be interpreted to indicate a larger effect on the RALL
system group. This is because, at the time of the pre-test, the
mean good rate of the RALL system group was significantly
lower than that of the human tutor group. It is appropriate
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Fig. 7 Results of each measurement in post-tests B and C. The points indicate the data of each participant

to interpret this as a greater growth potential for the RALL
system group. In light of the above, it is difficult to conclude
that there is a difference in outcomes between the human and
RALL system groups.

However, some results suggest that RALL systems are
likely to lead to higher outcomes. Although the results of
post-tests B and C showed no significant differences between
the human and RALL system groups, the graph shows con-
sistent data that the RALL system group had a higher mean
and smaller variance than the human tutor group. Consider-
ing that the RALL system group had a lower mean in the
pre-test, this suggests that the RALL system group may have
achieved higher learning outcomes than those of the human
tutor group.

5.1.4 Pronunciation, Complexity, and Task Achievement

No differences were found in the outcomes of the human and
RALL system groups regarding pronunciation, complexity,
or task achievement. Therefore, we discuss the other charac-
teristics observed in the graphs.
Pronunciation Some characteristics suggest that the RALL
system group may be more effective than the human tutor

group. For example, the human tutor group had greater
variance in post-test A than in the pre-test and some par-
ticipants decreased their score in post-test A. However, the
RALL system group showed that the variance remained the
same between pre-test and post-test A and most participants
improved their scores.
Complexity Several interesting features were observed. First,
in post-test A, the number of words per unit of AS of the
RALLsystemgroup converged around a certain point.A sim-
ilar phenomenon was observed in post-test B, in which the
conversational situation was the same. We believe that this
phenomenon may be attributed to most of the participants
who used the expressions they had learned in the post-tests.
The RALL system may be more effective than human tutors
in fostering a steady output of learned expressions in the
test.However, for someparticipantswhoproduced somewhat
complex sentences, RALL systems may have prevented the
improvement of their speaking skills in terms of complex-
ity. For example, one participant in the RALL system group
uttered complex sentences in the pre-test but converged on
sentences using learned expressions in post-test A. Two par-
ticipants in the human tutor group uttered sentences with
greater complexity in post-testsB andC.Lessonswith human
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tutorsmay include chitchat andhuman tutors’ empirical judg-
ment in teaching applied expressions.We speculate that these
resultsmay have led to complex utterances in post-tests B and
C.
Task Achievement The scores of task achievement were
improved in both groups; however, there was no effect in
the tutor factor and no features that would indicate a differ-
ence between the two groups was found in the graphs. Note
that the scores of task achievement were relatively high even
in the pretest. To obtain stable scores for other items such as
Lexical/Grammatical error and Fluency, the task difficulty
must be set at a level that participants can respond to with-
out much trouble. The fact that task achievement was high
suggests that the difficulty level of the pretest and posttests
were designed well.

5.1.5 Summary

The findings for each measurement item are summarized as
follows.

• Error rates improved in both learning with the robot and
human tutors. Learning with the RALL system improved
error rates more than that with the human tutor.

• Fluency improved in both learning with the robot and
human tutors. Learning with the RALL system improved
fluency more than that with the human tutors.

• Rhythm improved in both learning with the robot and
human tutors. We could not say their outcomes are dif-
ferent. However, some data suggested that learning with
the RALL system may be more effective than learning
with the human tutors.

• Pronunciation did not improve in both learning with the
robot and human tutors. We found no differences in the
outcomes between the robot and human tutors. However,
learning with the RALL system tended to improve pro-
nunciation more consistently than learning with human
tutors.

• Complexity improved in both learning with the robot and
human tutors. We found no differences in the outcomes
between the robot and human tutors. However, some data
suggested that learning with human tutors may have been
more effective in utilizing more complex utterances in
advanced tests.

• Task achievement improved in both learning with the
robot and human tutors. We found no differences in the
outcomes between the robot and human tutors. The raw
data also did not reveal any notable characteristics.

5.2 Why did the RALL System Produce Better
Outcomes of Error and Fluency than Human
Tutors?

Exercises with the RALL system involved many repetitions
of vocalizing expressions (especially shadowing). Such exer-
cises encourage the consolidation of expressions practiced
in memory. In the “Role play with two answer choices”
and “Flashcards practice” exercises, participants repeated the
same expressions. In addition, in the “Role play” exercise,
the participants vocalized the expressions they had learned in
the previous exercises from memory without looking at the
sentences. We believe that basic training may have helped
the participants retain the expressions in their memory and
resulted in them recalling the exact expressions quickly dur-
ing the post-tests.

However, learningwith human tutors contained fewer rep-
etitions of vocalization of expressions and fewer exercises to
have participants commit the practiced expressions to mem-
ory than learning with the robot tutor. The repetition of vocal
exercises and memorization of expressions comprise basic
and individualized training. It is not cost effective to con-
duct such training with human tutors. Basic training can only
be performed alone; however, practical communication can
be achieved with only a human tutor. Therefore, learning
with human tutors may have involved less basic training and
more communication with participants. Although such com-
municative training improves error rates and fluency to some
extent, it may not promote memory retention compared with
the basic training provided by the robot tutor.

Furthermore, the participants’ tension and social anx-
iety may explain the difference in effectiveness between
the RALL system and the human tutors. Participants in the
human tutor group may have felt that they were constantly
being evaluated in some way by the human tutors. For exam-
ple, participants may have felt that the human tutors thought
that their grammar was messed up or their pronunciation was
bad. On the other hand, the participants in the RALL system
group would not have felt such tension or social anxiety. This
is because the robot instructors did not change their facial
expressions, tone of voice, or other behaviors in response to
the participants’ speech in any way. As a result, participants
in the RALL system group were able to focus on speaking
English, which may have contributed to lower vocabulary
errors and increased fluency.

Based on the above discussion, we believe the RALL sys-
tem may have been able to make the participants remember
the learned expressions better than the human tutor.
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5.3 Did the Better Error Rates and Fluency Outcomes
Occur Because of RALL Systems?

The differences in the results cannot be simply reduced to
differences in attributes inherent to the tutors, such as appear-
ance and voice quality, but should be reduced to differences
in their overall nature, including aspects of competence, such
as what exercises they were able to provide.

It would be difficult for human tutors to perform the same
exercises as RALL systems. The repeated practice of memo-
rizing expressions is a boring exercise for both students and
human tutors. Students may feel that it is a waste to assign
a (costly) tutor to something they can do alone, and they
and may feel uncomfortable about making intelligent human
tutors go through boring exercises. Further, human tutors also
want to engage in communicative exercises because they are
proud of their interactive tutoring skills. Therefore, learning
with human tutors did not motivate students or human tutors
to perform the same exercises as that with the robot tutor.

Further, it is difficult for students to performmemory con-
solidation exercises alone. As discussed previously, this type
of exercise requires patience. Students who train alone using
smartphones or PC are tempted to stop halfway. According
to the RALL studies, RALL systems can increase student
compliance [6]. In other words, it is likely to reduce the urge
to stop the exercise midstream. In this study, participants
were asked to study in the laboratory, and we were unable to
test the effect of suppressing the urge to stop the exercises.
We believe that the presence of the robot may contribute to
strengthening the will to continue with the exercises.

Thus, we believe that the better error rates and fluency
outcomes were likely brought about by exercises that pro-
motedmemory retention, and that such exercisesworkedwell
because of the robot tutor.

5.4 Application and Limitation

The extent towhich the findings of this study can be applied is
discussed in terms of language type, participant demograph-
ics, learning content, robot type, and AI technology.
Language This study dealt with English. The findings of this
study are likely to be applied to speaking practices in other
languages such as Chinese, French, and Spanish. The reten-
tion of basic phrases in memory through repeated utterances
is basic training, regardless of language type.We believe that
in other languages, learning with a RALL system would be
more effective for basic training than learning with human
tutors.
Participant Attributes This study employed university stu-
dents whose native language is Japanese. The findings of
this study are probably applicable to children, middle-aged
people, and elderly people other than university students. The
exercises conducted in this study were simple and could be

practiced easily by both children and the elderly once they
become familiar with them. However, the findings of this
study are not applicable to people who can create complex
sentences in English. Because these people would achieve
high scores even before learning, it would be difficult to find
differences in the outcomes of studying with each tutor.
Learning Materials In this study, we created learning mate-
rials that emphasized role play for speaking practice. This
learning material may have had a considerable impact on the
present results because it maximized the advantages of the
RALL system over human tutors. If the learning materials
were free-talk, the results for error rates and fluency might
have been different. Therefore, the findings of this study are
limited to the use of learning materials that emphasize role
play, including the repeated practice of basic expressions.
RobotTypeThis studyused a table-top robot called “CommU”.
Because previous studies have not reported consistent find-
ings regarding robot appearance and learning effectiveness,
it is unclear whether other types of robots would produce
results similar to those in this study. We speculate that life-
like robots such as Nao, Pepper, and Tega could produce
results similar to those of this study. As one of the implica-
tions of this study is the effectiveness of repeated practice
through role-play, it is important that RALL systems make
students feel that they are monitoring the students and can
behave as partners in role play.
Audio Variation Because it was difficult to match partic-
ipants’ and human tutors’ schedules, participants received
lessons from more than one human tutor; according to Bar-
croft et al. audio variation has a positive effect on second
language vocabulary learning [3]. In this regard, the partici-
pants in the human tutor group may have had a better effect
than the participants in the RALL group, who only had two
different voices (one for the robot and one for the tablet).
In order to discuss such effects in depth, it is necessary to
experimentwith different types of human voices in theRALL
system under controlled conditions.
Physical Presence In this experiment, physical presence
could not be controlled between theRALLsystemandhuman
tutor conditions. In the RALL system, the robot was in front
of the participants, whereas the human tutor was online with
a video display. HRI’s previous studies have shown that the
physical body of a robot has positive effects in interaction.
Given these findings, the difference between the human and
RALL system conditions might have been smaller if the
human tutor had been in front of the participants. It should be
added, however, that even if such a result were obtained, it
would not make the findings of this study any less mean-
ingful. This is because the physical face-to-face learning
between the human tutor and the learner is extremely costly,
and the actual learning is mostly online. In this sense, the
findings of this study provide useful insights into the actual
situation.
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AI Techniques In this study, the robot behavior is based on
classical scenario-based techniques and does not use newer
techniques such as large-scale language models or person-
alization. Even with these newer techniques, the findings of
this study would still be useful. If new technologies are used,
RALL systems can provide adaptive instructions that are
more similar to those of human tutors. However, the RALL
systems are still machines. It is likely that RALL systems
will make it easier for students to request repeated practice
than with human tutors.

If technology develops further and robots and humans
become almost indistinguishable, students may become
uncomfortable with robots. In the future, it may be necessary
to change the level of humanness and intelligence perceived
by students between partner robots for basic and advanced
practices.
Combination of Human and RALL Systems We believe that
a combination of human and RALL systems will produce
the best results for English learning. However, the role of
the RALL system will increase as AI and robot technology
advances. At the time this study is conducted, it would be
appropriate for the RALL system to provide basic training,
such as repeated utterances of key phrases. This is because
the technology to accurately recognize non-native speakers’
speech, to synthesize speech like a native speaker, and to
understand the intent of the learner’s utterances is not suf-
ficient. Instead, human tutors should conduct classes and
open-ended dialogues that proceed interactively according
to the learner’s situation. When the above technologies are
sufficiently developed, RALL systems will be able to con-
duct the interactive lessons and open-ended dialogues that
human tutors have been doing until then. Robots will be able
to replacemost of the exercises inEnglish conversation learn-
ing. However, this does not mean that human tutors will be
unnecessary. If the purpose of learning English conversation
is to communicate with English-speaking people, then real
human communication practice will still be necessary. Some
English conversation learners may feel nervous or anxious
about communicating with others in a language with which
they are unfamiliar. Practicing communication with real peo-
ple will be indispensable to get used to such nervousness and
anxiety.

6 Conclusion

This study compared learning outcomes between robot and
human tutors, with a focus on speaking skills in second-
language learning. Through a 7-day experiment with a
two-factor (tutor and pre-post factors) mixed design, we
found that participants who learned with a RALL system
significantly improved their error rates and fluency in speech
compared to those who learned with a human tutor. No sig-

nificant differences were observed between the robot and
human tutors in terms of rhythm, pronunciation, complex-
ity, or task achievement. These results are derived from the
fact that participants in the RALL system group addressed
repeated practice for vocalizing expressions more than those
of the human tutors. Such practices can help students retain
learned expressions in their memories. This practice, which
involves many repetitions, is difficult to perform with human
tutors, and therefore, RALL systems that can provide it have
an advantage.

Thus,we conclude that RALL systemsmay bemore effec-
tive than human tutors in helping students memorize basic
phrases in their second language speaking skills. This study
demonstrated the benefits of using RALL systems that can
work well in lessons that are hard to teach for human tutors.
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