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Abstract

The human-robot interaction (HRI) field goes beyond the mere technical aspects of developing robots, often investigating
how humans perceive robots. Human perceptions and behavior are determined, in part, by expectations. Given the impact
of expectations on behavior, it is important to understand what expectations individuals bring into HRI settings and how
those expectations may affect their interactions with the robot over time. For many people, social robots are not a common
part of their experiences, thus any expectations they have of social robots are likely shaped by other sources. As a result,
individual expectations coming into HRI settings may be highly variable. Although there has been some recent interest in
expectations within the field, there is an overall lack of empirical investigation into its impacts on HRI, especially in-person
robot interactions. To this end, a within-subject in-person study (N = 31) was performed where participants were instructed to
engage in open conversation with the social robot Pepper during two 2.5 min sessions. The robot was equipped with a custom
dialogue system based on the GPT-3 large language model, allowing autonomous responses to verbal input. Participants’
affective changes towards the robot were assessed using three questionnaires, NARS, RAS, commonly used in HRI studies,
and Closeness, based on the IOS scale. In addition to the three standard questionnaires, a custom question was administered
to capture participants’ views on robot capabilities. All measures were collected three times, before the interaction with the
robot, after the first interaction with the robot, and after the second interaction with the robot. Results revealed that participants
to large degrees stayed with the expectations they had coming into the study, and in contrast to our hypothesis, none of the
measured scales moved towards a common mean. Moreover, previous experience with robots was revealed to be a major
factor of how participants experienced the robot in the study. These results could be interpreted as implying that expectations
of robots are to large degrees decided before interactions with the robot, and that these expectations do not necessarily change
as a result of the interaction. Results reveal a strong connection to how expectations are studied in social psychology and
human-human interaction, underpinning its relevance for HRI research.
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The ways humans perceive situations and take action depends
on their assumptions about the world and how various enti-
ties in the world, either objects or others, respond to one’s
actions [1-3]. These expectations and their emerging social
interaction patterns are suggested to play major roles in
shaping human-human interaction (HHI). It is proposed that
humans rely on social expectations grounded in experiences
from HHI when interacting with social robots, implying that
humans tend to interact with these robots by using the same
interaction patterns they developed to interact with other
humans [4, 5]. However, it may also be the case that humans
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have different social expectations about the behavior of social
robots compared to humans [6]. In human-robot interaction
(HRI) contexts, individuals begin interacting with a robot
with some set of previous experience of what robots and
artificial intelligence (Al), in general, can do.

Social robots, in particular, are becoming more sophis-
ticated and stand out from other kinds of digital technolo-
gies as they occupy our physical and social space rather
autonomously [7, 8]. Social robots are also designed to moti-
vate humans to interact and communicate with these robots
as they would with other people [9-11]. Thus, research
conducted within the HRI field often assumes that HHI
research is transferable to HRI, and many HRI studies are
strongly inspired by the field of social psychology [12].
There is, however, a key difference between HHI and HRI,
namely that social robots are not humans, despite consider-
able attempts to make it appear otherwise. Social robots are
artifacts designed to be as human-like as technically feasible.
As a result, the line between humans and artifacts is more
arbitrary and blurred in social HRI than interactions with
other kinds of technology [13]. The close connection between
social robots and HHI means that individual response to
and communication patterns with social robots are based
on human expectations, both of technological artifacts and
social agents. Variations in interactions with social robots
can be based on a lack of understanding of the robot’s behav-
ioral, social, and cognitive capabilities, but also may arise
from a mismatch between what we expect from robots com-
pared to humans [4, 5, 14, 15]. As HRI researchers, it is
challenging to control participant expectations because they
may come from experiences other than first-hand interac-
tions with robots, such as the exposition of robots in movies,
books, or video games [4, 5, 14, 16]. Hence, it is important to
examine individuals’ expectations of social robots to further
develop effective, smooth, and intuitive ways for humans to
interact with robots so that robots can support the tasks as
intended.

Expectations have previously been studied in HRI, and
interest in the topic is steadily increasing [e.g., 4, 5, 10, 11, 14,
15, 17-25]. However, many studies of expectations in HRI
are performed using images of robots, video clips of another
individual interacting with arobot, or a human controlling the
robot (i.e., the Wizard of Oz (WoZ) technique) as a surrogate.
Hence, there is little insight into how expectations affect live
interactions with a physical social robot in person.

Within social psychology, first-hand experiences are a dis-
tinctive source, which are often the basis for more accurate
expectations than other experiences, such as watching videos
or imagining an experience [1]. Notably, most individuals
have either no first-hand experiences or very limited expe-
riences interacting with social robots [15, 19, 26]. Edwards
et al. [14] indicated that there is a significant knowledge gap
regarding our understanding of the role of expectations in
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shaping human—robot interactions. Similar ideas have been
previously echoed in the HRI literature [e.g., 4, 5, 10, 11, 15,
25].

In this paper, we report results from a within-subject study
of the relationship between expectations and experiences dur-
ing an in-person social interaction with Pepper with the aim
to investigate the role of expectations in HRI. The robot
was equipped with dialogue system powered by the GPT-
3 large language model, allowing open-ended dialogue with
the robot. The primary purpose of the study was to inves-
tigate how the experience of interacting with a social robot
affects individuals’ expectations over time.

2 Background

Expectations have been studied for decades in several fields,
most noteworthy in social psychology [1, 3]. Expectations
fundamentally affect action and play an important role within
the human belief system. Expectations can be viewed as a
vessel that can be filled with semantics, beliefs, and past
experiences to guide us forward [2]. Since expectations also
deal with predictions of future events, expectations can also
be associated with wishful thinking and subsequent failure
and disappointments (i.e., disconfirmed expectations) and
can drastically alter an individual’s emotions and behavior
[13]. While social robots are becoming increasingly popular,
many individuals still lack first-hand experience with them.
As a result, the expectations people form about robots are
likely grounded in some combination of interactions with
media accounts or robots (factual and fictional), interactions
with other interactive technologies, interactions with people
or animals, or their own imaginations. Thus, understanding
how expectations are formed and changed as well as how
they affect experiences is important for the study of social
HRI.

2.1 Model of the Expectation Process

A model of expectations has previously been proposed for
HRI by Rosén et al. [25], presented in Fig. 1, modified from
Social Psychology originally by Olson et al. [1].

As presented in this model, all expectations are derived
from beliefs. Beliefs are statements we take to be true and
expectations are the implications of these beliefs for the
future [1, 25]. There are three sources of the beliefs that
serve as the basis for expectations. Direct experiences gen-
erate beliefs based on first-hand information which are the
basis for expectations that are typically more trustworthy
and more confidently held. Indirect experiences generate
beliefs based on the (direct and indirect) experiences of oth-
ers. Expectations based on these beliefs are likely to be
less trusted and have lower confidence than expectations
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Fig.1 The expectancy
(expectation) process [1], with
permission
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grounded in beliefs formed by direct experiences. Inferences
generate beliefs through reasoning about other beliefs and
experiences. Beliefs and expectations can be changed and
refined through various experiences, with all three types of
experience often contributing to the beliefs and expectations
individuals bring to interactions with robots in HRI studies.

Once expectations confront reality, the expectation is
either confirmed or disconfirmed. When expectations are dis-
confirmed, inferences and judgments are made regarding the
event which leads to either retaining or revising the expec-
tation [1]. Retaining the expectation means that the person
will keep their initial expectation despite evidence contra-
dicting the expectation. Revising the expectation means that
the expectation is updated to agree with the experience.

The potential effects of confirmed and disconfirmed
expectations on an individual can be categorized as three
factors affecting human experiences [24]. First, cognitive
processing refers to how straining an expectation may be

on an individual’s cognitive abilities; disconfirmed expec-
tations typically require high levels of cognitive processing
whereas confirmed expectations typically require low levels
of cognitive processing. For example, when an expectation
is disconfirmed, cognitive effort may go towards identify-
ing and remembering the context of the disconfirmation as
these details may be relevant to future unexpected events.
Second, behavior and performance are the changes in
an individual’s deliberate actions based on confirmed and
disconfirmed expectations. Expectations are the basis for
behaviors, grounding our intentions and guiding our actions
[1, 3, 25]. This can be easy to see in the extreme case
of self-fulfilling prophecies, where an individual’s expecta-
tions influence their behavior in a way that nearly guarantees
that the expectation is confirmed. Lastly, affect refers to the
emotional reactions, ranging from negative to positive, an
individual may have after an expectation is confirmed or dis-
confirmed. There are many affective processes, though in
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HRI it is common to focus on individual attitudes toward
robots (e.g., Negative Attitude towards Robots Scale (NARS)
[27]). When an expectation is confirmed, a person will typi-
cally judge the experience as pleasant, or at least neutral, but
when an expectation is disconfirmed a person will typically
judge the experience as uncomfortable or unpleasant [1]. For
the present study, affect is the main factor we focus on.

2.2 Previous Research on Expectations in HRI

Lohse [26], explicitly addressed the role of expectations in
HRI and provided a point of departure for introducing some
assumptions about individuals’ expectations, emphasizing
the need to explore the influence of expectations in HRI
research. Since Lohse [26], several authors have also identi-
fied a need to study the expected capabilities of robots versus
their actual capabilities [e.g., 15, 20, 25]. Moreover, there is
a growing pressure to study expectations with real robots in-
person instead of surveys and observations of interactions.
These real interactions are expected to provide a more accu-
rate picture of participants’ assessments of social robots and
the quality of interactions with such robots [5]. In fact, a
study by Wallkétter et al. [28] showed that by changing the
context in a HRI study from online videos to real-world inter-
action conditions influenced the participants’ perception of
the robot’s ‘mind’. These results demonstrate how subjective
measures may depend on the presentation context of social
robots.

The physical appearance of robots may also affect users’
expectations. Manzi et al. [23] demonstrated that the physical
appearance and the behaviors performed by Nao and Pepper
affected the interaction quality, independent of the particu-
lar robot. In addition, Edwards et al. [14] studied how initial
expectations and impressions can be altered and confirmed
through limited first-hand experience when communicating
with Pepper. After a brief initial interaction with Pepper,
many participants reported feelings of affinity and connect-
edness, whereas a nearly identical encounter with a human
experimenter resulted in opposite outcomes.

Jokinen and Wilcock [19] investigated whether high
expectations are associated with the users’ experience in an
interaction with Nao, and examined via a modified SASSI
questionnaire if the users’ before and after experiences with
the robot have an impact on their self-assessment and quality
aspects of the interaction. Their results confirm that expecta-
tions in general were rated higher than the actual experience.
The results show that a majority of the participants perceived
a positive interaction experience, and indicate that the partic-
ipants perceived the interaction with Nao as more enjoyable
and interesting. However, there were indications of a nega-
tive tendency related to their expectations of Nao’s behavior

@ Springer

and to what extent the participants perceived that they were
‘understood’ by the robot. Interestingly, the authors observed
that the most experienced participants seemed to be the most
critical ones. The authors also emphasized that reducing the
mismatch between individuals’ expectations and their expe-
riences during interaction is important for the development
of trust between robots and their intended users over the long
term.

Horstmann and Kramer [4] explicitly studied what kinds
of expectations people have about social robots as well as
the sources of their expectations (e.g., direct or indirect
experience). The results indicate that previous experiences
with social robots in movies and in social media lead to
increased expectations regarding the ability of robots to be an
active part of their personal lives and society. Moreover, indi-
viduals’ awareness of negatively perceived fictional social
robots increased negative expectations of robots as threats
to humans, while having more knowledge about the capac-
ities and limitations of robot technology showed reduced
levels of anxiety towards social robots. They concluded that
people most likely form expectations of social robots from
various information sources, and more research is needed.
Horstmann and Krdmer [4] suggested that future work should
examine what kinds of expectations and preconceptions peo-
ple hold towards robots, and in what ways these influence
their behavior when interacting first-hand with a social robot.

Finally, Paetzel et al. [29] showed that various percep-
tual dimensions stabilized within different time frames in an
interaction. While perceived competence was judged quickly
by the participants and remained stable after only two min-
utes of social interaction, game play with Furhat improved
participants’ impressions of the robot head’s anthropomor-
phism and likability which continued to increase until the
second session. However, the perceived threat and discom-
fort continued to fluctuate until the last session. Notably, this
study highlights the importance of allowing participants time
to interact with the robot before examining their perception
of it.

The studies presented in this section demonstrate that
expectations affect participants experience with a robot,
based on many dimensions such as previous experience
with robots, stimulus presentation, experimental context, the
robot’s behavior, and the design (appearance) of the robot.
While these studies establish the relevance of investigat-
ing the impact of expectations in HRI research, they also
highlight specific gaps in this research area. Notably, there
is a lack of research that considers expectations before the
interaction and how those expectations change over multiple
interactions with a real robot. Moreover, there is a need for
insights into how expectations affect individual experiences
when interacting with a real social robot.
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2.3 Research Question and Hypotheses

With previous research on expectations in HRI in mind, we
designed an experiment with the aim to better understand
the relationship between human expectations of social robots
and multiple first-hand interactions with a real robot. Specif-
ically, we address the following research question: how does
experience of interacting with a social robot affect users’
expectations over time ? Considering previous research we’ve
formulated three hypotheses related to this question:

Hypothesis 1 The variability between participants’ expecta-
tions towards the robot will decrease over time

A key component of the expectancy process by Olson et
al. [1] is that expectations are formed on basis of prior inter-
action. If this assumption is correct, individuals that meet the
same interaction partner, in this case a social robot, should
over time move towards similar views of the robot, even
if they began with very different expectations. As a conse-
quence, the variability in participants’ expectations, reflected
in perceived capability of and affect towards the robot, should
decrease over time.

Hypothesis 2 Previous experience affects expectations of
robots

If Olson et al. [1] is correct in that expectations are formed
on basis of previous interaction, participants’ previous expe-
riences interacting with robots should be reflected in their
expectations. Thus, participants’ expectations, reflected in
perceived capability of and affect towards the robot collected
before they interact with the robot in this study, should differ
significantly between participants with and without previous
first-hand experience of interacting with robots.

Hypothesis 3 Expectations will change based on experience
with the robot

As stated in the expectation process by Olson etal. [1], expec-
tations change continuously during an interaction, especially
in new situations. Given the novelty of the GPT-powered dia-
logue system that is used in this experiment and the fact that
none of the participants have interacted with this specific
robot setup before, there should be a change in expectations
over time, reflected in the mean scores of perceived capability
of and affect towards the robot.

3 Method

With the research question and the three hypotheses in mind,
we designed a within-subject experiment to measure how
expectations may affect a forthcoming interaction and how
they may change over time throughout an interaction. In
other words, we investigated how time (i.e., experience with

the robot) affected participants’ expectations in a human—
robot interaction. The current study’s experimental design
were guided by the Social Robot Expectation Gap Evaluation
Framework proposed by Rosén et al. [25]. The framework
outlines a methodological approach for investigating and
analyzing individuals’ expectations before, during, and after
interaction with a social robot from a human-centered per-
spective. Moreover, the framework focuses on measures for
three factors of expectations—cognitive processing, behav-
ior & performance, and affect. Here, we focus primarily on
the affect-component of expectations using three measures
commonly used within research on HRI: NARS [27], RAS
[27], and Closeness, inspired by the IOS scale [30]. We also
created a single question asking participants about the per-
ceived capability of the robot.

3.1 Participants

The participants’ (N = 31) ages ranged between 20-54 years
old (M = 29), with 45% identifying as male and 55% identi-
fying as female (no-one self-described or chose non-binary).
The interaction with the robot was conducted in English; 7%
of the participants were native English speakers, 55% were
Swedish native speakers, 16% were Spanish native speakers,
10% were native Arabic speakers; the remaining 12% were
native German, Portuguese, Turkish, and one participant was
native bilingual speaker of Spanish/Arabic. We asked these
questions in order to investigate if accent could be a con-
founding variable in the study. Participants were recruited by
flyers on campus as well as emails to faculty and students.

Previous experience with robots was assessed through
a single question: What’s your previous experience with
robots? This question was answered on a scale between 1
(I have no previous experience) and 5 (I have a lot of expe-
rience). Out of all the participants, 48% had no previous
experience while 52% had some previous experience (29%
chose 2, 16% chose 3, 7% chose 4, and no-one chose 5 in
the scale). Interests in robots was assessed through a single
question: How interested are you in robots? This question
was answered on a scale between 1 (No interest) and 5 (Very
interested). Out of all the participants, no-one chose 1 or 2,
42% chose 3, 16% chose 4, and 42% chose 5.

3.2 Ethical Considerations

This project was submitted for ethical review to the The
Swedish Ethical Review Authority (#2022-02582-01,
Link&ping) and was found to not require ethical review under
Swedish legislation (2003:615). The experiment was per-
formed in accordance with the Declaration of Helsinki. There
were no physical or mental health risks to the participants of
this study. Participants were informed of their tasks and right
to withdraw prior to providing consent through signing an
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informed consent form. All data has been de-identified during
collection when possible. No sensitive personal information
were collected. Video recordings are stored locally on a com-
puter that is password protected. These recordings are only
available for the researchers’ that analyzed the data and were
deleted after the publication phase.

3.3 Procedure

The participants were instructed to interact with Pepper with
the freedom to explore what conversations are possible for
two and a half minutes, in two interactions total. Participants
were told prior to the first interaction that we were investi-
gating how individuals interact with robots that are intended
to be used in the home and that they could ask the robot any-
thing. Once the participants entered the lab room, they were
asked to read and sign the consent form an informed of their
right to withdraw consent at any time without penalty. Then
they filled in questionnaires, followed by the first interac-
tion, then another round of questionnaires, followed by the
second interaction, then the final set of questionnaires, and
lastly an open-ended verbal interview about their experience
of interacting with Pepper. If the participant’s speech was not
recognized by the robot, the test leader told the participant to
try to speak more loudly. There were instances where partici-
pants asked the test leader why the robot was not responding,
in which the test leader said the same thing. A movie ticket
was given for their participation in the study. During debrief-
ing, participants were informed of the study’s aims and were
provided with an opportunity to ask further questions. We
also disclosed how the robot and its speech function worked.

3.4 Materials and Technological Setup

For the present study, Aldebaran’s Pepper with a customized
dialogue system was used [31]. The dialogue system utilized
the OpenAl GPT-3 language model for producing responses
to participants’ verbal input [32]. The dialogue system was
implemented as a text completion, using the text-davinci-002
language model; i.e., GPT was asked to generate a probable
continuation of the presented prompt. Before interaction with
the first participant, the language model was initiated with a
short prompt: You are talking to Pepper. We are currently at
the Interaction Lab in a town called Skovde. We are in the
country Sweden. No other adaptation of the GPT language
model was made.

The dialogue was always initiated by the participant. The
participant’s speech was transformed into text using Google’s
speech-to-text service, and the initial prompt was combined
with the participant’s verbal utterance. The GPT system was
then responding with a probable answer given both the initial
prompt and the verbal input. On the following requests, all
previous dialogues were included in the prompt, appended
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with the most recent verbal utterance by the participant. This
way, the robot’s responses were not only based on each
individual utterance, but on the entire dialogue with that par-
ticipant.

Produced text completions were transformed into spoken
utterances by the robot using the NaoQi ALAnimatedSpeech
service, resulting in both synthetic robot speech as well as
arm and head gestures. Additionally, the built in autonomous
life functionality was used, providing simulated breathing
and basic attention (head turns) towards the participant. The
robot was configured not to locomote during the study. Tech-
nical details of the dialogue system can be found in [33] and
the source code is available https://github.com/ilabsweden/
pepperchat. An example of a conversation with the robot,
illustrated by the first author, is available at https://youtu.be/
zip90jyvli4.

The experiment was performed in the Interaction Lab at
the University of Skovde, Sweden. The lab is a 60 m2 room
of which about half is the open space dedicated to the inter-
action. The remaining part of the room was arranged with a
desk for the experimental leader, computers, and other equip-
ment used in the lab. The participants were asked to sit on
a chair approximately one meter in front of Pepper (Fig.2).
There were two cameras recording the interactions and the
post-test interviews, one from the side and one right behind
Pepper (for a clear view of the participants’ facial expressions
and bodily movements).

3.5 Measures

The dependent variable in this experiment is expectancy,
measured via negative attitudes, anxiety, closeness, and per-
ceived capability. The independent variable was time, i.e.,
experience from the interactions with the robot. Data collec-
tion occurred throughout the interaction, with questionnaires
before the first interaction, after the first interaction, and after
the second interaction. In addition, previous experience with
robots (see Sect.3.1) was used as a between subjects factor
in analysis.

3.5.1 Negative Attitudes Towards Robots

The negative attitudes towards robots scale (NARS) is a 14-
item questionnaire which seeks to further understand humans
behavior and negative attitudes toward robots [27]. NARS
consists of three subscales. The first sub-scale, S1: Negative
attitude toward situations of interaction with robots has a
summary assessment range of 6-30. The second sub-scale,
S2: Negative attitude toward social influence of robots has a
summary assessment range of 5-25. The third sub-scale, S3:
Negative attitude toward emotions in interaction with robots
has a summary assessment range of 3—15. Participants were
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Fig. 2 Experimental set-up viewed through the two cameras used to
record interaction between participant and robot. Example scene taken
from one of the participants (with permission)

asked to assess each question on a scale of 1-5 Likert scale,
with 1 being I strongly disagree, and 5 being I strongly agree.

3.5.2 The Robot Anxiety Scale

The robot anxiety scale (RAS) is a 11-item questionnaire
that measures the altered behavior participants may have
towards robots based on their anxiety towards robots [27,
34]. The RAS consists of three subscales. The first sub-scale,
S1: Anxiety toward communication capability of robots has
a summary assessment range of 3—18. The second sub-scale,
S2: Anxiety toward behavioral characteristics of robots has a
summary assessment range of 4—24. The third sub-scale, S3:
Anxiety toward discourse with robots has a summary assess-
ment range of 4-24. Participants were asked to assess each
question on a scale of 1-6 Likert scale, with 1 being I do not
feel anxiety at all, and 6 being I feel anxiety very strongly.

3.5.3 Closeness

We based our Closeness questions on the Inclusion of the
Other in the Self Scale (IOS) [30] which is a questionnaire
that measures how close the participants felt to the robot in
the experiment. As this scale is not originally intended for
HRI, we decided to include three questions that have been
used as a part of scale validation [35]. The first question is
QI: Please, select the appropriate number below to indicate

to what extent you would use the term “WE” to characterize
you and the robot, the second question is Q2 Relative to all
your other relationships (both same and opposite sex) how
would you characterize your relationship with the robot?,
and the third question is Q3: Relative to what you know about
other people’s close relationships, how would you character-
ize your relationship with the robot?. The participants were
asked to rate each question on a 1-7 scale, with 1 being Not
at all for Q1 and Not close at all for Q2 and Q3, and 7 being
Very much so for Q1, and Very close for Q2 and Q3.

3.5.4 Perceived Capabilities

Perceived Capabilities is a question that was created for this
experiment which asked the participants: How capable do
you think the robot in this study is? on a scale of 1 to 9, with
1 being Not capable at all and 9 being Extremely capable.
The exact type of capability (e.g., cognitive or social) was not
specified, but rather participants were asked to rate a more
general idea of capability.

4 Results

In the present study, we investigated how the collected mea-
sures (NARS, RAS, Closeness, and Perceived Capability)
changed over time, specifically before the first interaction,
after the first interaction, and after the second interaction.
We also investigated the effect of previous experience with
robots, collected as part of the pre-questionnaire (Sect.3.1).
Group 1 includes only participants that answered 1 (no
previous experience of robots) and group 2 includes all par-
ticipants responding 2 or above. Hypothesis 1 was evaluated
using F-tests performed in R-stuido, while Hypotheses 2 and
3 were evaluated using ANOVA in Jasp. Bonferroni correc-
tion was used to compensate for repeated tests. Results for
each measure are presented below.

4.1 NARS

The NARS questionnaire responses were analyzed as the
sum of each participant’s responses to each subscale (c.f.,
Sect.3.5.1). Mean results are presented in Fig. 3. The overall
score for S1 (range: 6-30) were 13.52 (SD = 3.56), 12.68
(SD = 3.49), 13.00 (SD = 3.13). The overall score for S2
(range: 5-25) were 12.94 (SD = 2.92), 12.52 (SD = 3.21),
12.81 (SD = 3.47). The overall score for S3 (range 3—
15) were 7.94 (SD = 2.38), 845 (SD = 2.51), 7.52
(SD = 2.49).

To test Hypothesis 1, separate two-sided F-tests was used
to test the difference in variance between the data collected
before the first interaction and after the last interaction. No
statistically significant effects on variability were found.

@ Springer



454

International Journal of Social Robotics (2024) 16:447-460
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To test Hypothesis 2 and 3, a repeated measures ANOVA
was performed on each subscale in relation to time as a
within subjects factor and previous experience with robots as
a between subjects factor. No statistically significant effects
of time were found for any of the subscales. However, there
was a statistically significant main effect of previous expe-
rience with robots for S1 (F(1, 29) = 4.76, p < 0.05). A
post-hoc pairwise comparison revealed that group 1, with-
out previous experience with robots, provided significantly
higher responses to S1 than group 2. Similar trends, with
more negative attitudes from group 1, were observed also for
S2 and S3. However these differences were not significant.

4.2 RAS

The RAS questionnaire responses were analyzed as the
sum of each participant’s responses to each subscale (c.f.,
Sect.3.5.2). Mean results are presented in Fig. 4. The overall
scores for S1 (range: 3-18) were 5.19 (SD = 2.41), 5.23
(SD = 2.79), 5.13 (SD = 2.26). The overall scores for S2
(range: 4-24) were 8.65 (SD = 4.22),8.10(SD = 4.23),7.39
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Without previous experience

(SD = 3.87). The overall scores for S3 (range 4-24) were
9.71 (SD = 4.20), 8.84 (SD = 4.17), 8.19 (SD = 3.70).

To test Hypothesis 1, separate two-sided F-tests was used
to test the difference in variance between the data collected
before the first interaction and after the last interaction. No
significant effects on variability were found.

To test Hypothesis 2 and 3, a repeated measures ANOVA
was performed on each subscale in relation to time as a
within subjects factor and previous experience with robots as
a between subjects factor. There were statistically significant
main effects of time for S2 (F(2, 58) = 4.14, p < 0.05) and
S3 (F(2,58)=5.19, p < 0.01). A post-hoc pairwise compar-
ison revealed that both subscales had statistically significant
before interaction, compared to after the second interaction.
Significant main effects of previous experience were found
for S1 (F(1, 29) =4.53, p < 0.05) and S2 (F(1, 29) = 4.49),
p < 0.05). Significant interaction effects of time and previ-
ous experience were found on all three subscales, S1 (F(2,
58)=4.86,p < 0.05), S2 (F(2,58)=3.26,p < 0.05), and S3
(F(2, 58) = 10.24, p < 0.001). Group 1 showed a negative
trend, reduced anxiety, on all three subscales, while group 2
showed positive (S1) or flat (S2, S3) trends.
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4.3 Closeness

The responses to questions on Closeness were analyzed indi-
vidually for each of the three questions (c.f., Sect.3.5.3).
Mean results are presented in Fig.5. The mean score for Q1
were 2.93 (SD = 1.55),2.97 (SD = 1.62),2.97 (SD = 1.83).
The mean score for Q2 were 1.77 (SD = 1.09), 2.35
(SD = 1.47),2.29 (SD = 1.44). The mean score for Q3 were
1.84 (SD = 1.27), 2.42 (SD = 1.48), 2.26 (SD = 1.53).

To test Hypothesis 1, separate two-sided F-tests were used
to test the difference in variance between the data collected
before the first interaction and after the last interaction. No
significant effects on variability were found.

To test Hypothesis 2 and 3, a repeated measures ANOVA
was performed on each question in relation to time as a
within subjects factor and previous experience with robots as
a between subjects factor. There were statistically significant
main effects of time on Q2 (F(2, 58) = 6.39, p < 0.01) and
Q3 (F(2,58)=6.86,p < 0.01). A post-hoc pairwise compar-
ison revealed that participants’ responses to these questions
increased significantly between measures taken before the
interaction and after the first interaction. Additionally, both

Without previous experience

measures changed significantly between before interaction
and after the second interaction. There was no statistically
significant main effect of previous experience on any of the
three questions related to Closeness.

Significant interaction effects of time and previous expe-
rience were found on Q1 (F(2, 58) = 3.22, p < 0.05).
A post-hoc pairwise comparison revealed that responses
from group 2 were significantly higher than group 1 before
interaction, a difference that disappeared after the first
interaction.

4.4 Perceived Capability

The result for Perceived Capability is the average for all par-
ticipants, scale from 1-9. The mean scores for the respective
measurement times were 5.26 (SD = 1.39), 471 (SD =
2.07), and 4.64 (SD = 2.30). Mean results are presented in
Fig. 6.

To test Hypothesis 1, a two-sided F-test was used to test
the difference in variance between the data collected before
the first interaction and after the last interaction. Although no
statistical significance was found (F(1,29)=2.7,p = 0.072),
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Fig.5 Mean scores for the three
Closeness questions for all
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Fig.6 Mean scores for the
Perceived Capabilities question

for all participants (left) and 60%
separated based on previous
experience with robots (right), 50%
as a percentage of the maximum
score for each component. Error
bars indicate standard error of e
the mean
30%
20%Before After 1st

—eo— All participants —e®— With previous experience --®--

results reveal a strong tendency of increasing variability with
time.

To test Hypothesis 2 and 3, a repeated measures ANOVA
was performed on Perceived Capability in relation to time as
a within subjects factor and previous experience with robots
as a between subjects factor. No statistically significant rela-
tionships were found.
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5 Discussion

In this study, we investigated dimensions of human expec-
tations of robots in an open-ended in-person interaction
between participants and a social robot. Participants were
asked to have two short interactions with Pepper and to fill in
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questionnaires related to expectations before the interaction,
after the first interaction, and after the second interaction.
We were interested in how the experience of interacting with
a social robot affects expectations over time. We hypoth-
esized that variability between participants would decrease
over time, previous experience would affect the expectations,
and that expectations would change over time.

Results show that participants’ responses did not move
towards agreement and that participants tended to stick with
their initial expectations based, in part, on their previous
experience with robots. Therefore, Hypothesis 1, related to a
decrease in variability was rejected, whereas Hypothesis 2,
related to the effects of previous experience with robots on
expectations, was supported. A mixed picture appeared in
relation to Hypothesis 3, concerning change in subjective
measures over time. Overall, participants’ responses changed
less over the course of the interaction than what we expected.
Itappears that participants’ initial expectations of robots were
sufficiently robust that they were only moderately affected by
the two interactions with the robot. In fact, the results indicate
that participants’ responses on several measures were influ-
enced more by their previous experience with robots than the
human-robot interaction they had just experienced.

In the following discussion, we consider possible explana-
tions of our results in relation to each of the three hypotheses.

Hypothesis 1 The variability in participants’ expectations
towards the robot will decrease over time

We hypothesized that direct experience interacting with the
robot would cause participants to adjust their expectations
and reduce the gap between an individual’s expectations
and the actual capabilities of the robot, leading to reduced
variability in subjective measures. However, no signifi-
cant decrease in variability over the two interactions was
observed. In fact, variability in reports of perceived robot
capability appeared larger, though not significantly, after
interacting with the robot, compared to measures taken
before interaction.

Given that participants likely have very different initial
expectations of the robot due to different previous expe-
riences, we expected that experience with the same robot
would cause their expectations to converge as their expecta-
tions would revise to a more accurate picture of the robot,
in line with the Expectancy Process by Olson et al. [1]. As
we did not see this, it is possible that these sources of the
expectation had such a strong effect that the variability did
not have time to decrease, thus participants (at least initially)
retained their expectations [1].

Another possible explanation is that, despite interacting
with the same robot, the content and flow of participant
interactions with the robot were too distinct for each par-
ticipant that the experiences were too different to induce a
decrease in variability. This interpretation is supported by

the strong tendency for increased variability over time in
the Perceived Capability measure. For this measure, a large
proportion of participants did revise their expectations, but
apparently in different directions. The GPT-based dialogue
system used in the present study may be a reason for this,
which allowed for open and uncontrolled dialogues with the
robot. Although challenging from a methodological point of
view, some variability between participants is likely inher-
ent in real in-person interactions between humans and robots
where dialogue may be affected by numerous personal and
environmental factors. Moreover a more controlled setting,
for example, achieved through a limited dialogue system and
scripted robot behavior, would also limit participants’ ability
to actually interact, effectively transforming the robot into a
stimulus—response system rather than an interaction partner.
A WoZ style design may have provided the desired flexibil-
ity with more controlled variability, but ultimately directly
introduces the expectations of the human actor and the exper-
imenters into dialogue. Moreover, because the GPT-3 model
is a technical solution, it is much nearer to potential inter-
actions with future robot interactions than WoZ style human
generated text, which may only change expectations because
itis actually a dialogue with a human pretending to be arobot.

Ultimately, while any design choice introduces challenges
we believe that the open dialogue system used allowed par-
ticipants to move away from any dialogue they may have
previously had with similar digital agents and increased the
likelihood that their expectations would change. Based on our
results, it seems likely that more detailed investigations are
needed to understand the impact of different approaches to
testing and imagining dialogue generation in HRI contexts.

While there was no statistically significant decrease in
variance for participants overall, we did see significant inter-
action effects of time and previous experience, revealing a
pattern of reduced group differences between participants
with and without previous experience of robots. This effect
was significant for RAS S3, and for Closeness Q1. This may
be seen as partial support for Hypothesis 1, but only on the
group level. Notably, where group 1 responses changed sig-
nificantly, they tended to move towards the response patterns
of the more experienced group 2 participants.

Hypothesis 2 Previous experience affects the expectation an
individual has of the robot

We hypothesized that participants’ previous experience with
robots will affect the measures collected before interacting
with the robot, which was supported in our results for NARS
S1, all RAS subscales, and for Closeness Q1. Surprisingly,
the difference between responses from participants with and
without previous experience with robots persisted also after
interacting with the robot, a pattern that was most prominent
for the RAS questionnaire. All effects of previous experience
pointed in the same direction, that is, more positive responses
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from participants with previous experience of robots. Oppo-
site results have been shown in the study by Jokinen and
Wilcock [19], who, in their case, saw a difference in results
based on previous experience of robots with participants hav-
ing more previous experience with robots being more critical.
Since there are several differences between the present work
and the study by Jokinen and Wilcock [19] it is difficult to
say where these differences come from. One possible expla-
nation may be the more open dialogue system used in the
present work responded well to more complex input, and
was able to impress the more experienced users that came
with higher demands on the interaction.

This found effect on previous experience with robots
strengthens the argument that the sources of expectations
are a strong factor for the experience in an human-robot
interaction, in accordance with the Expectancy Process by
Olson et al. [1]. The expectations were not only different
before the interaction with the robot, but also remain differ-
ent after the interaction; in terms of the Expectancy Process,
this would (similar to Hypothesis 1) support that the sources
of the expectations causes participants to retain their expec-
tations in an interaction, at the minimum for the two shorter
interactions. As explained earlier, there are three sources
of expectations: direct experience, indirect experience, and
inferences [1]. Expectations that are built on indirect expe-
rience and inferences are not held with the same level of
certainty [1]. The main source of expectations of social
robots for the public is from media exposure, which has been
noted many times in the HRI literature [16, 36, 37]. This is
also highlighted in the work by Horstmann and Kridmer [4]
where the authors found that movies and social media lead
to increased expectations of robots’ capabilities, and people
who have more accurate expectations of robots have less anx-
iety towards robots. Thus, the observed effect for previous
experience and no previous experience is in line with how
different sources could result in different expectations.

Hypothesis 3 Expectations will change based on experience
with the robot over time

Our third hypothesis was that participants will change their
expectations of the robot after interacting with the robot.
Results showed that this was true for RAS S2 and S3, and
for Closeness Q2 and Q3, but not for any of the NARS scales
nor Perceived Capability. Overall, for the measures that did
change, participants became increasingly positive towards
interacting with the robot.

While we expected a bigger change in collected measures,
there is at least one study indicating that previous experi-
ence of robots can be difficult to displace [29]. Paetzel et
al. [29] found that first impressions have persistent effects
on upcoming interactions, with different dimensions stabi-
lizing at different time frames, demonstrating how robust
humans’ perception of the robot can be. Their study could
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explain why we only saw partial significant results as dif-
ferent dimensions solidified at different time frames. In our
study, we saw a significant change for anxiety and closeness
toward the robot but not for attitudes and Perceived Capa-
bility of the robot. It is possible that anxiety and closeness,
being more emotional than the other two, are more unstable
in a human-robot interaction.

These results also highlight the potential issue with sub-
jective measures in HRI as expectations seem to be a strong
confounding variable in a human—robot interaction. As such,
positive or negative attitudes, feelings of anxiety, or even
reported relationship with the robot, may stem from many
factors other than the precise robot interaction under inves-
tigation.

5.1 Limitations and Future Work

One of the main limitations of this experiment is the potential
for priming participants by having them fill out the question-
naires before the interaction. Having individuals think about
different dimensions of expectations may make implicit
expectations explicit. However, this is likely a challenge for
any study on expectations that wants to compare expecta-
tions previous to an interaction to those after the interaction.
It is even more challenging to study implicit expectations
without making them explicit since implicit expectations are
often made explicit through the process of thinking about
or interacting with the object that expectations are directed
towards [1].

Another limitation lies in the duration of the experiment.
As discussed, it is possible that the variance would decrease
if interaction times were longer and there were more inter-
actions (possibly over several weeks or months). However,
even if the variance does not decrease over time, it seems that
expectations would be affected by more experience and thus
more long-term studies may be important in HRIL.

For future work, we propose a qualitative analysis, in
which we will investigate and analyze the interaction quality
during the interactive sessions as well as conduct a reflexive
thematic analysis [38]. A qualitative analysis of the col-
lected data from the video recordings of the HRI sessions
and the post-test interviews could potentially provide some
additional insights to the obtained quantitative results, and
would address other aspects of the Social Robot Expectation
Gap Evaluation Framework by Rosén et al. [25]. The pur-
pose of such a qualitative analysis would be to shed light on
how humans, as the users of robots, experience this kind of
interaction, deepening our understanding of the aspects that
influence their experiences and the ways that implicit and
explicit expectations are manifested.

Moreover, because we found that previous experience was
a major factor of how participants experienced the robot, we
propose to investigate what kind of previous experience par-
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ticipants had in more in-depth for future work. Both indirect
(e.g., social media, news, science fictions) and direct expe-
rience (work situation, public space, hospital setting) can be
quite diverse, and there are many future directions that can
map this out further to understand how expectations may
vary. What kind of robots (e.g., social, industrial) and even
what exact robot (e.g., Pepper, Baxter) may also provide fur-
ther insight into participants’ expectations in HRI.

6 Conclusion

With this work, we present the results of an empirical study
investigating how the experience of interacting with a social
robot affects users’ expectations over time. Participants were
instructed to converse with Pepper and explore the interac-
tion, in two sessions lasting 2.5min each. Questionnaires
were used to measure affective responses to the interaction
and participants were asked to rate the capability of the robot
as they saw it. We found that previous experience with robots
has an effect on collected measures, not only before interact-
ing with the robot, but to large extent also after interaction.

Our results highlight the importance of tracking sources
of expectations (i.e., previous experience with robots) and
considering potential effects on forthcoming interactions.
This tracking could include what kind of previous experi-
ence the users actually have (e.g., indirect experience with
media such as science fiction or direct experience with actual
human-robot interaction such as hospitality robots at hotels).
Further, our results have been analyzed through the lens of
the Expectancy Process by Olson et al. [1] from psychology
and thus applied to an HRI context. We also demonstrate how
aspects of the framework by Rosén et al. [25] works in an
empirical application.

We demonstrate how expectations may be measured
throughout an interaction, considering how expectations
change (or not) over the course of interactions. Many HRI
experiments involve a single interaction, with questionnaires
filled out after the interaction. If participants come into the
study with strong expectations, the results may reflect such
preconceived notions of social robots to a larger degree than
the human—robot interaction setting being studied. This phe-
nomenon may be increasingly problematic in cases where
user expectations affect the interaction as such, as discussed
in relation to Hypothesis 1 above (Sect.5). In most exper-
imental HRI research with human participants we assume
the target population (users) to be a homogeneous group that
react in a similar way to a number of conditions (indepen-
dent variables). However, in real interaction, these conditions
are rarely met. Participants are not necessary a homogeneous
group and their different feelings and expectations will shape
the interaction, making different users to experience different
things.

While we believe that controlling for previous experience
is one way to approach this problem, it is worth noting that
little or no previous experience with social robots is no guar-
antee that participants come in with the same expectations.
Participants with less actual experience form interacting with
robots are likely to base their expectations on other sources
(e.g, indirect experiences and inferences). First-hand experi-
ences with robots may quickly accumulate enough to cause
expectations to be more accurate and as such, having partic-
ipants interact, over an extended time period with a social
robot, could reduce the risk that previous experience act as a
confound in HRI research. With this work, we contribute to
the small, but growing, body of work investigating expecta-
tions in HRI.
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