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Abstract
This conceptual paper presents a novel framework for the design and study of social robots that support well-being. Building
upon the self-determination theory and the associated Motivation, Engagement, and Thriving in User Experience (METUX)
model, this paper argues that users’ psychological basic needs for autonomy, competence, and relatedness should be put
at the center of social robot design. These basic needs are essential to people’s psychological well-being, engagement, and
self-motivation. However, current literature offers limited insights into how human–robot interactions are related to users’
experiences of the satisfaction of their basic psychological needs and thus, to their well-being and flourishing. We propose
that a need-fulfillment perspective could be an inspiring lens for the design of social robots, including socially assistive
robots. We conceptualize various ways in which a psychological need-fulfillment perspective may be incorporated into future
human–robot interaction research and design, ranging from the interface level to the specific tasks performed by a robot or
the user’s behavior supported by the robot. The paper discusses the implications of the framework for designing social robots
that promote well-being, as well as the implications for future research.

Keywords Social robots · Well-being · Self-determination theory · Design framework

1 Introduction

The application of social robots1 has the potential to address
a variety of societal problems [198]. The increasing use of
social robots in various settings, including organizational,
educational, and domestic environments [1, 14, 45, 71, 96],
means that a larger portion of our interactions will be with

1 Robots that are at least socially situated, defined byFong et al [58, p. 3]
as robots that “are surrounded by a social environment that they perceive
and react to. Socially situated robotsmust be able to distinguish between
other social agents and various objects in the environment”. However,
these robots will often have more social intelligence and interactive
capabilities than those that are strictly socially situated.
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these robots. Because of their unique features, social robots
may play a critical role in contributing to people’swell-being.
Sophisticated social robots capture the capability to serve as a
“relational artifact” [174, p. 347] to people. Themore socially
interactive and human-like the robot is, the stronger people’s
tendency to anthropomorphize [55] and attribute agency to
the robot [10, 187]. Social robots that are intelligent, act
autonomously, and respond in socially responsive ways, can
be perceived as relational partners, relational agents, [7, 19,
20, 115] or change agents [132], which can impact people’s
well-being in significant ways. As such, it is important to
understand both the impact of robots on well-being as well as
how to design them with the capabilities to actively enhance
well-being.

In this paper, we argue that HRI (Human–Robot Inter-
action) should consider a psychological need-fulfillment
perspective towards social robot research and design, in
order to enhance individuals’ motivation and well-being. We
introduce a conceptualization and operationalization of the
Motivation, Engagement, and Thriving in User Experience
(METUX)model [124], specifically applied to the context of
social robots. TheMETUXmodel is built on the fundamental
ideas of the Self-Determination Theory [SDT, 48]. This is a
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major theory on motivation and offers an empirically tested
and validated approach to examining factors that promote
individuals’ motivation, engagement, and well-being. One
central premise of SDT is that individuals’ basic psychologi-
cal needs are essential to individuals’ intrinsicmotivation and
that intrinsic motivation both directly and indirectly influ-
ences well-being [49, 110, 176]. Studies in a large area of
contexts and situations show how a simultaneous fulfillment
of these basic needs by an individual’s social environment
leads to intrinsic motivation, psychological well-being, and
optimal functioning [139]. Given social robots’ capabilities
to serve as relational agents or partners, they could form an
important source of psychological need-fulfillment to peo-
ple.

1.1 Contributions and Outline

The psychological need-fulfillment perspective as presented
in this paper extends current HRI research agendas on well-
being-supportive social robots in several ways. First, this
perspective outlines specific underlying mechanisms for fos-
tering healthy forms of motivation and engagement during
social robot interactions, thereby serving to promote longer-
term well-being. It will help HRI research more precisely
investigate the relationship between social robots and well-
being improvements. The psychological need-fulfillment
perspective is based on the widely validated and empirically
tested SDT and as such, it forms a theory-based framework
to inspire future research. Each of the psychological needs
is essential to well-being, and thwarting one need will cause
disruptions to well-being. Thus, it is important to consider
them integrally. However, in current HRI research, this has
been rarely done.

Second, by accounting for the three basic needs at var-
ious spheres of experience (i.e., not only at the interface
sphere but also at the task, behavior, and life sphere), the
need-fulfillment perspective takes a holistic approach to the
design of social robots for well-being. It prevents from fos-
tering needs in one sphere of experience, while undermining
it in others, resulting in no improvements in well-being or
even harming well-being. When tailored to a specific type of
robot or the function it needs to serve, this framework can
help robot developers and researchers in the iterative design
and evaluation of social robots, including socially assistive
robots. As such, it inspires robot designers to deliberately
design social robots that are motivating and engaging, ulti-
mately leading to improved well-being.

The remainder of this article is structured as follows. First,
we describe SDT and two of its subtheories, as they form the
basis of the METUX model. Next, we explain how current
HRI research has addressed well-being and the limitations
of current approaches. After that, we outline the key ideas of
the METUX model, as well as the application of this model

to social robot design. By applying the METUX model and
conceptualizing the role of basic need fulfillment in HRI,
our paper provides several examples of how social robots
can be designed with the aim to increase the well-being
of their users. We propose various starting points of how a
need-fulfillment perspective may be incorporated into future
research on HRI within different spheres of analysis, ranging
from the interface level to the user’s behavior that is supposed
to be supported by the robot. We do this by reviewing past
work as well as conceptualizing on this work to envision
potential future directions.

2 Self-Determination Theory

SDT offers a framework for studying human motivation,
based on several formal theories [185]. Central to SDT is
the examination of how the fulfillment of individuals’ basic
psychological needs affects their psychological well-being,
motivation, and relationships [137]. Two key principles of
SDT seem to be most relevant to HRI: the focus on differ-
ent types of motivation and the impact of the social context
on fulfilling or undermining individuals’ basic psychological
needs. These principles will be discussed further below.

2.1 AutonomousVersus ControlledMotivation

One of the core theories within the SDT paradigm is the
Organismic Integration Theory. This theory distinguishes
between two types of motivation: intrinsic and extrinsic.
Intrinsicmotivation arises from the inherent interest or enjoy-
ment in an activity, whereas extrinsic motivation is driven
by external rewards or punishments. In other words: When
it is performed to satisfy external demands or controlled
by external regulations. SDT typically considers that intrin-
sic motivation applies to positive or well-being supportive
behaviors. Moreover, SDT recognizes that extrinsic moti-
vation can vary in the degree to which it is experienced
as controlled. Thus, it places various forms of extrinsic
motivation on an internalization continuum next to intrinsic
motivation [136].

SDT recognizes four distinct types of extrinsicmotivation,
in addition to motivation, in addition to amotivation (when
there is no motivation at all) and intrinsic motivation. The
first type is external regulation, where the behavior is con-
trolled by external demands, rewards, or punishments [48].
An example of this is when students use a robot in class only
because their teacher told them they must. The second type
is introjected regulation, where the behavior is somewhat
internalized, but its regulation is still dependent on external
standards. This often appears as ego involvements, to avoid
feelings of guilt or to gain others’ respect [135], such as
when employees use a robot because their colleagues are also
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using it. The third type is identified regulation [49], where
the behavior is seen as serving an important purpose, even if
it is not intrinsicallymotivating. An example is when patients
use a robot to stay physically active. The fourth type is inte-
grated regulation, where the behavior is fully integrated with
personal goals and values [49]. An example is when a nurse
regards working with social robots as an important part of
professional development.

Research strongly supports the idea thatmore autonomous
forms of motivation are related to improved performance,
social functioning, and overall well-being [49]. This under-
lines the importance of the quality of motivation, rather
than the strength of motivation. So, the specific type of
motivation affects how much it contributes to overall well-
being. Extrinsic motivation that is highly controlled (e.g.,
robot use contingent by rewards or punishments) will not
foster well-being, while extrinsic motivation that is highly
autonomous (e.g., robot use seen as coherent with personal
goals and values) will contribute to well-being. In the context
of user experience (UX), this means that designing for more
autonomous regulations can lead to better outcomes for users
[124, 138].

2.2 Basic Psychological Need Theory

Another widely tested and validated theory within SDT is
the Basic Psychological Need Theory, which identifies three
innate psychological needs that are essential for people’s
psychological well-being and intrinsic motivation. First,
the need for autonomy involves acting with choice, self-
determination, and volition. Autonomy, however, does not
mean independence, as people can act autonomously while
still being dependent on others or even comply with the
wishes of others [167, 182]. Second, the need for compe-
tence involves feeling effective in one’s efforts and capable
of achieving desired outcomes. Last, the need for relatedness
involves feeling connected to others, experiencing belonging,
and being cared for by others, as well as caring for others.

The extent to which these needs are fulfilled depends on
an individual’s social environment and is critical for self-
motivation and effective functioning. When these needs are
supported, individuals flourish, but when need-fulfillment
is hindered, this will result in illness, demotivation, and
stress [141]. This premise has been investigated in vari-
ous contexts, including education [16, 59], interpersonal
relationships [133, 180], and healthcare [113, 120]. Across
decades of empirical studies in diverse contexts, the fulfill-
ment of autonomy, competence, and relatedness has been
found to be crucial for intrinsic motivation and well-being
[33, 172, 183]. And thus, we argue that it is important to
consider these needs when designing and studying social
robots. The METUX model [124] provides a solid frame-

work for analyzing the extent to which social robots support
need-satisfaction, enhancing motivation and well-being.

2.2.1 Needs Versus Desires

It is important to note the exact meaning of needs in the
context of SDT. In HRI, needs typically refer to end-users’
desired robot attributes or outcomes, and individual prefer-
ences canvarywidely.However, inSDT, themeaningof basic
psychological needs is more specific and narrow. Needs in
SDT refer to basic psychological needs, similar to physiolog-
ical needs like hunger, that all individuals possess [49]. Thus,
"needs" in SDT differ from what might be called "desires".
People may desire status, money, or authority, but they do
not innately "need" these to be psychologically healthy, as
SDT shows [49]. The METUX model is not suggesting that
other constructs, such as privacy and security, are not impor-
tant in technology design, but research shows that the three
needs identified by SDT are themost important to consider in
the context of well-being. Furthermore, other needs are often
by-products of these three (thwarted) needs. For example, the
need for privacy will typically emerge in response to frustra-
tions of autonomy caused by controlling circumstances (e.g.,
personal data being stored).

Regardless of an individual’s desire for a particular basic
psychological need, it is essential for fostering psychologi-
cal growth and well-being, and deprivation or frustration of
needs diminishes flourishing. Each need is associated with
a unique set of experiences and is distinct from other basic
needs [186]. All three needs are essential, and thwarting one
need will cause disruptions to well-being, so it is important
to consider them holistically. Additionally, basic psycholog-
ical needs are universal and relevant for users regardless
of their demographic characteristics or cultural background
[186]. Four decades of empirical research [138, 183] show
that these three needs are the most essential and predictive
of well-being. Therefore, we argue that - from a well-being
perspective - they are the most critically important to assess
within social robot research and design.

3 Social Robots andWell-Being

The likelihood of a social robot having an impact on a per-
son’s well-being is influenced by several factors, including
the intentions with which it is designed and the frequency
and duration of the interaction. Some robots are intention-
ally designed to have a short-term impact on well-being,
with the expectation that the interaction will affect people’s
well-being during or immediately after the interaction. For
example, social robots that are designed to distract children
during vaccinations [17]. However, the impact of such robots
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is less likely to carry over to people’s overall well-being in
life.

Other social robots are designed for repeated sessions
or long-term interventions, such as socially assistive robots
for children with mental health problems [81], autistic chil-
dren [148], or service and companion robots for elderly with
dementia [69]. But even social robots that are not designed
specifically to improve well-being (e.g., social service robots
in shopping malls), can have a short-term impact on people’s
well-being, as the interaction may lead to feelings of joy or
frustration [24, 54]. The interaction with such a robot should
at least not undermine people’s well-being. So, to achieve
enhanced or prolonged well-being, particularly during long-
term interactions with socially assistive robots, it is crucial
that social robots are intentionally designed to strengthen or
preserve people’s psychological well-being.

To date, research in HRI has not fully exploited this well-
being supportive potential of social robots. While there have
been several trials on improving well-being using robots, this
has been done in limited contexts, and the evidence from
such trials is mixed [130]. Some studies demonstrate that the
interaction with a social robot can indeed enhance the user’s
psychological well-being [130, 156] and report stress reduc-
tion and positive increases in mood and comfort [90, 188].
In contrast, other trials also reported negative consequences
and showed, for example, increased irritability and halluci-
nations and a decrease in the quality of life among patients
with dementia using a pet robot [175]. Thus, although social
robots have the potential to bring both benefits and harms
to users’ well-being, it remains unclear how this specifically
works. We argue that this is due to the lack of a theory-based
framework that identifies specific well-being determinants
in social robot design in different spheres of experience. We
will detail this critique below.

First, current HRI research does not always address
specific underlying mechanisms that promote well-being.
For instance, several studies have compared robot-assisted
intervention groups with traditional intervention groups to
examine the effect of utilizing a social robot in improving
well-being. While useful as first explorations of possibili-
ties of social robots as therapy-assistive tools, such studies
do not provide insight into which specific robot features are
effective in improving well-being. There is a wide range of
robot characteristics that might impact well-being, but with
an experiment comparing user groups with non-user groups,
it remains unclear which specific features of these robots
may improve well-being, and which may not. As such, they
do not contribute to our insight into specific well-being sup-
portive mechanisms of social robots. A more fine-grained
analysis of social robots’ specific well-being determinants
would advance this field.

Second, it would help HRI research if such well-being
determinants are based on well-proven, validated formal the-
ories of well-being and motivation. In the context of social
robots, the application of such theories is rare, with only
a few exceptions. Without a theory-based framework, it is
difficult to provide theoretical explanations for why social
robot interventions are effective or not, limiting the pos-
sibility of generalizing results based on empirical data in
a specific case. Some studies have examined how specific
robot features might lead to well-being or related concepts
such as social anxiety [119], diagnosis of psychiatric disor-
ders [87], or loneliness [123]. And sometimes, studies also
touch upon concepts related to psychological basic needs,
such as self-disclosure [86] or self-efficacy [134, 170]. How-
ever, studies that consider all three basic needs in relation to
robot features impacting well-being are scarce. As SDT con-
siders all three needs as essential to well-being, this can be
seen as an important limitation of such studies. For example,
an educational robot that increases its volume and employs
arm gestures when students lose their attention [171] might
provide competence support during a task but, at the same
time, it might also thwart the student’s autonomy during the
task. In terms of well-being, an increase is then unlikely.
Thus, amore holistic approach toward fulfilling all three psy-
chological needs is crucial to truly examine the well-being
and supportive potential of social robots. The psychological
need-fulfillment perspective presented in this paper is based
on awidely validated theory and provides a systematicway of
analyzing specific robot features that can impact well-being.

Last, current studies on the impact of social robots on
well-being seldom address different spheres of experience.
For example, some studies only seem to address the interface
sphere by investigating robots’ ways of communicating (e.g.,
[86, 89, 177]), while others are more focused on the tasks
that need to be executed by the user (e.g., [132]) or users’
behavioral changes (e.g., [75]), such as weight reduction as a
result of robot-delivered interventions. In the worst case, this
might mean that a social robot supports basic needs in one
sphere (e.g., in the short-term, in the interface sphere) while
thwarting basic needs in another sphere (e.g., in the longer
term, in the life sphere). A social robot may then be user-
friendly designed and easy to use but can lead to worsened
well-being in the long run. Or, a social robot may help people
reach their end goals (life sphere) but does this by prescrib-
ing strict rules (task and behavior sphere), thus undermining
the user’s well-being. Clearly, this shows the need to study
long-term interactions in ecologically valid environments.
In the following section, we show how the application of the
METUX model could address these shortcomings in current
HRI research.
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4 TheMETUXModel

Technology has the ability to affect well-being, both inten-
tionally and unintentionally [5, 124]. Studies within the
SDT paradigm have increasingly focused on how technology
use affects motivation and well-being through basic need-
fulfillment, particularly in the fields of education (e.g., [34,
189]) and gaming (e.g., [122, 126]). The central assump-
tion in this stream of literature is the idea that people will
use technology to the extent that their interaction with the
technology satisfies their basic needs [124], which in turn
increases motivation and well-being.

However, until recently, there was no comprehensive
framework for well-being supportive design strategies of
technologies and as such, no clear guidance on how to design
healthy technology in practice. Peters et al [124] addressed
this gap by introducing the METUX model, a conceptual
model based on SDT. Their model enables designers to eval-
uate how their technology design affects motivation, engage-
ment, and well-being. In line with the above-mentioned
studies, the model considers need-satisfaction as a mediator
between technology use and individuals’ motivation, well-
being, and engagement.

4.1 Spheres of Experience

According to the model, need-satisfaction related to tech-
nology use can be experienced within six spheres: adoption,
interface, task, behavior, life, and society. Peters et al [124]
show how each sphere might lead to different outcomes
when need-satisfaction is achieved within that sphere. It
is important to distinguish between these various levels of
need-fulfillment to avoid creating technologies that are need-
supporting at one level but need-undermining at another.
Based on the METUX model and accompanying measures
of need-satisfaction, robot developers can make iterative
improvements in social robot design to optimize well-being.

Within the adoption sphere, the extent to which a per-
son’s motivation to adopt the technology is autonomous is
central. When the adoption of technology is perceived as
autonomous, the technology is being used because of free
will, and because it aligns with the user’s values and goals.
Contrasting, when the adoption of technology is perceived as
controlled, the technology is being used because another per-
son demands the user to do so. Within the interface sphere,
the focus is on how the user interface of the technology sup-
ports the satisfaction of the three basic needs for autonomy,
competence, and relatedness. Focusing on the task sphere,
the question is to what extent engagement in a technology-
specific task (e.g., monitoring your heart rate) supports the
satisfaction of the three basic needs. The behavior sphere
focuses on the extent to which technology improves need-
satisfaction concerning the behavior that the technology is

intended to support. For example, monitoring your heart rate
might be used to measure exercise intensity, and to exercise
at a safe and effective level. In this way, exercising might
fulfill the need for competence and support an overarching
goal (improving physical fitness). For technologies that are
designed to improve one’s overall well-being, the life sphere
is also critical. For example, socially assistive robots such
as Paro are designed to provide comfort, companionship,
or stress reduction for elderly patients [162]. In the longer
term, this may improve their overall well-being in life. Last,
within the society sphere, technology may improve societal
well-being. For example, a technology supporting mindful-
ness practices may lead to improved mental well-being on a
societal level, beyond the single user [124].

In our application of theMETUXmodel to HRI, we focus
on four spheres of the METUX model: the robot’s interface,
the robot-related tasks performed by the user, the person’s
behavior assisted by the robot, and how the robot could influ-
ence the individual’s overall experience of life. We exclude
the adoption sphere because of “its peripheral role preceding
actual use” [124, p.6]. It is important to note that inMETUX,
the term adoption does not refer to the long-term acceptance
process as typically used in HRI (e.g., [46]), but rather to
one point in time when the initial decision to use a robot is
made. In our application of METUX, we explicitly aim to
focus on longer-term human–robot interactions that follow
the initial adoption (i.e., the decision to use the robot for the
first time). We also exclude the society sphere as it extends
beyond individual user experiences.

5 Basic Psychological Needs in HRI

So far, only a few studies have explored how to meet peo-
ple’s psychological needs for autonomy, competence, and
relatedness in HRI (e.g., [22, 103, 116]). Although the
field of Human-Computer Interaction (HCI) is increasingly
considering psychological factors that impact well-being
in technology design [27, 50, 129, 157], there is a lack
of HRI-specific frameworks for designing robots that sup-
port well-being. Such frameworks are crucial because HRI
involves physically embodied interaction, and a robot’s abil-
ity to physically and socially interact with its environment
affects people’s perceptions of the agent. Thus, existing HCI
frameworks are inadequate and an HRI-specific framework
is necessary to understand the unique ways in which social
robots can impact people’s well-being.

Based on the principles of SDTand its associatedMETUX
model, it can be argued that social robots are most likely to
support well-being if they support autonomous motivation,
which means fulfilling users’ needs for autonomy, compe-
tence, and relatedness. Thus, we suggest placing people’s
basic psychological needs for autonomy, competence, and
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relatedness at the core of social robot design. Integrating
these needs in robot design is expected to significantly con-
tribute to people’s psychological well-being, engagement,
and self-motivation. Ideally, social robots should support
people in attaining their intrinsic, longer-term well-being
goals (e.g., personal growth, meaningful relationships with
others, and contributing to one’s community) [184].

Before we detail the possible implications of this psycho-
logical need-perspective on various spheres of experience
(i.e., interface, task, behavior, life; see Sect. 6), we will first
provide a basic introduction to themeaning of the basic needs
in HRI. Drawing from current research in HRI, we argue that
each of the three needs - autonomy, competence, and relat-
edness - appears to be a crucial factor in the context of social
robots. While we do not aim to provide a comprehensive
review of these concepts here, we will present some exam-
ples of how research has explored these concepts in HRI or
which related concepts have been utilized.

5.1 Autonomy

Autonomy is characterized by willingness and volition to
make choices and act upon them. To support autonomy,
the social environment should acknowledge the person’s
wishes, preferences, and perspectives, and provide them
with choices and rationales for their behavior. Self-endorsed
actions, thoughts, and feelings are also essential components
of autonomy. This need for autonomy is important for healthy
psychological development and functioning [143] as shown
in diverse contexts (e.g., [9, 61, 118, 142, 155, 163]). Frustra-
tion of autonomy can lead to feelings of pressure and conflict,
such as feeling pushed in an unwanted direction. Given the
crucial role of autonomy inpeople’s healthy functioning, sup-
porting autonomy can be considered a crucial component of
effective behavioral interventions.

Autonomy can be seen as a key concept in HRI and has
been extensively examined in social robot design. Human
autonomy is at the center of the design process, according to
ethical guidelines from the Institute of Electrical and Elec-
tronics Engineers (IEEE) [32], and as such, it is an essential
design feature in HRI. With social robots becoming increas-
ingly autonomous, questions about humans’ perceptions of
and reactions to different levels of robot autonomy have been
a central topic in HRI (e.g., [91, 147, 202]). The balance
between human autonomy and machine autonomy has also
been the subject of several ethical discussions [23, 56, 62,
78].

In essence, social robots hold great potential to enhance
people’s sense of autonomy or self-regulation in their daily
lives. Current research has explored how social robots can
help users accomplish what they want and consider impor-
tant, mainly in the context of assisting older people in nursing
homes or at home, and helping them to maintain their auton-

omy (e.g., [31, 106, 112, 125, 161, 190, 202]). But also in
other contexts, it has been shown how robots can support
users in achieving their self-determined goals. For example,
robots can remove obstacles (e.g., picking up fallen objects
from the ground) [145], aid autistic children in developing
social skills (e.g., [148, 151]), or assist children in acquir-
ing self-regulated learning skills [42, 80]. In all these ways,
robots can contribute to users’ autonomy in life.

5.2 Competence

Feeling competence means experiencing mastery and effec-
tiveness. Competence is supported by the social environment
when individuals are provided with optimal challenges and
opportunities so they can use and expand their skills and
expertise. This requires that goals and activities are challeng-
ing, though not overwhelming. Competence is also supported
by providing consistent and clear expectations, rules, and
consequences. When competence is frustrated, it leads to
a feeling of ineffectiveness, failure, and helplessness. The
impact of competence on intrinsic motivation has been
demonstrated in a wide variety of contexts [57, 159].

Central to social robots is that they are designed to help
people achieve their personal goals effectively. Especially in
educational settings, social robots are increasingly beingused
as tutors to teach new skills, such as word learning in both
school-aged children [42, 82, 192] and adults [154], reading,
[68], grammar [83], mathematics [149], and speaking skills
[70]. They are also being used as social behavior agents, for
example, to promote healthier eating habits [132].

In currentHRI research, the feeling of competence is often
examined through the concept of self-efficacy. Self-efficacy
has been conceptualized as a strong predictor for perfor-
mance, interaction satisfaction, and evaluation in HRI [134].
Research has shown that a robot’s interaction style is a key
factor in increasing people’s perceived self-efficacy in HRI
[170, 200]. Studies have also demonstrated how social robots
can improve users’ self-efficacy in contexts such as diabetes
management [26, 29, 131], post-stroke rehabilitation [170],
or mathematics learning [104].

Another line of research has focused on the warmth and
competence dimension in social robots and examined how
users evaluate a robot’s competence and respond to it [36,
102, 109, 152, 153]. However, to the best of our knowledge,
these studies have not related perceived robot competence to
a user’s sense of competence.

5.3 Relatedness

Feeling relatedness refers to the fundamental need for inter-
personal attachments, to a feeling of belonging. The need
for relatedness is supported by an individual’s social envi-
ronment when others show interest in the person’s activities,
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are empathetic in responding to a person’s feelings, and con-
vey that the person is significant, loved, and cared for [11,
85]. When relatedness is frustrated, this may lead to social
alienation, exclusion, and loneliness [186].

Relatedness is the third basic psychological need that
plays a central role in the internalization of extrinsicallymoti-
vated activities [186]. So, next to a feeling of volition (i.e.,
autonomy satisfaction) and effectiveness (i.e., competence
satisfaction), relatedness satisfaction is required for intrinsic
motivation. Activities accompanied by a feeling of connec-
tionwith those encouraging suchgoals and activities aremore
probably to be well-internalized [186].

In the context of technology, the need for relatedness may
not always be relevant to consider [74, 122]. Most studies
that did take the role of relatedness in relation to technology
use into account, focused on how relationships are mediated
by technology and how technology use is increasingly social.
While in these studies the need for relatedness is satisfied by
interactions that are mediated through technology, a social
robot holds the potential to form a source for relatedness
satisfaction in itself, for example, through social bonding
[38, 100, 174]. Relatedness is then not supported bymediated
interactions through the social robot but by interaction with
the robot itself.

We envision that relatedness support in human–robot
interactions can thus take two pathways. First, a robot could
evoke companionship andmaybe even relatedness in specific
situations. For example, research shows how social robots’
relational verbal behaviors can contribute to children’s per-
ceptions of a robot as a friend [84]. And cobots have been
considered as team players or social entities in several con-
texts [35], even inmanufacturing contexts where there seems
to be little need for sociality with robots [146]. Thus, social
robots may give people a feeling of belonging [165]. Second,
a robot could facilitate social activities with others or with
other users of the robot [39, 199], and in that way facilitate
users to get relatedness support from other persons in their
environment.

6 Need-Fulfillment in Different Spheres of
Experience in HRI

Now that we have outlined the general meaning of basic
need-fulfillment in the context of HRI, we will discuss the
various spheres of experience in social robot design that can
influence the fulfillment of these needs. Each of these spheres
has a relationship with engagement, motivation, and well-
being. Therefore, it is crucial for the design of social robots
to closely examine need-fulfillment within these spheres.

First, we will discuss examples of design implications in
the interface and task spheres. To do this, we will situate our
work within current research in HRI and build upon it to

demonstrate how basic psychological needs can be further
integrated into future social robot design. Thus, we review
past work and utilize it to conceptualize potential future
directions. Table 1 illustrates the variousways inwhich need-
fulfillment can be achieved in social robot designwithin these
spheres. These examples are not exhaustive but rather serve
to inspire others to consider these spheres and understand the
possible implications of basic need-fulfillment within them.
Depending on the specific robot type and its application in
particular contexts, robot developers and researchers should
tailor these paths of need-fulfillment. The relevance of each
of the three needs in the various spheres, as well as specific
design guidelines and ethical risks [193, 195], should be con-
sidered based on the use case.

After discussing the interface and task spheres, we will
discuss the behavior and life spheres, which are particularly
relevant in researching the consequences of social robots. In
the latter two spheres, the focus is on how the robot is actually
used in practice. The evaluation revolves around determining
if robot implementation leads to need-fulfillment and subse-
quently to motivation, engagement, and well-being.

6.1 Interface Sphere

At the interface level, a well-being-supportive design of a
social robot entails that the user’s direct interaction with the
robot should support the satisfaction of psychological needs.
Therefore, the specific modes of communication with the
robot and the robot’s non-verbal and verbal behaviors toward
people should contribute to fulfilling autonomy, competence,
and relatedness. Consequently, using or interacting with the
robot becomes satisfying.

6.1.1 Interface: Autonomy

Placing human autonomy at the core of the user interface
means that social robots should offer users useful options and
choices while using the robot. This allows people to adapt
how the robot interacts with them to their specific needs and
preferences. Individual differences, such as developmental
age [150] and voice preferences [28], play a role in users’
attitudes, usage, and engagement with social robots. Offer-
ing choices in interactionmodes (e.g., through speech or via a
tablet interface [99]), interaction flow [131], voice selection,
or sound volume empowers users and enhances their sense
of freedom, regardless of the specific task that is performed
by the robot or the behavior of the user that is supported by
the robot. In terms of the specific communication strategies
applied in social robots, autonomy can be built in by foster-
ing open-ended dialogues [105], or employing motivational
interviewing techniques [164], including asking open-ended
questions, and applying mirroring and summarizing [18].
Preliminary studies indicate that social robots can effec-
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tively conduct motivational interviews, serving as agents for
behavior change [132]. These robots are perceived as non-
judgmental and encourage users to freely express themselves
[164]. Additionally, when providing instructions, it is impor-
tant for the robot’s language to be non-controlling, avoiding
words like “should,” “must,” and “have to” [168].

6.1.2 Interface: Competence

A competence-supportive interface of the robot will help
people feel confident, effective, and capable of interacting
with and using the robot, enhancing their sense of efficacy
[91]. Therefore, the robot’s interface and controls should
be clear and easy to use, requiring little to no additional
instruction [6]. At a basic level, similar to video games, the
interface of a social robot should be “intuitive,” meaning
it is easily understood and mastered [140]. The intuitive-
ness of the robot is often assessed by perceived ease of
use and anxiety during interactions [6, 67]. Some specific
requirements for a competence-supportive interface will be
familiar to social robot engineers, as Drury et al [52] devel-
oped heuristics based on Nielsen’s usability principles [117].
For example, the robot’s interface should be consistent, have
a clear and simple design, provide useful user feedback, and
provide shortcuts and accelerators to adapt to the cogni-
tive ability of the user [52]. Concerning robot behavior, it
is important for the robot to exhibit consistent and relatively
predictable behavior [40, 63, 95, 152]. Note here that when
a social robot is too predictable in its behavior, it may also
be seen as boring and negatively influence the engagement
[20, 152].

In their way of communicating, social robots should pro-
vide users with positive (non)verbal feedback [43, 111, 121,
197] and acknowledge users’ improvements to support them
in achieving their goals. Building upon the principles of
SDT, providing relevant information as feedback (e.g., “I am
pleased that you already took 6000 steps today, only 2000
more and you’ve reached your goal”) rather than solely eval-
uative feedback (e.g., “Excellent job”) enhances feelings of
efficacy and success, which are both related to the fulfill-
ment of competence [118, 140]. Important to notice here is
the barrier of mental or cognitive load: if the feedback con-
tains excessive information, people may feel overwhelmed,
and if the feedback is too challenging, it may deplete their
cognitive resources [66]. Thus, an optimal level of feedback
richness should be determined.

6.1.3 Interface: Relatedness

For a social robot, the fulfillment of the need for related-
ness could be one of the central elements to incorporate into
its interface. Most importantly, to create belonging, a robot

could provide people with support and care by showing an
interest in them. This can be done through several strate-
gic relational behaviors [84], which are likely to contribute
to long-term engagement. Previous research has identified
a number of features that can be embodied in robots to
effectively influence users’ affect. For instance, personal-
ized small talk [44], addressing users by their names [75,
94], referring to previous encounters [191], or incorporat-
ing users’ preferences and interests from previous sessions
[22] have proven to be effective ways of designing relational
behaviors and building rapport with users. Empathy in robot
behavior design, such as facial emotional expressions and
eye contact, has also been shown to maintain positive rela-
tionships with users [94, 144]. Furthermore, studies have
explored the role of social robots in encouraging users’ self-
disclosure [4, 88, 89, 107]. For example, robots can respond
to participants’ input with empathetic responses (e.g., “I
understand” or “This is really interesting”), in that way sup-
porting people’s well-being. Another approach is to let the
robot self-disclose [25, 103, 181], such as by sharing its back-
story [3].

However, social robot interventions do not always effec-
tively stimulate users’ self-disclosure [3, 179]. Regarding
children as users, van Straten et al [178] show that when the
robot self-discloses, children perceive the robot as having
a decreased capacity to adopt their perspective. Other stud-
ies demonstrate that children interacting with a robot that
encourages them to self-disclose personal information per-
ceive the robot as a friend and show a willingness to interact
with it again [84]. Moreover, when a robot self-discloses per-
sonal information, children have a higher appreciation for
the robot, and its social influence is stronger [181]. Given
the mixed findings in both adult and children samples, fur-
ther research is needed to better understand the nuances
and complexities between social robot design and user self-
disclosure.

6.2 Task Sphere

At the task level, a well-being-supportive design of social
robots means that the specific tasks performed by the robot
(such as providing exercise instructions, suggesting healthy
meals, or assisting with homework) are performed in such
a way that they are need-fulfilling. The features and func-
tionalities of the robot that accompany the execution of these
tasks should be designed to support people’s need for auton-
omy, competence, and relatedness. All these specific tasks
are aimed at supporting users’ overall behaviors. For exam-
ple, suggesting a healthy meal (robot task) aims to promote
healthy eating (an overarching behavior of the user). Pro-
viding exercise instructions (robot task) aims to encourage
physical activity throughout the day (overarching behavior).
And assisting a child with homework (robot task) enables
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Table 1 Need-supportive HRI
at different spheres of impact

Basic need Definition Example

Interface sphere

Autonomy Providing users with options and
choices in the ways in which the
robot interacts with the user,
communicating with the user in a
non-controlling language

Choice and options in interaction
modes (e.g., interaction through
speech or via a tablet interface)
and ways of communicating
(e.g., choosing a voice, options of
how to be addressed by the
robot) (e.g., [132]). Applying
motivational interviewing
techniques in interactions to
foster open-ended dialogues
(e.g., [105, 132, 164])

Competence Helping the user to feel confident,
effective, and capable while
interacting with the robot

Showing consistent, predictable,
and understandable robot
behavior (e.g., legibility,
explainability, predictability of
behavior in relation to the user’s
ability) (e.g., [40, 41, 51, 152]).
Intuitive, clear, and plain design,
which provides useful feedback
to the user (e.g., [117]).
Providing shortcuts and
accelerators to adapt to the
cognitive ability of the user (e.g.,
[52]). Communicating
informative, positive (non)verbal
feedback, acknowledging a
user’s improvements. (e.g., [111,
121, 197])

Relatedness Showing an interest in users and
providing them with support and
care

Personalized small talk (e.g., [44]).
Reference to previous encounters
and user’s preferences and
interests mentioned in a previous
session (e.g., [22]). Showing
empathy by emotional
expressions and eye contact (e.g.,
[93, 144]). Elicitation of
self-disclosure (e.g., [88, 89])

Task sphere

Autonomy Providing a degree of freedom or
choice over the robot-related
tasks

Providing a choice in which tasks
need to be performed by the
robot, during which time frame,
in which order, or in which
specific ways (e.g., [22, 47,
111]). Acknowledge a user’s
negative feelings towards tasks.
Explaining the importance of
tasks, providing a meaningful
rationale

Competence Providing the user with optimal
challenges in tasks, helping the
user to feel confident in doing
tasks

Balancing the difficulty of tasks to
be performed by users to their
current capabilities (e.g., [127,
149, 154]). Providing
informative, relevant feedback on
how to master the tasks (e.g.,
[118]). Providing a range of
options for activities to be
performed
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Table 1 continued Basic need Definition Example

Relatedness Behaving in a likeable and
empathetic manner. Engaging
users in activities that help to
form or sustain fulfilling human
relationships, offering tasks that
foster empathy or compassion for
others

Recognizing the user’s affect and
responding to this in an
appropriate way (e.g., [93]).
Offering suggestions for
involving others in the
performance of activities.
Offering the user to experiment
with role-play (e.g., [77, 101])

Behavior sphere

Autonomy Cultivating an intrinsic willingness
to engage in the desired behavior
by providing a degree of freedom
or choice during the behavior

Empower individuals to make
decisions about the type of
behavior, behavior difficulty, and
frequency. Acknowledge a user’s
negative feelings towards the
behavior. Explaining the
importance of the behavior,
providing a meaningful rationale

Competence Providing the user with optimal
challenges while performing the
behavior, helping the user to feel
confident while performing the
behavior

Balancing the difficulty of
behaviors to be performed by
users to their current capabilities
(e.g.,[127, 149, 154])

Relatedness Helping users to experience
belonging with others while
performing the behavior

Offering suggestions for involving
others in the performance of the
behavior, making it more likely
to feel a common bond or
companionship

Life sphere

Autonomy Help people maintain autonomy in
life, making choices based on
their personal values

Prevent people from becoming
excessively engaged with or
overly reliant on the robot,
examining if people do not rely
more on the robot than they
would want to (e.g., [30]).
Examine if people are still acting
in accordance with their personal
values(e.g., [64])

Competence Enhancing users’ self-efficacy and
abilities in life. Enabling users to
apply skills or competencies in
situations without the robot

Consider the transferability of
acquired skills to other contexts
(e.g., [13, 37]). Prevent users
from excessive reliance on the
robot as this may diminish their
confidence in real-life situations
(e.g., [30])

Relatedness Helping users to experience
belonging to others in life.
Enabling users to transfer social
skills to real-life situations

Prevent people from being
over-engaged with the robot,
crowding out human
relationships (e.g., [108]). Design
a robot’s behavior based on
human norms and values shared
within the user’s community
(e.g., [72], but note [196, 201])
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the child to, for example, learn a second language (overar-
ching behavior). The next section will discuss the sphere of
overarching behaviors for which the robot is used. Within
the current sphere, the focus is on the robot’s identifiable
activities that enable, enhance, or augment the performance
of such behaviors.

6.2.1 Task: Autonomy

Concerning autonomy, it is important for individuals to
have a certain degree of freedom and choice in relation to
robot-related tasks. Feeling autonomous in task performance
ultimately enhances intrinsic motivation to engage in the
overarching behavior facilitated by those tasks. To satisfy
their need for autonomy, people could have the option to
choose which tasks the robot performs, the time frame for
task completion, the order of tasks, and the specific ways
tasks are executed [22]. Van Minkelen et al [111] previously
showed the impact of autonomy satisfaction on intrinsic
motivation in word learning, where a social robot allowed
children to choose between playing a game with three pic-
tures or four pictures. Building upon this, other choices can
be incorporated into social robot interventions. For example,
patients could choose between being reminded to take med-
ication by default or only when it has been a certain number
of hours since the last intake. A robot could be programmed
to assist within specific time frames, giving people control
over task scheduling. And a patient could choose between
different types of exercises to engage in for physical activity
throughout the day. As already shown in child-robot interac-
tions by de Greeff et al [47], the possibility to switch between
activities is related to the motivation of users.

It is reasonable to assume that sometimes, the robot’s sug-
gested tasks may seem uninteresting or difficult for the user.
For example, the usermight be asked to practice a skill repeat-
edly. Previous research shows that experiences of frustration,
boredom, or stress can negatively impact intrinsic motiva-
tion [128]. Therefore, in such cases, the robot must show
empathetic behavior and acknowledge the user’s negative
feelings towards the task. We suggest that by acknowledg-
ing and accepting the user’s negative feelings and explaining
the importance of the activity, a robot can assist individuals
in engaging with and deriving benefits from the task. Thus,
a social robot should be capable of explaining why a spe-
cific activity is valuable to the user in an empathetic manner.
Previous studies on user’s self-disclosing behaviors indicate
that robots can offer such emotional support during conver-
sations by providing empathetic reactions, particularly when
used for an extended period [88], or when the user notices
a change in the robot’s response from a neutral to a positive
listening attitude [114].

6.2.2 Task: Competence

To fulfill people’s need for competence at the task level, it is
essential for the robot to offer optimal challenges during task
performance [127, 149, 154]. This ensures that individuals
feel confident in their abilities and perceive the activity as
neither too difficult nor too easy for regular engagement. For
example, when the level assignments given by the robot is too
high, users will feel overwhelmed and stop practicing [15].
Maintaining long-term motivation and engagement requires
finding the right balance.The robot should adapt the activity’s
difficulty to match the user’s current (cognitive or physical)
capabilities, enabling individuals to expand their skills and
capabilities [73, 103, 118].

Next, it seems important that people are provided with
opportunities to acquire new skills or abilities while using
the robot, even when the robot takes over tasks that would
normally provide people with opportunities to acquire such
new skills. For example, when a social robot is being used to
help diabetes patients make healthy food choices, this robot
may provide suggestions for healthy meals and snacks dur-
ing the day [131]. It is then important that users are also
provided options to learn to make these types of decisions
themselves. Otherwise, in the longer term, using the robot
may hinder people from making such healthy choices them-
selves or knowing why a snack is regarded as healthy or not.

Computationalmodels have proven effective in estimating
users’ skill levels [60, 97, 149]. Additionally, providing rele-
vant feedback onmastering tasks [118] could be an important
way for social robots to support competence. It may also be
important to offer a variety of tasks, as it allows individuals
to engage in new activities and experience novelty regularly.
Providing a range of activity options may also contribute to
people’s well-being, as demonstrated in other contexts [158,
160].

Especially in the field of social educational robotics, per-
sonalizing robot-related tasks has become a key area of
research [79]. For example, researchers have focused on
adapting tasks to individual children’s progress [98]. In an
experimental study, Leyzberg et al [98] provided personal-
ized lessons to one group of participants, using an adaptive
Hidden Markov Model personalization system. The sys-
tem selected a lesson based on the learner’s specific skill
that required more practice. The other group received non-
personalized lessons, randomly chosen from the remaining
lessons. Participants in the personalized condition signifi-
cantly outperformed those in the non-personalized condition.

In another study, Szafir and Mutlu [171] conducted a
laboratory experiment where participants interacted with a
humanlike robot and received instructions. Someparticipants
interacted with an adaptive agent that monitored their real-
time EEG engagement data. When a drop in attention was
detected, the robot displayed adaptive immediacy cues, such
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as increasing volume and using arm gestures to re-engage
the student. Other participants did not receive such adapted
instructions from the robot. The study shows that the use
of adaptive agents significantly improves recall performance
in a narrative task, resulting in better educational outcomes.
Important to note here is however, that the study did not
examine participants’ perceptions of need-satisfaction and
that the use of increasing volumes and arm gestures might be
frustrating users’ need for autonomy.

These studies highlight the positive impact of personal-
ization and adaptation in educational robotics, showing how
tailored experiences and responsive feedback can enhance
learning and performance.

6.2.3 Task: Relatedness

Regarding the fulfillment of relatedness within the task
sphere, designing a robot as a social mediator between peo-
ple is a crucial approach to support relatedness [39]. The
robot can engage users in activities that help them form and
maintain fulfilling relationships with others. However, the
suitability of involving others in the accompanying activi-
ties at a task level depends on the desired ultimate behavior.
For example, if the overarching behavior is daily exercise,
activities like a robot reminding someone to exercise do not
directly involve relatedness with others. However, if the goal
is to improve communication skills, an activity such as invit-
ing the user to provide feedback to another person can more
directly fulfill one’s need for relatedness.

Still, even in seemingly individualistic activities, oppor-
tunities can be found to support the need for relatedness.
For example, in the context of exercise, a social robot could
suggest finding an exercise partner with whom the user can
engage in exercises the next day. By facilitating social con-
nections and interactions, the robot can contribute to fulfilling
the user’s need for relatedness, thus enhancing well-being.

Depending on the desired ultimate behavior, social robots
can of course also offer tasks that directly foster empathy or
compassion for others. For example, social robots provide
the opportunity for people to engage in role-play, which is a
powerful tool for empathy development and can contribute to
forming or sustaining high-quality relationships with others
[77, 101].

Fulfilling users’ needs for relatedness can also help them
perform tasks that may seem boring, difficult, or uninter-
esting. In such cases, it is beneficial if users feel that the
robot likes, respects, and values them.When individuals per-
ceive this positive regard, they are more likely to exhibit
autonomous forms of motivation, even for tasks that are
not inherently intrinsically motivating. Previous research has
already shown that artificial companions capable of display-
ing empathetic behavior are more successful in establishing
and maintaining positive relationships with users compared

to agents that behave neutrally [93]. This includes robot
behaviors such as recognizing people’s emotional responses
and responding to them appropriately.

6.3 Behavior Sphere

While the interface level focuses on the satisfaction of
the interaction with the robot, and the task level is con-
cerned with specific actions performed with the robot, the
behavior sphere addresses the effectiveness of the robot in
supporting the desired behavior. At the behavior level, a well-
being-supportive design of social robots means that need
satisfaction is experienced while engaging in the overarching
behavior that the robot is intended to support (e.g., exercis-
ing, communicating with others, eating healthy, or practicing
mindfulness).When theperformanceof this behavior is need-
fulfilling, it contributes to intrinsic motivation and ultimately
promotes well-being in the broader life sphere. Researchers
examining this sphere may investigate the effectiveness of
robot usage (e.g., whether using the robot leads to a health-
ier BMI or increased confidence in social conversations), as
well as the levels of need-fulfillment experienced during the
behavior.

It is important to note that the behavior within this sphere
of experience is not necessarily dependent on the use of the
robot. For example, in the context of practicing meditation,
the interface sphere may focus on the satisfaction of inter-
acting with a robot that teaches meditation, while the task
sphere may evaluate the satisfaction of completing a medi-
tation guided by the robot. However, at the behavior level,
the key consideration is whether the use of the robot results
in a higher willingness to meditate. Or if need-fulfillment
is reached when meditating. Ultimately, the performance of
the behavior should not solely rely on whether the robot is
stimulating the user to do so or not. If this is not the case
or if need-fulfillment during the behavior is not optimal, the
design of the interface and task phase should be revisited to
ensure optimal need-fulfillment in the behavior sphere.

6.3.1 Behavior: Autonomy

Fulfilling autonomywithin this sphere of experience involves
cultivating an intrinsic willingness to engage in the desired
behavior (e.g., exercising, eating healthily, participating in
social activities with others). To achieve this, it is important
for individuals to feel a sense of freedom and choice during
the behavior [124]. For example,when it comes to exercising,
individuals should feel empowered to make decisions about
the type of exercise, exercise difficulty, or exercise frequency.
This sense of freedom during exercise is then merely a result
of how the robot is designed at the interface and task levels, as
the behavior should also be performed independently of the
robot (e.g., feeling more motivated to take a walk during the
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lunch break due to previous encouragement from the robot
in the task sphere).

Especially for behaviors that might be less likely to be
performed because of intrinsic motivation, it can be helpful
if a social robot regularly provides meaningful explanations
for why a certain behavior is important for the user to engage
in. Acknowledging that the requested behavior may evoke
negative feelings such as boredom or fatigue can also assist
individuals in performing the behavior with greater intrin-
sic motivation [168]. For example, adhering to medication
schedules [169] is often not driven by interest or enjoy-
ment, unlike activities like exercising. However, based on
the principles of SDT, we conceptualize that when a robot
acknowledges feelings of resistance and explains the impor-
tance of timely medication intake, the user will be less likely
to rely on purely controlled or extrinsic motivation. The user
will internalize this extrinsically motivated behavior to some
extent, resulting in a higher likelihood of performing the
behavior without the assistance of the robot.

6.3.2 Behavior: Competence

One of the most important ways in which social robots could
satisfy the need for competence within the behavior sphere
is by helping people to feel confident while performing the
desired behavior and to experience an optimal challenge
while performing the behavior. Similar to the task sphere,
the behavior that the user needs to perform should not be too
difficult and overwhelming, but challenging enough and not
too boring either [127, 149, 154]. Again, whether compe-
tence is fulfilled within the behavior sphere might be merely
the sum of how competence-supportive the interface of the
robot and the tasks given by the robot are.

6.3.3 Behavior: Relatedness

The user’s need for relatedness within the behavior sphere
will be fulfilled when experiencing belonging to others while
performing the behavior. For example, by sharing a com-
mon bond with others who perform the behavior, by feeling
accepted by them, and by feeling companionship. Similar
to the fulfillment of relatedness within the task sphere, this
may not be relevant for all behaviors (i.e., behaviors that are
performed in a more individualistic way).

6.4 Life Sphere

The previous sections focused on using social robots for
specific behaviors, while the life sphere examines the con-
sequences of using a robot on one’s overall satisfaction with
life. The extent of the measurable impact of a social robot
on life depends on its intended purpose. Especially for social
robots that consciously aim to impact overall well-being, it is

critical that what is learned during using a social robot trans-
fers to other aspects of life. Only then, it is to be expected
that the use of a social robot will improve people’s over-
all well-being in life. However, even when a social robot is
not specifically designed to improve well-being, it should at
least not harm well-being. Therefore, satisfying the user’s
psychological basic needs would be beneficial.

6.4.1 Life: Autonomy

In terms of autonomy, it is crucial within this sphere to
prevent people from becoming excessively engaged with
or overly reliant on the robot [30]. It is also important to
avoid situations where individuals feel incapable of mak-
ing decisions without depending on the robot. While robots
offer opportunities for pleasurable and enjoyable activities,
it is essential to ensure that their use does not become com-
pulsive and solely benefits the robot’s creator [30]. People
should maintain their autonomy in life, meaning they can
make choices based on their personal values without feel-
ing obligated to do things simply because the robot instructs
them to. Previous research demonstrated that participants
who were encouraged by a robot took more risks, high-
lighting the need to consider the potential pressure exerted
by robots, especially in well-being programs that often tar-
get vulnerable user groups [64]. Again, the extent to which
autonomy is experienced in this sphere depends on how the
robot is designed at the interface and task levels. Researchers
focusing on this level can examine whether individuals are
still acting in accordance with their personal values or if they
feel compelled to rely on the robot more than they would
prefer.

6.4.2 Life: Competence

Regarding competence, the life sphere is concerned with the
transferability or generalizability of acquired skills to other
contexts. The success of a robot relies on people feeling that it
enhances their self-efficacy and abilities in life. Therefore, it
is important that individuals not only perceive themselves as
effective in using the robot or accomplishing tasks assigned
by the robot but are also able to apply the acquired skills
or competencies in different situations. For example, when
implementing a robot to improve the social skills of autistic
children, it is important that they not only learn and prac-
tice skills with the robot but also demonstrate the ability to
generalize those skills to interactions with adults in differ-
ent environments [13, 37]. Long-term research is needed to
examine the need-fulfillment in the life sphere, although this
ismore challenging [12].Again, it should be noted that exces-
sive reliance on the robot may diminish users’ confidence in
real-life situations, as they become overly dependent on the
presence of the social robot [30].
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6.4.3 Life: Relatedness

With respect to relatedness, two main points seem to be most
important to consider within the life sphere. First, it is impor-
tant that the use of a social robot contributes to a feeling of
being connected to others in life, or at least does not crowd
out human relationships [108]. In a negative sense, it could
be the case that the use of a social robot will be at the expense
of other contacts because of over-engagement with the robot.
Second, if it is intended that the robot will learn a user new
social skills, a transfer of such skills learned during the inter-
action with the robot to other domains in life is needed [13,
37]. For robot designers, it is thus important that the robot’s
behavior is based on human norms and values and that the
robot acts in human-like ways.

The precise impact of robot use in the life sphere may be
difficult to assess as this impact may be somewhat diffuse
or diverse. For example, take a robot that helps in learning
mathematics. At the behavior level, such a robot will help
the user to do calculations. As a result, in the life sphere,
it may be the case that the user becomes more proficient at
managing money (competence) or can do grocery shopping
independently andmake their own decisions on how to spend
money (autonomy). Concerning relatedness, it may be the
case that the user will save some money that can now be
spent on a newhobby, inwhich the usermeets newpeople and
meets a new friend. However, whether such improvements in
life are accomplished, is not solely dependent on theuseof the
robot but may also be contingent on other factors in one’s life
(e.g., support from others, a stable income, an individual’s
personality) [76]. Still, the robot may be “contributing to
a cumulative effect that could increase individual or even
societal well-being measurably over time” [124, p. 10].

7 Discussion

This paper proposes incorporating a psychological need-
fulfillment perspective to HRI, to design social robots that
support well-being. Based on the METUX model and key
principles of the self-determination theory, we argue to put
users’ psychological needs for autonomy, competence, and
relatedness at the center of robot design. This approach
extends previous work on social robot design and research
in several ways.

First and foremost, our paper presents a novel lens toward
our understanding of the relationship between social robot
usage and users’ well-being improvements. Current litera-
ture provides little insight intowhich underlyingmechanisms
lead to healthy forms of motivation and engagement during
social robot interactions and which lead to unhealthy forms.
For improved well-being, such healthy forms of motivation
and engagement are crucial. However, the application of for-

mal theories of well-being and motivation to the specific
context of social robots is rare, with only a few excep-
tions [83, 111, 116, 149].Without such theory-based studies,
the literature on social robots runs the risk of consisting
of one-shot empirical data, without providing theoretical
explanations for why social robot interventions are effective
(i.e., motivating, engaging, and contributing to well-being)
or not. The psychological need-fulfillment perspective pre-
sented in this paper conceptualizes underlying mechanisms
for fostering motivation, engagement, and well-being. We
discussed several implications of taking a psychological
need-fulfillment perspective towardHRI research anddesign.

Second, by distinguishing between various spheres of
experience for need fulfillment, this paper provides a holis-
tic view of the well-being outcomes of social robots. We
showed how need-satisfaction related to social robot use can
be experienced within the interface, task, behavior, and life
sphere. Such a holistic view of well-being in the context of
social robot use is an important addition to current literature,
which typically investigates well-being in only one sphere
of experience. The METUX model shows that well-being is
not guaranteed in this way, as it can be undermined in other
spheres of experience. To establish overall well-being, it is
therefore important that a multidisciplinary team works on
robot design and implementation in all spheres of experience.
As stressed by Peters et al [124], the boundaries between
the spheres and needs within those spheres are conceptual-
ized and somewhat artificial. In reality, they may overlap and
interrelate with each other.

In this current paper, we cannot offer a precise technical
blueprint for endowing robots with need-fulfillment capabil-
ities. Instead, we provided some initial directions that are
based on SDT, a widely tested and validated theory. We hope
that this inspires scholars to further translate these directions
into design principles that practitioners can use to develop
social and socially assistive robots that promote user well-
being. As user experiences are highly context-dependent [8,
65, 92], future research should then examine the best ways to
implement autonomy, competence, and relatedness in social
robot design, and in different contexts (e.g., different types of
social robots, user groups, and purposes), in that way exter-
nally validating such design principles.

Important to mention is that the framework discussed in
this paper focuses on the use of social robots in an isolated
setting. For analytical purposes, this may be meaningful,
but in real life, the robot will often be used in combina-
tion with other actors in the user’s environment who can
also provide need support (e.g., a teacher, therapist, friends,
or family). The robot can complement these actors in their
need-fulfilling role, and vice versa. The framework concep-
tualizes how need fulfillment can be optimally incorporated
into the design of social robots at the interface and task levels.
Empirical research on long-term interactions in ecologically
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valid environments can then examine the relative strength of
need-support provided by various actors (including the social
robot) and its consequences for well-being.

7.1 Limitations

An important limitation of this paper is that we focused on
the interface, task, behavior, and life sphere but excluded
the adoption and society spheres. We encourage other
researchers to conceptualize and investigate these spheres
as well. For example, in the adoption sphere, taking self-
determination into account may add to the current literature
on the acceptance of social robots. Following SDT, the
adoption of a social robot is more likely if people are
autonomously motivated to do so. When the use of a social
robot is expected to enhance one’s experience of autonomy,
competence, or relatedness in the life sphere, people aremore
likely to adopt and use the social robot. In contrast, when peo-
ple’s motivations to adopt the social robot are perceived as
externally controlled (e.g., "I use this robot because others tell
me to do so"), they are less likely to adopt the robot and use it
in the long term. Also, when considering the society sphere,
the impact of social robots on the well-being of people not
directly using them could be more closely investigated, as
well as comparing need-fulfillment and well-being scores of
user and non-user groups. Furthermore, the impact of a soci-
ety’s norms and beliefs about robots can influence individual
user experience, and as such, future research should consider
the society sphere closely [196, 201].

7.2 Future Research

The ideas proposed in this paper invite scholars to explore
several areas for future research in the field of HRI. In par-
ticular, examining the effects of need-supportive design on
motivation, engagement, and well-being can offer valuable
insights on designing robots that better support human psy-
chological basic needs. To translate the concepts and ideas
in this paper into a design practice, it is crucial to measure
the effects of design choices on the fulfillment of auton-
omy, relatedness, and competence in the various spheres
of experience. Existing measures on need-fulfillment have
been developed for HCI, and will require adaptation to
apply to social robots. Therefore, future research should
focus on developing specific measures of need-support dur-
ing human–robot interactions, taking into account the precise
meaning of the basic needs in HRI within different spheres
of analysis. For example, while relatedness might not be rel-
evant in some HCI contexts, we showed that it is highly
relevant in HRI. Thus, existing scales as suggested by Peters
et al [124], should be validated for HRI. After being val-
idated, these scales could provide valuable feedback in
design cycles. This includes detecting need-frustration in the

different spheres of experience. By measuring users’ need-
fulfillment in the various spheres, it may be necessary to
alter or add features to enhance the external validity of social
robot design. Some features may not immediately appear
to contribute to need-fulfillment, and their effects on peo-
ple’s need-fulfillment may only become apparent over time.
For example, if playing with a robotic toy becomes addic-
tive, it can negatively impact the user’s autonomy in the life
sphere. Similarly, there are concerns that autistic children
may find interacting with a social robot too rewarding [2],
or that sex robots may outperform humans in sexual tasks or
even replace people [166, 173]. Both cases could have a neg-
ative impact on the fulfillment of relatedness in life. Overall,
this suggested research area could help improve the design
of robots and support their effective integration into human
environments.

Second, future research could investigate the transfer of
skills, behaviors, and attitudes from robot interactions to the
broader context of daily life. Understanding how to support
the long-term integration of robots into human environments
is crucial for their effective use and for promoting enduring
well-being. However, research into what fosters a successful
transfer of skills and behaviors from robot interactions to
daily life is currently limited. Conducting research in this
area could promote social robot use in a variety of settings.

Last, research should ethically analyze the implications
of need-fulfillment by social robots. For example, there are
potential ethical concerns around the fulfillment of the need
for relatedness by robots. SDT states that the need for relat-
edness is fulfilled when people feel that others are genuinely
interested in them, are empathetic in responding to their
feelings, and care for them [49]. While robots potentially
could fulfill this need for relatedness, they are of course
not genuinely interested in the user. Therefore, it could be
problematic that social robots are deceiving users, especially
when it concerns vulnerable users (as is often the case with
social robots that are targeted to improve psychological well-
being). Similarly, the elicitation of self-disclosure can be
needed for creating relatedness, but may also lead to the shar-
ing of private and sensitive data with the robot [21, 53]. To
identify and reduce such risks and ensure that the use of social
robots is ethical and responsible, an Ethical Risk Assessment
[193, 194] is clearly essential.

7.3 Conclusion

To conclude, this paper may be read as a call to adopt a
psychological need-fulfillment perspective to HRI. The sug-
gestions made in the article are not intended to be exhaustive
but serve as a starting point to inspire further research and
discussion in this area. Although SDT is a widely validated
theory, the application in the field of HRI is new and we
encourage others to engage with this topic and contribute to
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the growing body of knowledge in this field. We hope that
this paper will encourage others to put the three psychologi-
cal needs at the center of design processes and consider them
when researching social robots.
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