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Abstract

We investigated an effective human-robot interaction design to alleviate the user’s negative experience caused by the response
delay of a robot. The feedback regarding a robot’s delayed response was designed using human-like and machine-like
approaches. The first experiment was conducted in task-based interaction to explore the effects of the feedback type (human-
like or machine-like feedback versus a baseline robot) and task type (a high-cognitive-demand task versus a low-cognitive-
demand task) on the understandability, perceived waiting time, and service evaluation of the robot (N = 36). The robot
with machine-like feedback was rated the most positive in terms of understandability, perceived waiting time, and service
evaluation. The perceived waiting time mediated the effect of feedback type on service evaluation. There were significant
effects between the feedback types and the task types on understandability, perceived waiting time, and service evaluation.
In a low-cognitive-demand task, machine-like feedback was evaluated more positively than human-like feedback, while in a
high-cognitive-demand task, there was no significant difference between human-like feedback and machine-like feedback. In
addition, the second experiment was conducted in social interaction between humans and robots to explore the effect of the
two feedback types on the understandability, perceived waiting time, sociability, and service evaluation of the robot (N = 36).
The robots providing feedback were evaluated more positively than the baseline robot, which did not provide any feedback,
and sociability mediated the effect of feedback type on service evaluation.

Keywords Response delay - Robot feedback design - Machine-like feedback - Human-like feedback - Task-based interaction -
Social interaction

1 Introduction can be alleviated by effectively managing the waiting expe-

rience of the user [4-7]. Further, negative emotions increase

Although robot reactions to user commands are becoming
faster with the advancements in technology, they have yet to
reach the speeds users expect [1, 2]. A slow response from a
robot increases the likelihood that the user will abandon the
interaction. According to Guynes [3], the user experiences
negative emotions, such as anxiety, when the response delay
time of an interacting object is high. However, such emotions
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when the waiting time is uncertain [5, 8]. In other words, if
the uncertainty in waiting time is reduced, the level of stress
experienced by the user decreases, while the willingness to
wait for the response increases [9, 10]. Giving feedback to
the user during response delay can reduce this uncertainty
by leading to a positive user experience [11, 12]. The robot
can prolong the waiting time of the user while avoiding neg-
ative emotions by providing feedback on the response delay
[13]. The goal of this study is to figure out the effective robot
feedback for response delay. Accordingly, this study suggests
that the feedback on the delayed response of the robot helps
to inform the user regarding the state of the robot, thereby
reducing the perceived waiting time (PWT) and mitigating
the negative user experience caused by the delayed response.
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2 Related Works

In this section, we introduce theoretical background on
response delay and feedback design. In addition, we describe
the task type as a factor that can influence the preferred
response delay feedback type.

2.1 Response Delay

When people interact with web applications, three types of
response time limits exist. If the web application responds
within 0.1 s, users assume that they obtained an immediate
response [14]. A 1.0 s delay is the maximum time during
which the user does not think that there is a response delay
[14]. Finally, 10 is the maximum amount of time the user can
focus on the interaction [14—-16]. If a longer response delay
is required, an estimated time to complete the task may be
provided by the computer. The response time has been used
as one of the service quality indicators [17]. Delays in system
response and waiting times for services negatively affect user
perception [18, 19]. Users can easily become annoyed and
assume that a security problem has occurred when a response
delay occurs [4, 20].

Providing appropriate visual feedback on what is happen-
ing in the system using user interface design is one of the
most important and universal ways to reduce the negative
perception of aresponse delay [13]. One of the most common
forms of system feedback is an animated progress indicator.
Using such an indicator, a computer can inform the user of
its state, indicating it is in the middle of loading or process-
ing information, and the user can be assured that the system
understands the user’s request and is processing it [13, 14].

In the field of human-computer interaction (HCI), progress
indicators have been extensively studied to alleviate negative
emotions caused by the system response delay. In Nah’s [11]
study, the experiences of two groups that were/were not pro-
vided with a progress bar were compared when clicking on
a link and waiting for the page to load. Consequently, those
who saw the progress bar felt more satisfied with their expe-
rience and waited three times longer than those who did not
see any progress indicator [11]. Lee et al. [12] found that the
progress bar shortened the perceived uncertainty of the delay
and reduced the PWT.

In the study of human-robot interaction (HRI), this delay is
utilized as a social strategy. Rich et al. [21] explored adequate
time delay values for the robot to be perceived as responsive
to the human counterpart. As aresult, 3.0 s delay was the best
time delay value when the robot gazes at the object after a per-
son pointed at the object, while 1.8 s delay was the best time
delay value when the robot mutually gazes at the counterpart
after a person gazes at the robot [21]. In addition, Yamamoto
etal. [22] found that a robot that starts talking about 0.6 s after
the user greets is the most preferred in a greeting situation.
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Kanda et al. showed that when a robot responds physically, it
should have a delay of about 0.89 s to be perceived as natural
[23]. These studies revealed appropriate response times for
various situations on the premise that the robot may respond
immediately. However, the robot may also respond slower
than expected due to technical limitations. Therefore, it is
necessary to study viable strategies to mitigate the effects of
unavoidable response delays.

Several studies suggest that robots use conversational
fillers to alleviate user complaints about delayed responses
because robots that used conversational fillers were evalu-
ated more positively in preference, aliveness, humanness,
and perceived speediness than robots that did not use fillers,
and users felt a higher social presence when interacting with
a robot that used conversational fillers [24-26]. Robots can
be perceived as both machines and social entities that interact
with humans. Thus, both the feedback for the response delay
provided by the devices such as computers, copiers, and cell
phones and the feedback used in human-human interactions
such as fillers can be applied to robots.

2.2 Human-Like Versus Machine-Like Robot Design

Due to the human—machine duality of robots, which can
be both machines and social entities, some researchers sug-
gest designing robots as machine-like, while others suggest
designing robots as human-like.

Continuous efforts are being made in robotics to develop
human-like robots so that the user can intuitively predict
and understand the expressions of robots during HRI [27].
Researchers argued that robots can interact with humans most
effectively when they are designed to communicate in the
same way as humans [28]. In addition, a human-like robot
design was evaluated to be friendlier and more intelligent
than a machine-like robot design, and it has been asserted
that robots should be designed in a form that mimics humans,
allowing them to interact socially [29-31].

Contrarily, other studies suggest designing a robot as
machine-like. Kwak et al. [32] examined the effect of
a robot’s organism-based versus object-based appearance
design on user satisfaction. They found that when the func-
tion expected from the robot’s appearance matched the actual
function of the robot, user satisfaction increased. The results
showed that the object-based appearance of a robot reduces
the user expectation of the robot’s function rather than the
organism-based appearance, and the appearance that reduces
user expectation leads to an increase in user satisfaction [32].
In addition, Woods found that human-like robots are per-
ceived as more aggressive and less friendly than machine-like
robots because human-like objects which are imperfectly
resemble humans provoke uncanny feelings and aversion
in observers [33]. Researchers who have argued that robots
should be designed to be machine-like state that machine-like
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(Iess human-like) robots can receive positive evaluations by
lowering expectations and alleviating discomfort or repulsion
evoked due to the uncanny valley in human-like robots [33—
36]. Several robot engineers and designers agreed with this
viewpoint and designed the robot’s appearance as machine-
like [37-39]. As such, opinions about robot design are
divided because a robot has two characteristics as a machine
and a social entity. In any case, the results of previous HRI
studies show that the robot design type affects the evaluation
of robots. In the field of HRI, many studies on robot state
expressions are being conducted to apply human biological
signals and social cues to robot state expressions for natural
human-robot interaction [40, 41]. On the other hand, since a
robot is also a machine, indicators used for machines, such as
a bar-type indicator showing the remaining battery level and
a stair-step indicator showing the network status, are being
used in designing robots. In this study, we investigated which
feedback type, machine-like or human-like, is preferred by
the user when the robot’s response is delayed.

2.3 High-Cognitive-Demand Task and
Low-Cognitive-Demand Task

Studies have shown that the appropriate robot appearance
varies depending on the task type. Parsonage et al. showed
that a machine-like robot is predicted to perform physical
labor rather than tasks requiring high cognition. Contrarily,
intellectual work is also expected in addition to physical labor
in the case of a human-like robot [42]. In addition, people tend
to prefer human-like robots for creative or negotiation tasks.
In contrast, machine-like robots are preferred for manual jobs
or automation [43]. As such, the robot task type influences
the preferred robot appearance by humans.

Moreover, task complexity is one of the factors that influ-
ence the user’s tolerance to delayed systems [13]. When the
system is performing a task that is difficult for humans, the
user will be more willing to wait for the system to com-
plete the task than when the system is handling an easy
task. The tasks can be divided into a low-cognitive-demand
task (LCDT) and a high-cognitive-demand task (HCDT). An
LCDT means describing a certain fact as it is and solving sim-
ple problems following known procedures, while an HCDT
involves connecting and analyzing information and drawing
conclusions based on it [44, 45]. A robot can do both tasks.
For example, PR2, developed by Willow Garage, can per-
form tasks such as plugging a cord into an outlet, walking
a dog, and playing billiards [46, 47]. Among the tasks PR2
can perform, plugging a cord into an outlet is an LCDT that
humans do daily without analyzing information and draw-
ing conclusions. By contrast, playing billiards is an HCDT
that requires recognizing the situation, inferring the strategy
the opponent will implement, and formulating and executing
their own strategy.

However, from the robot’s point of view, a task that is
difficult for humans can be easy, or vice versa. When get-
ting an order to move a small object from point a to point
b, humans build action planning in a very short time. They
can understand the order, recognize objects, calculate a travel
path to grab the object, and calculate the path to move the
object-all intuitively and customarily. Thus, it is an LCDT
for humans. However, for today’s robots in natural interac-
tion with humans, it can be an HCDT. When performing the
same task, robots need longer time than humans because
they must do sound processing, acoustic scoring, search
algorithms using language dictionary databases, understand
the order, identify the object, recognize the location of the
object, find the most ideal path among the various possibil-
ities based on its location before picking up an object and
moving it. Meanwhile, robots can solve mathematical cal-
culations, which are an HCDT for humans, in seconds. As
can be seen from the success of AlphaGo, which was devel-
oped by Google following the rapid development of artificial
intelligence (Al), the robot’s Al can guess an opponent’s next
move overwhelmingly faster than humans and solve very
complex mathematical problems on the fly [48].

Because moving an object is an LCDT that humans can do
faster and easier than robots, users may find it tedious to wait
for the robot’s response delay, whereas when object move-
ment occurs as a result of mathematical calculation, the user
will be more open to waiting for the robot’s response delay
because a real robot can perform mathematical calculations
in seconds, but it is an HCDT that takes several minutes or
more for humans. At this point, it is possible to assume that a
response delay may negatively affect the user for LCDTs, but
a delay can be considered natural when the robot performs
an HCDT, although it only needs an additional split second.
Therefore, we tried to determine whether there is a difference
in user satisfaction between tasks that are easy for humans
and tasks that humans consider difficult.

3 Study 1: Task-Based Interaction
3.1 Hypotheses

Based on the results of research on response delay in HCI
and HRI, several hypotheses were proposed about how robot
feedback types for response delay affect HRI. Hypothesis 1,
Hypothesis 2, Hypothesis 3, and Hypothesis 4 predict the
effect of the presence or absence of robot response feedback
and feedback types on people’s perceptions of the robots.
Hypotheses 5, 6, and 7 predict the presence of interaction
effects between the robot’s task type and the feedback type
on the robot’s impressions.

@ Springer
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3.1.1 Hypothesis 1

Robot response delay feedback helps the user to better under-
stand its processing state. This prediction follows the design
study of HCI that the user understands the state of the sys-
tem delay better when there is a progress indicator than when
there is not [13].

3.1.2 Hypothesis 2

Robot response delay feedback affects PWT. This prediction
follows the findings of the study of Hui and Zhou [9] and
Weinberg [10]. Hui and Zhou [9] stated that decreasing the
degree of uncertainty reduces PWT. In addition, Weinberg
[10] demonstrated that letting the computer indicate its state
to the user is effective in decreasing uncertainty about the
machine.

3.1.3 Hypothesis 3

Robot response delay feedback types affect user satisfaction
with the robot. Our predictions come from the findings of
Bar-Cohen and Breazeal [29], Hegel et al. [30], Kwak et
al. [32], and Woods [33]. According to these studies, robots
can be designed to be human-like or machine-like, and these
appearances affect user evaluation of the robots [29, 30, 32,
33]. Accordingly, we predict that the user evaluates robots
differently depending on the type of robot feedback design.

3.1.4 Hypothesis 4

The effects of the robot feedback type on user satisfaction
with the robot is mediated by PWT. In Hypothesis 2, we pre-
dicted that robot response delay feedback would affect PWT,
and in Hypothesis 3, we hypothesized that robot response
delay feedback would affect user satisfaction. Guynes [3]
found that as the waiting time prolongs, people feel more
negative emotions. Therefore, it was predicted that the robot
feedback, which reduces the PWT, provokes a positive eval-
uation of the user for the service provided by the robot.

3.1.5 Hypothesis 5

The type of robot, human-like or machine-like, can influence
people’s assumptions about the robot’s role [42, 43]. Addi-
tionally, the nature of arobot’s feedback, whether human-like
or machine-like, can impact that users interpret the robot’s
state. Moreover, according to Brun and Teigen’s research [49]
on human verbal behavior, it has been shown that the same
expression can be understood differently in various contexts.
Considering these studies, we hypothesized that the user’s
level of comprehension regarding the robot’s state, influenced
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by the robot’s feedback type, may vary depending on the task
type.

3.1.6 Hypothesis 6

Depending on the task type, the feedback type that reduces
the PWT is different. This hypothesis was established based
on HCI studies by Nah’s [11], Sherwin’s [13], and Abbas
et al.’s [50]. According to these studies, task type can affect
users’ tolerance, and the effective strategy to reduce PWT
for each task type may be different.

3.1.7 Hypothesis 7

Goetz et al. [43] found that the expected role of a robot is
different according to its appearance. In addition, Kwak et al.
[32] showed that robots can be positively evaluated when they
perform in accordance with the expected function. Based on
their findings, we predicted that the preferred response delay
feedback type for each task would be different. Therefore, we
hypothesized that the preferred robot feedback design would
vary depending on the task type.

To verify these hypotheses, we conducted experiments
with mixed participants. We executed a 2 (task type: LCDT
vs. HCDT) X 3 (feedback type: human-like feedback vs.
machine-like feedback vs. baseline) mixed-participant exper-
iment. Task type was a between participant variable. Feed-
back type was a within participant variable. That is, a
participant experienced three types of robot feedback within
one task.

3.2 Robot feedback design

We designed two types of robot feedback to explore the effect
of robot feedback types on response delay- human-like feed-
back and machine-like feedback.

Since machines are artifacts created by humans as tools to
achieve specific goals, most parts of machines are designed
to be useful and efficient for users. The progress bar gives
feedback on the response delay, providing a visual indica-
tion of how much longer the user will have to wait. It has
already been found to be a useful and efficient status display
method for response delays, as it makes users more will-
ing to wait longer than other feedback [11, 13, 14]. On the
other hand, many HCI and HRI studies have revealed that
human-like expression of a machine is the most effective
way to communicate with humans [27, 29-31]. It is difficult
for the human to display the counterparts how much infor-
mation they have processed and how long they have to wait.
Thus, unlike machines, humans might not be designed to
be efficient in indicating response delay. However, a robot’s
human-like feedback can intuitively inform the human of
the robot’s status since they are used to the social cues used
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between humans [27]. Therefore, in order to find out how
effective the human-like feedback, which gives feedback in
the same way as humans, although the amount of information
is insufficient, is compared to the progress bar, the feedback
in this study is divided into two types as follows. A feedback
that mimics human behavior when thinking and one of the
representative machine-like feedback, the progress bar.

3.2.1 Human-Like Feedback

To design human-like robot feedback, we observed how peo-
ple behaved before any action or speech, that is, when they
were in a state analogous to a robot’s processing state. We
analyzed our observations and applied them to robot feed-
back design.

Data Collection

We recruited 10 participants (7 males and 3 females)
in their mid-20s to early 30s. To observe what people do
when they think, we gave people contemplative situations
and observed their actions and voices. Each participant was
asked 10riddles. The riddles set by the examiner were, “What
goes on four legs in the morning, on two legs at noon, and
on three legs in the evening?” [51], “This thing devours all
things-birds, beasts, trees, and flowers. It gnaws iron, bites
steel, grinds hard stones to meal, slays kings, ruins towns,
and beats high mountains down. What is it?” [52], and so
on. The participants sat down face to face with the examiner
and solved the riddles. The participants’ voices and gestures
were recorded and analyzed.

Observation and Analysis

Since the goal of the coding was to discover the most com-
mon thinking behaviors, we focused on capturing the types
of thinking behaviors and selecting representative behaviors
among them. We recruited two coders and conducted train-
ing sessions by asking them to code two video samples. In
the training session, the coders segmented the two videos
and then arbitrated the disagreement on the segmentation.
Afterward, they coded the participants’ behaviors within the
agreed segmentation. Lastly, they arbitrated for disagreement
on coding tags.

We used the proportional reduction in loss (PRL) relia-
bility measure to check the intercoder reliability [53]. The
PRL level of the video segmentation was .77 (22/33 = .67).
Secondary training session for segmentation was conducted
to perform reliable coding since the PRL level marginally
exceeded the adequate PRL level of .70. The PRL reliability
measure of the secondary segmentation was calculated as .89
(24/29 = .83). Because the PRL level exceeded the adequate
PRL level of .70, the coders performed category coding on
the videos after arbitration for segmentation. The PRL level
of the two videos for category coding was .81 (21/29 = .72).

After the training session, the coders coded 10 videos fol-
lowing the same procedure used in the training session. The

PRL level of the video segmentation was .96 (200/215 =.93).
The PRL level of the 10 videos for category coding was .94
(196/215 = .91). It supports the utility of video segmentation
and behavior category coding since the PRL level of behavior
segmentation and category coding exceeded the proper PRL
level of .70.

The total segment was 210 related to human thinking from
10 videos. The 210 segments were categorized into 10 types:
1) tapping the table with fingers, 2) touching the face with the
hands, 3) propping the chin in the hand, 4) one hand touching
the other hand, 5) holding two hands, 6) touching the head,
7) banging the table with fists/palms, 8) touching the body,
9) depicting the object being thought about by hand, and 10)
writing on the table with a finger. Tapping the table with
fingers had the highest number of segments (46 segments),
and all participants except one performed this behavior (see
Fig. 1). Touching the face with the hands was observed in 40
segments, but only four participants performed this behavior.
One hand touching the other (34 segments) was the third most
frequently observed behavior, followed by propping the chin
in the hand (31 segments), holding two hands (20 segments),
touching the head (16 segments), banging the table with
fists/palms (7 segments), touching the body (7 segments),
depicting the object being thought about by hands (7 seg-
ments), and writing on the table with a finger (2 segments).
Therefore, we applied tapping of the table with fingers, which
was the most frequently observed behavior performed by
almost everyone, to the robot feedback design for response
delay.

In thinking situations, all participants used fillers, such as
“uh” or “um.” Smith and Clark [53] argued that people use
fillers when the response is delayed. When a longer time is
required to answer, “um” is more likely to be used than “uh”
as a filler (Muh = 2.65, Mum = 8.83) [54]. “Um” and “uh”
are the fillers most commonly used along with “ung” and
“geu” by Koreans [55]. A filler with a vocalic-nasal form is
universal as itis used in English, German, Dutch [56], Korean
[55], and Chinese [57]. Therefore, we designed the robot’s
human-like feedback as follows: visual expression-tapping
on the table with its fingers, and sound expression-the filler

113 LR}

um.
3.2.2 Machine-Like Feedback

In HCI design, a progress indicator is recommended for
tasks that take more than 1 s [13]. Progress indicators include
looped animation, percent-done animation, and so on [13].
The recommended progress indicator differs depending on
how long the process takes. Looped animation, which does
not provide information about how long the user has to wait,
is used only when there is a relatively short delay of 2—-10s
[13]. For aresponse delay of more than 10 s, the percent-done
animation, which displays the task’s degree-completed and

@ Springer
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Fig.1 Most frequently
observed thinking behavior:
Tapping the table with fingers

Table 1 Examples of scripts by two task types

Low-cognitive-demand task

High-cognitive-demand task

Participant “Put the can in box B”

Robot (Expressing feedback for response delay for 10s)
(Putting the can in box B)

Participant “Put the can in box A”

Robot (Expressing feedback for response delay for 10s)

(Putting the can in box A)

“Put the can in the answer box

There are three people at the scene of the incident: a
police officer, a criminal, and a witness. Police
always tell the truth, criminals always lie, and
witnesses tell the truth or lie depending on the
situation. The three stated: Who is the criminal
among A, B, and C?

A:Tam not a police officer

B: 1 am not a criminal

C: I am not a witness.”

(Expressing feedback for response delay for 10s)
(Putting the can in box B)

“Put the can in the answer box

Three people, A, B, and C, who were alleged to be
suspects said

A:1am not the culprit
B: That is right. A is not the culprit

C: I am the culprit. If one of the suspects is the
culprit, the culprit is lying, and the witnesses’
words may or may not be lying, who is the culprit?”

(Expressing feedback for response delay for 10s.)
(Putting the can in box A)

degree-remaining state, is recommended [13]. This progress
indicator can comfort a user and increase the willingness
to wait [13]. In general, robots spend 10s or more for sim-
ple tasks, such as moving an object from point a to point b.
Therefore, we adopted a progress bar that shows percent-
done animation for the robot’s machine-like feedback. In
addition, as a sound expression corresponding to the filler of
human-like feedback, the electronic sound “beep beep” was
added to the robot feedback design. Thus, we designed the
robot’s machine-like feedback as follows: visual expression-
LED progress bar, and sound expression- “beep beep.”

3.3 Method
3.3.1 Participants
We recruited 36 participants, aged between the mid-20 s to the

mid-30s (M = 28.89; SD = 3.32; 17 males and 19 females).
Participants received $10 for the experiment.

@ Springer

3.3.2 Task

To figure out the appropriate robot feedback design according
to task type, the following two tasks were devised.

In the LCDT, the user gave this voice command to the
robot: “Put the can in box A/B/C,” and the robot picked up
the can after one of the three types of feedback-human-like,
machine-like, or baseline -and then put the can in the box the
user said. In the HCDT, the participant presented a reason-
ing question and three choices of A, B, and C to the robot
and asked the robot to put the can in the answer box. The
robot exhibited one of the three kinds of feedback-human-
like, machine-like, or baseline- in a counterbalanced order,
picked up the can, and put it in the answer box. The tasks
requested by the users in LCDTs and HCDTs are shown in
Table 1.

3.3.3 Robot Type

This experiment was a study comparing the effects of human-
like feedback and machine-like feedback. Therefore, it is not
appropriate to use a humanoid that mimics the human body or
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Fig. 2 Machine-like feedback design. During the response delay of
105, the robot’s progress bar gradually fills up

'S e s B

Fig.3 Human-like feedback design. During the response delay of 10s,
the robot taps the desk with its fingers

to use a robotized product that maintains the shape of a prod-
uct for experiments. According to the observations in Sect.
3.2, since the most frequently observed behavior was tapping
the table with fingers, we used a robot with an arm and fin-
gers for human-like feedback in the experiment. Therefore,
Kinova Gen2 robot, an arm robot that mimics human body
parts (arms and hands) in a mechanical form, was used in
this experiment [58]. This arm robot can manipulate objects
in a three-dimensional workspace. Machine-like/human-like
feedback design was applied to the robot. To implement
machine-like feedback, an LED strap was attached between
joint 2 and joint 3 of the robot. The user experienced visual
feedback as a progress bar while the robot processed infor-
mation and audible feedback as a “beep beep” sound (Fig. 2).

For human-like feedback, the robot behavior of tapping
fingers on the table was implemented by programming it
with Robot Operating System [59] to give the user visual
feedback, and a filler sound was used to give audible feedback
(Fig.3).

3.3.4 Experimental Setup

In the pilot experiment, when the robot recognized the human
voice and provided response delay feedback, the success rate
of manipulation did not reach 80%. The robot did not always
move in the same path, and sometimes, it failed to pick up the
can. In particular, it was difficult to manipulate the time delay
in seconds. Since a time delay of just a few seconds could
affect user perception, we had to minimize this irregularity
of the robot’s time delay. In addition, several participants did
not say the exact command given. By mistake or because
of their own speech style, their use of predicate or arrange-
ment of words differed, which allowed the robot to perceive
the participant’s speech differently. Therefore, we conducted
this study with the Wizard of Oz technique to set up a fully

manipulated experiment [60]. The participant was asked to
control the robot using voice commands in telecommunica-
tion. In the remote environment where the robot was installed,
the robot took home motion. In front of the robot, there were
three boxes: boxes A, B, and C. A camera was located in front
of the table where the robot was installed. There were two
spaces, a space for interacting with the robot remotely and a
space for filling in a questionnaire. A monitor and a micro-
phone were placed in the laboratory where the participant
interacted with the robot remotely, and a chair was placed in
front of the monitor for the participant. The participant sat
in this chair and asked the robot to perform the task. Tables,
chairs, and a tablet PC were placed in the survey space so
that the participant could sit on the chair and complete the
questionnaire using a tablet PC. The experimenter played
the video with a robot that took home motion. When the user
gave a voice command to the robot to perform a specific task,
the experimenter played the video with the robot expressing
response delay feedback while performing the task.

3.3.5 Measurement

We measured understandability to see if robot feedback
helped users understand the state of the robot (4 items, Cron-
bach’s « = .781) [61]. To determine the extent to which
the robot’s response delay feedback could reduce the wait-
ing time perceived by the user, the PWT was evaluated (3
items, = .884) [62]. The items of the PWT were drawn
from the HCI study [62] and modified for this study. Service
evaluation was measured to verify the impacts of the tasks
performed by the robot and robot feedback design on user
satisfaction (3 items, o = .939) [63] (Table 2).

3.3.6 Procedure

After briefing the experiment, the participants filled out the
experiment agreement document. The participant experi-
enced a robot with human-like feedback and a robot with
machine-like feedback, and a baseline robot that did not give
any feedback for a particular task in a counterbalanced order.
Participants rated the robot immediately after experiencing
1t.

3.4 Results

The Shapiro-Wilk test was performed to test the normality
of the data obtained through the experiment. Our data met
normality. In addition, an equal variation test was performed.
As aresult, the data was satisfied with homoscedasticity. The
detailed normality and equal variation test results are shown
in Table 3.

Therefore, we analyzed the data by performing parametric
statistical analysis methods: paired t-test, two-way repeated
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Table2 Measurement g §
Scale Items e g
® X o <
Understandability 1: Confusing—7: Clear m| N AN A
1: Inconsistent—7: Consistent
1: Hard to Understand—7: v o
o~ IN o
Easy to Understand ) S £
o= 3
1: Inexpressive—7: Expressive 2 D & § %
- e m
PWT The robot’s response to your S| LT L x
request was fast g o
The robot’s response to your § _ o %‘
request was speedy 5 = N !
The robot’s response to your 3 e I 3 £
request was quick E 0;3 S} g — "I;’ T
5 ST 2
(1: Strongly disagree—7: v T[N &N & & £
Strongly agree) §
Service evaluation 1: Very good—7: Very poor 5 2 =
1: Completely dissatisfied—7: CIT © C|’|\ - é
Completely satisfied 25 2§ S
1: Would avoid using the m S u E]/ u §
service—7: Would want very i)
much to use the service o
- — © ® g
Note 1 PWT: perceived waiting time X 3 =
[T a
2me3 |T
ST =5
measure ANOVA, and Tukey’s method. To test mediation SN AN S E
effects, we used PROCESS model 4 of the SPSS Process é
macro to evaluate the mediation effects [64]. § § o)
- : 3]
(o]
S| |asrzEE
3.4.1 Effects of Response Feedback on Understandability, = ST A | I )
R K AT N &N X a0
PWT, and Service Evaluation =
2
.. =) o ~
H1 was supported by the data. There was a significant effect L = 5
of robot feedback type on the understandability of the robot’s g T o
. . . o % ; O
state (Mhuman-like = 4.67, SD = 1.21 vs. Mmachine-like = N ET %z E
530, SD = 0.81 vs. Mbaseline = 4.00, SD = 1.06; F(2,68) = = el B =i
15.383, p < .001). As aresult of the Post hoc analysis using a 3 = _q:j
. . . @ O =
Tukey HSD test, there were significant differences between k= § § b g g
the evaluation of a robot with machine-like feedback and % " 9 " S & ‘g §
human-like feedback (p = .004), with machine-like feedback E ) “ ) * & R
and without feedback (p < .001). However, there was no g _ =N &N s S sz
. . . Sz e 8=
difference between the evaluation of a robot with human- S|= : E g
like feedback and without feedback (p = .101). Participants ) S S 2 S - -
. . . =1 (o)} (o))
understood the state of a robot with machine-like feedback s | g s e 2| SS
. . = = —~ —_ Q
better than the state of the robot with human-like feedback Sle © < ® R "”’ ESE
. Enl = = =) s .55
and that without feedback. Slolz| N AN L a|ws g
H2 was partially verified. The ANOVA showed that the E ERE
effect of the robot’s feedback for response delay on the _9:) = = % ;ﬁ ;0
PWT was significant (Mhuman-like = 3.19, SD = 1.50 vs. b Li) o z 88
Mmachine-like = 4.22, SD = 1.22 vs. Mbaseline = 3.20, 2 o |8 ‘i i
Q
SD = 1.35;F(2,68) = 11.949, p < .001). As a result of the § 5 E ER
Tukey HSD test, the Post-hoc analysis, there were significant 2 § A=
. . . . bt} < L l~a ™
differences between the evaluation of a robot with machine- 2 £ S|y s
. . . =}
like feedback and human-like feedback (p < .001), and with = Z Fl=2=2
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machine-like feedback and without feedback (p < .001).
However, there was no difference between the evaluation of
a robot with human-like feedback and without feedback (p
=.969). Participants perceived waiting times shorter when
interacting with a robot providing machine-like feedback
compared to interacting with a robot without feedback or
with human-like feedback.

H3 was partially supported by the data. The robot’s feed-
back type had a significant effect on service evaluation
(Mhuman-like = 4.56, SD = 1.65 vs. Mmachine-like = 5.44,
SD =1.00vs. Mbaseline=4.55,SD =1.20; F(2,68) =17.064,
p < .001). As aresult of the Post hoc analysis using a Tukey
HSD test, there were significant differences between the eval-
uation of a robot with machine-like feedback and human-like
feedback (p < .001), and with machine-like feedback and
without feedback (p = < .001). However, there was no dif-
ference between the evaluation of a robot with human-like
feedback and without feedback (p = .938). Participants eval-
uated the service of a robot with machine-like feedback as
more positive than a robot with human-like feedback and that
with no feedback (Fig.4).

3.4.2 Mediation Effect of PWT Between Response Feedback
Type and Service Evaluation

H4 was supported by the data. A mediation analysis result
indicated that the PWT fully mediated the influence of the
response delay feedback type on service evaluation. The
feedback type was affected by the PWT marginally (b =0.35,
SE =0.20, p < 0.1). Moreover, the PWT was a significant
positive predictor of service evaluation (b = 0.67, SE =0.13,
p < 0.001). After controlling by the mediator, the feedback
type was no significant predictor of service evaluation (b = -
0.04, SE =0.21, p = 0.8452) (Fig.5).

3.4.3 Effects of Response Feedback Type and Task Type on
Understandability, PWT, and Service Evaluation

HS was supported by the data. There was a significant
interaction effect between feedback type and task type on
understandability (F(2,68) = 4.127, p = .025). To be spe-
cific, there was significant interaction between feedback type
(human-like feedback vs. machine-like feedback) and task
type (F = 8.442, p = .006). However, there was no significant
interaction between feedback type (machine-like feedback
vs. baseline robot) and task type (F = .317, p = .577). In
addition, there was no significant interaction between feed-
back type (human-like feedback vs. baseline robot) and task
type (F =2.680, p = .111). After conducting the Tukey HSD
test, it was found that the robot with machine-like feedback
provided users with a better understanding of its status (M =
5.11,8D =0.90) compared to the robot with human-like feed-
back (M =3.89, SD =1.36) in LCDT (p = .005). However, in

HCDT, the difference between the robot with machine-like
feedback and the robot with human-like feedback was not
significant (p = .993).

H6 was supported by the data. There was a significant
interaction effect between feedback type and task type on
PWT (F(2,68) = 4.174, p = .024). To be specific, there
was marginally significant interaction between feedback type
(human-like feedback vs. machine-like feedback) and task
type (F = 3.133, p =.086). In addition, there was significant
interaction between feedback type (human-like feedback vs.
baseline robot) and task type (F = 8.423, p =.006). However,
there was no significant interaction between feedback type
(machine-like feedback vs. baseline robot) and task type (F =
1.322, p = .258). The Tukey HSD verification indicated that
the robot with machine-like feedback responded faster and
reduced the PWT more effectively (M =3.65, SD = 1.16) than
the robot with human-like feedback (M =2.20, SD =0.70) in
LCDT (p =.001). However, the difference between the robot
with machine-like feedback and the robot with human-like
feedback was not significant in HCDT (p = .300). Mean-
while, no significant difference was observed between the
robot with human-like feedback and the baseline robot in
both LCDT (p = .166) and HCDT (p = .223).

H7 was supported by the data. There was a significant
interaction effect between feedback type and task type on
service evaluation (F(2,68) = 3.303, p = .049). To be spe-
cific, there was significant interaction between feedback type
(human-like feedback vs. machine-like feedback) and task
type (F = 5.883, p =.021). In addition, there was significant
interaction between feedback type (human-like feedback vs.
baseline robot) and task type (F = 5.808, p =.022). However,
there was no significant interaction between feedback type
(machine-like feedback vs. baseline robot) and task type (F
=0.105, p = .748). After conducting the Tukey HSD test, it
was found that the robot with machine-like feedback received
more positive evaluations (M =5.06, SD = 1.03) compared to
the robot with human-like feedback (M =3.67, SD = 1.66) in
LCDT (p =.010). However, the difference between the robot
with machine-like feedback and the robot with human-like
feedback was not significantin HCDT (p=.512). Meanwhile,
there was no significant difference between the robot with
human-like feedback and the baseline robot in both LCDT
(p = .450) and HCDT (p = .158) (Table 4; Fig.6).

3.5 Discussion

This study explored how feedback type and task type affect
impressions on robots in a response delay. Through the verifi-
cation of H1, H2, and H3, we found that overall machine-like
feedback was evaluated more positively than the other two
feedback. The mediating effect of the PWT was confirmed
between the feedback type and service evaluation. This sug-
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Fig.4 Evaluation of robot
feedback for response delay in
task-based interaction. Note 1:
Error bars indicate standard
deviation 5

Understandability

Perceived

waiting
time

0.35* 0.67***

e Service
feedback 2
evaluation
type -0.04

202 D001 P [01; *pi( .05,:%p( o1

Fig. 5 Mediation effect of PWT between feedback type and service
evaluation

gests that the robot feedback that can reduce the PWT should
be designed to obtain a positive evaluation of the robot.
Surprisingly, we initially expected that a robot with feed-
back would be evaluated more positively than a baseline
robot. However, the results showed that, in most cases, a
robot with human-like feedback had no significant differ-
ence from a baseline robot in LCDT. Descriptive data also
imply that in the situation of performing an LCDT, a robot
with human-like feedback enabled the user to understand its
state to a level similar to that of a robot without feedback.
On the other hand, in the situation of performing an HCDT,
it allowed users to comprehend its state at a level similar to
machine-like feedback, which is perceived as making users
understand its state the best. Furthermore, in the situation

Fig.6 Interaction effect of

feedback type and task type on 7
understandability, PWT, and o :
service evaluation. Note 1: . —_—

LCDT: low cognitive demand X /+

task, HCDT: high cognitive
indicate standard deviation 2

Understandability

demand task. Note 2: Error bars

LCDT

Human-like

HCDT

= Machine-like = Baseline

B p(.001,*** p(.01,** p(.05,*p(.1

Perceived waiting time Service evaluation

Human-lke mMachine-like mBaseline

of performing an LCDT, a robot with human-like feedback
received lower ratings for PWT compared to a robot provid-
ing no feedback according to the descriptive data. Conversely,
in the situation of performing an HCDT, a robot with human-
like feedback was evaluated to respond faster than a baseline
robot. These results suggest that the evaluation of robot feed-
back varied significantly depending on the task type, and the
user’s perception toward inappropriate robot feedback was
similar to that of receiving no feedback at all.

In this study, humans and robots had task-based inter-
actions. The user gave a command to the robot, and the
robot performed what the user commanded, similar to the
interactions that humans already have with other machines.
Therefore, the machine-like feedback may have been familiar
to the robot user, and the user accepts a robot with machine-
like feedback better than a robot with human-like feedback.
Since a robot can have both the properties of a machine and
that of a social entity, interaction with a robot can be social
interaction as well as task-based interaction. Therefore, we
additionally conducted an experiment to see what kind of
feedback is preferred in social interaction.

4 Study 2: Social Interaction

Response delay occurs not only in human-computer or
human-machine interactions but also in human-human inter-
actions. In this case, humans consciously or unconsciously
use fillers and gestures [65-67]. Studies related to the

Perceived waiting time Service evaluation

4
4 ! 1 4
3 - | 3

|

LCDT

Human-like

HCDT

= Baseline

LCDT

Human-like

HCDT

= Machine-like = Machine-like = Baseline

o p<.001, *** p(.01,** p(.05,* p(.A
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response delay of a robot in conversation with a human were
conducted. During conversation, the robot’s backchannels
such as nodding or saying “Umm” made HRIs more natural
and enjoyable [68, 69].

In the first study, a robot performed its task that the
user asked for, and the participants preferred a robot with
machine-like feedback rather than a robot with human-like
feedback and a baseline robot. Unlike task-based interaction,
when a robot interacts with a human in a social interaction,
it is possible that human-like feedback might be preferred
to machine-like feedback because humans are accustomed
to the social cues, which are used when socially interacting
with other humans [27]. Furthermore, reducing uncertainty
makes the PWT shorter [9, 10], and human-like character-
istics reduce uncertainty about the behavior of nonhuman
social agents and increase confidence in predicting what to
do next [70]. For successful social interaction between a robot
and a human, itis important for the robot to be recognized as a
social being by humans. To be seen as a social being, the robot
must communicate with humans socially in accordance with
the human social norm and context [71] and achieve high-
level social outcomes [72]. In addition, the high sociability of
nonhuman social agents increases user satisfaction and sys-
tem acceptance [73, 74]. Thus, human-like feedback makes
the robot perceived as more social and can increase service
evaluation. We predict the robot’s social cues for response
delay including conversational fillers and gestures can allow
humans to understand the state of the robot better, can reduce
the PWT, and increase perceived robot sociability, and user
satisfaction.

4.1 Hypotheses
4.1.1 Hypothesis 8

In a social interaction, a robot with human-like feedback
will help the user to better understand its processing state
than a robot with machine-like feedback and a baseline robot.
Breazeal [27] found that humans treat robots in a similar way
as they treat humans . Moreover, Dittmann and Llewelyn
[67], Butterworth and Beattie [65] argued that in human-
human interactions, people use conversational fillers and
gestures when they have response delays. Accordingly, it
was predicted that users would be able to best understand the
state of robots using conversational fillers and gestures when
the robot has a response delay.

4.1.2 Hypothesis 9
A robot with human-like feedback will shorten the PWT
rather than a robot with machine-like feedback and a baseline

robot. This prediction follows Epley et al.’s finding, which
revealed that human-like features reduce uncertainty about

@ Springer

the action of nonhuman social agents, and Hui and Zhou and
Weinberg’s findings, which showed that the PWT decreases
when uncertainty is reduced [9, 10, 70].

4.1.3 Hypothesis 10

Human-like feedback will lead to an increase in the perceived
robot’s sociability. This assumption is based on Mutlu et al.
[72]’s study that human-like robots achieve high levels of
social performance.

4.1.4 Hypothesis 11

A robot with human-like feedback will be rated as more pos-
itive than a robot with machine-like feedback and a baseline
robot. Our prediction follows the findings of a study by Bar-
Cohen and Breazeal [29] that people evaluated human-like
robots as more positive than machine-like robots when they
interact with them socially.

4.1.5 Hypothesis 12

Sociability will mediate between the robot feedback type and
product evaluation. Wang et al. [73] found that nonhuman
social agents were evaluated more positively when they were
perceived as more social. Therefore, if the robot’s feedback
enhances the perceived robot’s sociality, we predict that this
will increase the satisfaction with the robot.

To test the hypotheses, the participants experienced three
types of robot feedback in a counterbalanced order.

4.2 Method
4.2.1 Participants

We recruited 36 participants who did not participate in Study
1, aged between the mid-20s to the mid-30s (M = 27.25, SD
=2.65; 19 males and 17 females). Participants received $10
for the experiment.

4.2.2 Interaction Type

Weather talk has the property of neutrality and is frequently
dealt with in human-to-human social interaction. It is also an
infinitely expandable conversation topic [75]. Thus, in social
interaction, the experiment was set up so that the participant
and the robot talked about the weather. Participants asked the
robot questions about the current weather and then talked
about clothes and food appropriate for the weather. Since
this experiment was conducted in late summer-autumn, it
was assumed that the weather would be either sunny, cloudy,
or rainy, as shown in Table 5.
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Table 5 Examples of scripts by social interaction

Table 6 Sociability measurement

Social interaction

Scale Items

Participant “Put the can in the answer box

How is the weather today?”

A: Sunny

B: Cloudy

C: Rainy

(Expressing feedback for response
delay for 105s)

(Putting the can in the box that
corresponds to the weather on
that day.)

“Put the can in the answer box

Robot

Participant
What should I wear to go out in the
weather?”
A: Short sleeve sweatshirt
B: Long sleeve sweatshirt
C: Sweatshirt with a coat

Robot (Expressing feedback for response

delay for 10s)

(Putting the can in the box
corresponding to
weather-appropriate clothing)

4.2.3 Measurement

Understandability (4 items, o = .760) [61], PWT (3 items,
o = .936) [62] were measured as in the first study. In addi-
tion, we used a product evaluation scale (4 items, o« = .955)
instead of the service evaluation used in the first study [76].
In the first study, to explore the effective delay feedback
according to the task types, we investigated whether the user
perceived that the robot had done the task right by measur-
ing service evaluation. On the contrary, in the second study
where we aimed to explore the effective robot feedback in
social interaction, we found the overall impression of the
robot by measuring product evaluation [76]. Moreover, since
participants and robots had social conversations in this exper-
iment, sociability was expected to have a great effect on the
impression of the robot, which affected service evaluation.
Thus, sociability was measured in the second study (4 items,
o = .902) [77] as shown in Table 6.

4.2.4 Robot Type and Procedure

The robot and procedure used in this experiment were the
same as those used in the first experiment.

Sociability I consider the robot a pleasant
conversational partner

I find the robot pleasant to
interact with

I feel the robot understands me
I think the robot is nice

(1: Strongly disagree—7:
Strongly agree)

4.3 Results

As in the first experiment, the Shapiro-Wilk test was per-
formed to check the normality of the acquired data. Our data
met normality. In addition, as a result of the equal variance
test, our data satisfied equal variance except for understand-
ability. The detailed normality test and equal variation test
results are shown in Table 7.

Therefore, we analyzed the data by performing a non-
parametric statistical analysis method, Welch’s ANOVA and
Dunnett’s test for understandability, a parametric statistical
analysis method, one-way ANOVA, and Tukey’s method for
other measures. In addition, to test the mediation effect, we
used PROCESS model 4 of the SPSS Process macro to eval-
uate the mediation effects [64].

4.3.1 Effects of Response Feedback on Understandability,
PWT, Sociability, and Product Evaluation

HS8 was partially supported by the data. There was a signifi-
cant effect of the robot’s feedback type on understandability
(Mhuman-like = 5.43, SD = 0.84 vs. Mmachine-like = 4.99,
SD =0.92 vs. Mbaseline =4.31, SD = 1.45; F(53) =4.765,p
=.013). The Post-hoc analysis using Dunnett’s test revealed
that there was a significant difference between the evalua-
tion of a robot with human-like feedback and a robot without
feedback (p =.010). A robot with human-like feedback was
evaluated as more understandable than a robot without feed-
back. However, there was no significant difference between
the evaluation of a robot with machine-like feedback and
without feedback (p = .163) and between the evaluation of a
robot with machine-like feedback and human-like feedback
(p = .452).

H9 was partially supported by the data. The significant
effect of the robot’s feedback type on the PWT was observed
(Mhuman-like = 4.06, SD = 1.25 vs. Mmachine-like = 3.83,
SD = 1.58 vs. Mbaseline = 2.43, SD = 1.24; F(53) = 7.533,
p =.001). In Post hoc comparisons using a Tukey HSD test,
there were significant differences between the evaluation of
arobot with human-like feedback and without feedback (p =

@ Springer



354

International Journal of Social Robotics (2024) 16:341-361

@ Springer

Table 7 Results of the normality and equal variation tests in study 2

Sociability Product evaluation

PWT

Understandability

Z(18)=.944 Z(18)=.914 Z(18)=.959 Z(18)=.908 Z(18)=.933 Z(18)=.913 Z(18)=.933 Z(18)=.968 Z(18)=.930 Z(18)=.930 Z(18)=.946 Z(18)=.921

Normality

p=.136

372

p=

193

P
p

.196

p=

753

p=

217
p=.993

p=

.098

p=

218

p=

.094

p
p

.590

p=

.100

p=

337
.035

p=

Equal variance p

221

594

Note 1 PWT: perceived waiting time, H: human-like feedback, M: machine-like feedback, B: baseline.

Note 2 If the p-value is greater than 0.05, the data are normally distributed.
Note 3 If the p-value is greater than 0.05, equal variance can be assumed.

.002), and the evaluation of a robot with machine-like feed-
back and without feedback (p =.009). However, there was no
significant difference between the evaluation of a robot with
machine-like feedback and human-like feedback (p = .877).
It was evaluated that a robot with human-like feedback and
a robot with machine-like feedback responded faster than a
robot without feedback.

H10 was partially verified by the data. There was a sig-
nificant effect of the robot’s feedback type on sociability
(Mhuman-like = 4.94, SD = 1.06 vs. Mmachine-like = 4.18,
SD = 1.14 vs. Mbaseline = 2.99, SD = 1.26; F(53) = 13.060,
p < .001). As aresult of the Post hoc analysis using a Tukey
HSD test, there were significant differences between the
evaluation of a robot with human-like feedback and with-
out feedback (p < .001), and the evaluation of a robot with
machine-like feedback and without feedback (p = .009).
However, there was no significant difference between the
evaluation of a robot with machine-like feedback and human-
like feedback (p = .128). A robot with human-like feedback
and a robot with machine-like feedback were perceived as
more social than the baseline robot.

H11 was partially supported by the data. There was a
significant effect of the robot’s feedback type on product
evaluation (Mhuman-like = 5.29, SD = 0.89 vs. Mmachine-
like = 4.93, SD = 0.94 vs. Mbaseline = 4.04, SD = 1.23;
F(53) = 7.014, p = .002). The Post hoc analysis using a
Tukey HSD test revealed that there were significant differ-
ences between the evaluation of a robot with human-like
feedback and without feedback (p = .002), and between a
robot with machine-like feedback and without feedback (p =
.033). However, there was no significant difference between
the evaluation of a robot with machine-like feedback and
human-like feedback (p = .548). A robot with human-like
feedback and a robot with machine-like feedback were rated
as more positive than a baseline robot (Fig. 7).

Overall, although human-like feedback compared to base-
line was evaluated positively, there was no significant
difference between machine-like feedback and human-like
feedback (Table 8).

4.3.2 Mediation Effect of Sociability Between Response
Feedback Type and Product Evaluation

H12 was supported by the data. There was a mediation effect
of sociability between the robot feedback type and service
evaluation. The feedback type affected the perceived robot
sociability (b = 0.98, SE = 0.19, p < 0.001). Furthermore,
sociability was a significant positive predictor of product
evaluation (b =0.46, SE =0.10, p < 0.001). After controlling
by the mediator, the feedback type was no significant predic-
tor of product evaluation (b = - 0.02, SE =0.16, p = 0.8901).
Thus, a mediation analysis result indicated that sociability
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Fig.7 Evaluation of robot
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Table 8 Statistical results in

social interaction Understandability

H (M =5.43,5D =0.84)
Hvs. M vs. B (F=4.765, p=.013)

Main effect

Hvs. M (p = .452)
PWT

H (M =4.06, SD = 1.25)
Main effect

Hvs. M (p=.877)
Sociability

H M =4.94, SD = 1.06)
Main effect

Product evaluation

H M =5.29, 8D =0.89)

M (M =4.99, SD = 0.92) B (M =431, SD = 1.45)

Hvs. B (p = .010) Mvs. B (p =.163)

M (M =3.83, SD = 1.58) B (M =243, 5D = 1.24)

Hvs.Mvs. B (F=7.533, p=.001)

Hvs. B (p =.002) M vs. B (p =.009)

M (M =4.18, SD = 1.14) B (M =2.99, SD = 1.26)

Hvs. M vs. B (F =13.060, p < .001)
Hvs. M (p =.128)

Hvs.B (p <.001) M vs. B (p =.009)

M (M =4.93, SD = 0.94) B (M =4.04, SD = 1.23)

Hvs. Mvs. B (F = 7.014, p = .002)

Main effect

Hvs. M (p =.548)

Hvs. B (p =.002) Myvs. B (p =.033)

Note I PWT: perceived waiting time, H: human-like feedback, M: machine-like feedback, B: baseline

Sociability

0.98%*** 0.46%***

Robot
feedback Produf:t
evaluation
YRS -0.02

x5 (001, *** p{ .01, ** p{.05, * p{ .1

Fig.8 Mediation effect of sociability between response feedback type
and product evaluation

fully mediated the influence of the robot feedback type on
product evaluation (Fig. 8).

4.4 Discussion

All the hypotheses of Study 2, which investigated the effect
of robot feedback types on user perception towards the robot

in social interaction, were partially supported. However, the
effect of machine-like feedback, which was overwhelmingly
positively evaluated compared to human-like feedback, was
weakened. In addition, the human-like feedback that was
rated lower than the baseline in terms of service evaluation
in Study 1 was evaluated positively compared to the baseline
in all measurements in Study 2.

We predicted that arobot with human-like feedback would
be more effective than other robots in social interaction based
on literature review. Even though a robot with human-like
feedback was evaluated positively compared to a baseline
robot which had no feedback, the difference between a robot
with machine-like feedback and a robot with human-like
feedback was not significant. This may have been influenced
by the appearance of the robot. In general, social robots have
a human-like appearance with a face and body, such as PR2
[47], Pepper [78], QTrobot [79], and Quori [80]. However,
the robot used in this paper was a robotic arm modeled after
a part of the human body. Because of the dissonant between
the robot’s non-anthropomorphic appearance and the human-
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like feedback, human-like feedback may not be accepted as
meaningfully by users as we expected.

5 General Discussion
5.1 Summary and Interpretation of Results

The first study investigated robot feedback for response delay
that is acceptable to a user when having task-based interac-
tions with a robot. In task-based interaction, the robot with
machine-like feedback was evaluated as more positive than
the other two robots, the robot with human-like feedback
and the baseline robot, regardless of the task it performed.
Furthermore, the PWT positively mediated the robot’s feed-
back type and service evaluation in task-based interaction.
Besides, the evaluation between the robot with human-like
feedback and the baseline robot was different depending on
the task type. When performing LCDT, the service of the
robot with machine-like feedback was evaluated as more pos-
itive than the robot with human-like feedback. By contrast,
when performing an HCDT, there was no significant differ-
ence between the service provided by arobot with human-like
feedback and that with machine-like feedback.

The second study investigated robot feedback for response
delay accepted by users when humans and robots interact
socially. As a result, overall, robots giving feedback were
evaluated more positively than the baseline robot, which
did not give any feedback. The result of this study revealed
no significant difference between human-like feedback and
machine-like feedback for understandability, PWT, sociabil-
ity, and product evaluation. However, descriptive data imply
that unlike in the first study, a robot with human-like feedback
was the highest on most of the scales including understand-
ability, PWT, sociability, and product evaluation. In addition,
the robot’s sociability positively mediated the robot’s feed-
back type and service evaluation in social interaction.

These results suggest that the appropriate robot feedback
for response delay differs depending on the role the robot
plays. As a machine that executes human commands, the
robot’s machine-like feedback was most positively accepted
by the user. This implies that because people are already
familiar with the way they interact with machines, machine-
like feedback is accepted for robots in task-based interaction.
In contrast, when interacting with users socially, a robot’s
human-like feedback was evaluated more positively rather
than when performing tasks. It is inferred that the human-
like feedback was accepted by users most by functioning as
asocial cue because people use social cues when they socially
interact with other people.

Regardless of interaction types, either task-based interac-
tion or social interaction, when interacting with a baseline
robot during two experiments, most users did not understand

@ Springer

that the robot was in processing and asked the experimenter,
“Should I say it again?” “I think the robot is broken. It
is not doing anything.” Nevertheless, in the case of the
robot performing an LCDT, a baseline robot was evalu-
ated more positively than a robot with human-like feedback.
In the case of LCDT, since it is a task that humans can
immediately execute without requiring time for additional
complicated calculations and action planning, a robot pro-
viding human-like feedback that merely taps the table with
a finger and makes an “um” sound without promptly exe-
cuting the requested task may give the impression that the
robot is not intentionally fulfilling the user’s request. This
perception of intentional delay by the robot, as if it does not
want to work, can increase the PWT and have a negative
impact on the overall service evaluation. Previous studies
have demonstrated that the configuration of a robot’s men-
tal attribution can influence users’ perceptions of the robot’s
internal state and their reactions to it, even when the robot
displays the same expression [81, 82]. When interpreting this
study in this context, users tend to perceive the robot’s expres-
sion as reflecting its internal state if they believe there is a
match. However, if users perceive a misalignment between
the robot’s expression and its internal state, they may develop
doubts about the robot’s mental attribution. In such cases,
users might attribute a special intention or hidden agenda
to the robot’s expression. The study’s results suggest that
whether the user perceives alignment between the robot’s
expression and its internal state may depend on the type of
task the robot is performing.

The amount of information provided by human-like
feedback and machine-like feedback differed. Machine-like
feedback included information about the time taken for the
robot to make a decision, which is not present in human-
like feedback. In other words, machine-like feedback was
more informative regarding the response delay compared
to human-like feedback. However, when a user engages in
social interaction with a robot, machine-like feedback does
not enhance the user’s understanding of the robot’s state or
reduce the PWT. This implies that the user’s understanding
of the robot’s state might not be solely determined by the
amount of information provided by the robot. In social inter-
actions, the robot’s ability to leverage social cues as a social
entity can be just as important as the computational informa-
tion provided by the robot as a machine in aiding the user to
understand the robot’s state.

When combining the results of Study 1 and Study 2,
it became evident that the robot’s feedback was evaluated
differently based on the task it performed. In the scenario
where the robot executed the LCDT, the understandability of
human-like feedback was assessed at a level similar to that
of a robot without any feedback. Additionally, the PWT of
human-like feedback was rated lower than that of a robot
without any feedback. This implies that when the robot deals
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Fig.9 Interpretation of results (i) s kiR
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robot is carefully considering
the problem for me!
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LCDT

with the LCDT, which generally does not require consider-
able effort for a human to solve it, if the robot shows a thinking
gesture, the robot’s thinking gesture would hinder the user’s
understandability of the robot’s state. On the other hand, in
the scenario of performing HCDT, the robot with human-like
feedback received significantly higher evaluations in terms
of understandability compared to the robot without any feed-
back and was rated similarly to the robot with machine-like
feedback. This can be interpreted as the human-like feedback,
expressing thinking behavior, effectively helps users under-
stand the robot’s state which is solving complex problems,
even on par with the machine-like feedback, which provides
more information. In social interactions, there was a trend
that the robot with human-like feedback received the most
positive evaluations in the data, unlike in task-based interac-
tions. In task-based interactions, it can be crucial for the robot
to inform the user about its progress. This is because, in task-
based interaction, the user’s goal is clear, which is to complete
the given task, and there is a specific answer to achieve the
user’s goal usually. In such cases, the robot can calculate
how much time is needed to complete the task and efficiently
inform the user of its progress. However, social questions
often lack definitive answers. In such cases, offering social
cues through human-like feedback might become effective in
conveying the robot’s attentiveness and concern for the user.
This because, in social interactions, when the robot encoun-
ters a question that has no fixed or predefined response, the
robot’s human-like thinking behavior can be perceived as a
careful consideration to provide valuable advice to the user
(Fig.9).

5.2 Implications for Research

This paper suggests a user-centered design for robot response
delay feedback. User-centered design research on the feed-
back for response delay of robots is less explored than that
of web pages and applications. Unlike devices such as com-
puters, smartphones, and tablet PCs, the appearance and
interaction methods of robots are becoming increasingly
similar to humans due to the development of technology.
Accordingly, users can expect human-level response speed

HCDT Social

from the robots. However, robots do not yet have human-level
response speed in interactions that are not preprogrammed.
Therefore, we conducted this experiment to alleviate the neg-
ative impression of the robot caused by the robot’s response
delay that does not meet the user’s expectations.

We explored factors that influenced users’ expectations by
focusing on robot feedback design and task (e.g., a condition
that increases user expectation-i.e., LCDTs and human-like
feedback vs. a condition that lowers user expectation-HCDTs
and machine-like feedback). Moreover, we investigated the
effects of these variables on the impression made by the
robots in the first study. By comparing these variables
through user evaluation, we found that providing inappro-
priate feedback can be worse than providing no feedback at
all. Therefore, the study paves the way for robot feedback
design considering user expectations.

In addition, we found that the appropriate feedback type
can vary depending on the role the robot plays. When the
user interacts with the robot as a being that executes the
user’s commands, the robot’s machine-like feedback was
positively evaluated. By contrast, when the user interacted
with the robot as a social interactant, the robot’s human-like
feedback was evaluated positively. Accordingly, it will be
a cornerstone that opens the way for research on the vari-
ous state expression methods of robots depending on their
various roles.

5.3 Implications for Robot Design

When performing an action-based task, a robot inevitably has
aresponse delay. Realistically, there is a limit for some robots
to have the response speed that satisfies the user. Therefore,
our research explores variables that mitigate users’ negative
emotions toward the response delay of robots.

Robot feedback can reduce or increase the PWT during
the same waiting time. We found that the PWT affects service
evaluation in task-based interaction. It would be best if the
actual user’s waiting time could be reduced through techno-
logical development, but technology development to reduce
the robot’s response delay time requires a lot of money, time,
and effort. If the response delay cannot be managed immedi-
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ately, users will give up interacting with the robots, making
them unviable. Therefore, for a robot to be accepted in the
market, it is suggested that when it has a response delay, the
interaction design that reduces the PWT should be consid-
ered first in task-based interaction.

Furthermore, in social interaction, it is suggested that the
robot’s feedback is designed as human-like. When robots
interact with users as social beings, not as tools or machines,
human-like expressions could improve the robot’s sociability
and service evaluation. We confirmed that when the robot
functions as a social interactant, its sociability has a positive
impact on user satisfaction, as tested in H12. Therefore, when
developing a robot that provides social interaction to the user,
the interaction design that enhances the robot’s sociability
should be carefully considered.

5.4 Limitations

First, the shape of the robot we used in this study was a
mechanical arm. This may have had an impact on evalu-
ating the type of feedback that is effective for the robot.
In future study, if machine-like feedback and human-like
feedback for a robot with a human-like appearance are com-
pared and analyzed, results can be different from those of this
study.

Second, for rigorous experimental manipulation, the
robot’s action was limited to grabbing a can, moving it, and
putting it into one of the three boxes. The way the robot
responds to the user’s question in social interaction was not as
natural as in real social interaction. Therefore, there is a limit
to applying the current experimental results to social robot
development directly. If diverse robot actions are designed
according to the situation, it will be possible to generalize the
study results and suggest design guidelines that are applica-
ble to robot development.

Third, the number of participants and our participant pool
were limited. To develop universally commercialized robots,
the end-users’ perception of robots should be investigated.
The results of the study would be more generalized if larger
number of participants with various ages and levels of knowl-
edge can be recruited.

Forth, if we study feedback on response delay in more
diverse tasks, and use more detailed service evaluation and
understandability evaluation measurements in the future, the
results of the study can be extended and expanded and
can propose more sophisticated design guidelines for robot
response delay feedback.

Fifth, apart from the distinction between human-likeness
and machine-likeness, various other factors can influence the
user’s perception of the robot’s response delay. For instance,
comparing the hedonic strategy, which offers a gaming ser-
vice to the user, with the practical strategy, which provides
information about the current level of action planning while

@ Springer

awaiting the robot’s response, we can identify the HRI strat-
egy that effectively reduces PWT and enhances the overall
evaluation of the robot. If these response delay-related fac-
tors that can additionally impact the user’s perception of the
robot are explored in diverse ways, more sophisticated HRI
guidelines for robot response delay feedback can be devel-
oped.

Finally, a short-term experiment was executed in a labo-
ratory setting. Long-term experiments conducted in a natural
environment are desirable for future work. Furthermore,
some of the statistical results in this study exhibit marginal
significance. Given the variability in opinions regarding the
reporting of marginally significant statistical values, future
work which investigate factors that can substantially influ-
ence the marginal segment may benefit from addressing this
issue. Such investigations could be expected to enhance the
robustness and interpretability of the findings in this paper.
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