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Abstract
Delivery robots and personal cargo robots are increasingly sharing space with incidentally co-present persons (InCoPs) on
pedestrian ways facing the challenge of socially adequate and safe navigation. Humans are able to effortlessly negotiate
this shared space by signalling their skirting intentions via non-verbal gaze cues. In two online-experiments we investigated
whether this phenomenon of gaze cuing can be transferred to human–robot interaction. In the first study, participants (n =
92) watched short videos in which either a human, a humanoid robot or a non-humanoid delivery robot moved towards the
camera. In each video, the counterpart looked either straight towards the camera or did an eye movement to the right or left.
The results showed that when the counterpart gaze cued to their left, also participants skirted more often to the left from
their perspective, thereby walking past each other and avoiding collision. Since the participants were recruited in a right-hand
driving country we replicated the study in left-hand driving countries (n = 176). Results showed that participants skirted more
often to the right when the counterpart gaze cued to the right, and to the left in case of eye movements to the left, expanding our
previous result. In both studies, skirting behavior did not differ regarding the type of counterpart. Hence, gaze cues increase
the chance to trigger complementary skirting behavior in InCoPs independently of the robot morphology. Equipping robots
with eyes can help to indicate moving direction by gaze cues and thereby improve interactions between humans and robots
on pedestrian ways.
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1 Introduction

Imagine you are on the pedestrian way to walk your dog
or you are on your way to buy groceries. You greet your
neighbours but also meet delivery robots, typically looking
like autonomously driving boxes with six wheels [1, 2]. In
Estonia, the USA or UK such a scenario is not only imag-
ination but can happen daily, at least in certain areas. The
robots drive on the pedestrian way to deliver goods or food
with a range up to 5km navigating autonomously using, e.g.,
cameras, radar, and ultrasonic senors [3, 4]. Unavoidably,
they encounter pedestrians similar to the scenario described
above.However, such encounters beg the question howdeliv-
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ery robots and pedestrians can easily and intuitively interact
with each other to not run into or even hurt each other.

The requirements for safe, successful, andpleasant human–
robot interaction (HRI) can be quite different dependent on
the context and modality of the interaction [5]. Most HRI
scenarios consider users who willingly engage in the inter-
action because they work in a company or factory that uses
robots for specific tasks or they bought a robot to help them
with household chores. However, on pedestrian ways, the
interaction with a robot is often unintended, unplanned, and
spontaneous. Rosenthal-von der Pütten and colleagues called
people who are in an unplanned HRI InCoPs (incidentally
copresent persons). InCops are confronted with unplanned
interactions with robots in hotels and at airports as recep-
tionists and information kiosks, and increasingly also on
pedestrian ways when they encounter autonomously driving
delivery robots [6–8]. An InCoP can be a vulnerable road
user, i.e. someone using the road who is not shielded by a
car, but can also be a person who sits in a cafe or a child
playing on a nearby playground. InCoPs are characterized as
people engaging in or observing an HRI just because they
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"happen to be there" [9, p. 272] and not because of spe-
cific usage intentions. In this paper we consider the case that
InCoPs encounter a delivery robot autonomously driving on
the pedestrian way and are suddenly confronted with the task
to negotiate space with an unknown counterpart they poten-
tially never have been interacting with before.

Different field studies revealed that InCoPs often intu-
itively avoid approachingmobile robots, such as autonomous
delivery robots on pedestrian ways [10, 11], and misinterpret
the driving behavior of approaching service robots evenwhen
these robots attempt to avoid the InCoPs by changing their
trajectory leading to unsuccessful HRI. Babel and colleagues
constitute after their observations of these misunderstand-
ings that ”an autonomous robot in public should make its
current and future actions transparent and expectable.” [7,
p. 1633]. To foster safe and effortless navigation we need to
explore the effectiveness of different communication styles
for mobile robots to communicate their actions.

Since the development of delivery robots and autonomous
vehicles (AV) is proceeding, different types of communica-
tion styles between vulnerable road users and delivery robots
or AVs have been investigated in traffic research spanning
both verbal and non-verbal cues [12–14]. Previous work
found that gaze cues from AVs influence pedestrians’ safety
perception [15]. A virtual head implemented on a delivery
robot can improve the interaction between the robot and an
encountering human [14]. Flash lights can be used by AVs
to warn pedestrians not to cross the street when approaching
[16]. But also text written on an AV or as verbal message can
improve the perceived safety in a pedestrian-VA interaction
[17]. However, research here mainly focused on interactions
between vulnerable road users and AVs on traffic lanes and
especially crossroads not on shared pedestrian ways.

One approach to improve HRI is to transfer interaction
mechanisms from human–human interaction [18]. When
humans approach and pass each other on pedestrian ways
their visual field is an indication of their walking direction
and gaze cues are used to intuitively avoid collision [19–21].
To facilitate HRI, gaze cues were successfully implemented
in different non-navigational scenarios [22]. For instance,
joint attention can improve hand-over tasks between humans
and robots [23]. In a collaborative hand-over task, partic-
ipants were able to react faster when a robot was looking
at the object than somewhere else similar to the concept of
shared attention in HHI [23]. People recall more content of
a story told by a robot which looked to the conversational
partner than when looking away [24]. Also, in an online-
quiz participants used gaze cues by a virtual robot to answer
multiple-choice questions. Participants scored significantly
better when the robot’s gaze cues led to the correct answer
[25]. Even gaze aversion can be used by a robot to influence a
conversation with a human [26]. However, in these examples
human interactants willingly participated in the interaction

with the robots and the scenarios do not involve navigation in
potentially narrow and crowded places. InCoPs, however, are
usually unprepared tomeet a robot. In this regard it is interest-
ing that recent work demonstrated that robots can influence
InCoPs’ evaluation of a robot in passer-by situations. In a
hallway, participants passed a robot with a head. If the robot
raised the head as a cue of noticing and turned its head as a
cue of movement direction participants perception improved
regarding the ease of passing [27]. However, it is unclear
how InCoPs would react intuitively to gaze cues shown by
approaching robots. In the current studywe therefore explore
the potential of gaze cues to convey the delivery robot’s
planned trajectory and to trigger complementary navigation
behavior in InCoPs for safe passing situations on pedestrian
ways. Especially, we want to know whether gaze cues are
perceived differently when provided by a human or robots of
different morphology (humanoid vs. non-humanoid delivery
robot).

2 RelatedWork

2.1 Human Navigation on PedestrianWays

When people walk on pedestrian ways their visual field is
crucial for their walking direction [20, 21] and it serves mul-
tiple purposes. When people walk straight their eyes and

Fig. 1 Schematic of pedestrian using gaze cues of approaching coun-
terpart pedestrian for decision of walking direction
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head are also kept straight ahead and in the case they make a
turn their visual field is turned prior to walking [20]. People
walking ahead of us are used for gaze-following [28]. To pre-
vent collision with obstacles and other pedestrians people’s
eyes are fixated on them [21]. Furthermore, a person’s gaze
behavior is influenced by the behavior of the other pedes-
trians. In a virtual reality setting, participants more often
looked at a pedestrian walking straight towards them com-
paring two other pedestrians who changed their direction
away from the participant [29]. Additionally, Hessels and
colleagues observed in a study in which participants were
walking through University corridors that confederates who
ignored the participants were looked at the least, while con-
federates who tried to interact with the participants were
looked at the most [30]. Hence, we visually attend to the
way we are currently taking or we are about to take as well
as to obstacles and people in our surroundings.

Moreover, we use gaze cues to communicate with others
in passing situations [14, 19]. Nummenmaa and colleagues
found that gaze cues can indicate the walking direction. In a
simulation study, they found that participants skirted more to
the opposite direction, evading their counterpart, dependent
on the gaze cues the simulated counterpart showed (for a
visual representation see Fig. 1), meaning that the gaze cues
from an upcoming human such as staring in one direction
or moving the eyes to one direction are used to interpret the
walking direction and therefore to avoid collision by skirt-
ing to the opposite direction [19]. Furthermore, when the
gaze direction of the counterpart pedestrian does not match
to the walking direction the chance of navigational conflicts
increase [14]. In an experiment conducted on a University
hallway Hart et al. investigated whether people use gaze cues
from approaching confederates to pass by. They found the
chance of a collision between a confederate and a participant
increased when the confederate’s gaze direction and mov-
ing direction did not match. However, when the confederate
did not show any gaze because of e.g., looking at her phone
the collision did not increase. Therefore, pedestrians’ gaze
behavior takes on two tasks. On the one hand, through their
visual field pedestrians are able to see whether their space in
front of them is free to walk, and obstacles and other pedes-
trians can be identified and avoided [20, 29]. On the other
hand, pedestrians are able to use gaze cues from approach-
ing counterpart pedestrians to predict their walking direction
and avoid collision based on this [14, 19].

2.2 Gaze Cues in Human–Robot Interaction

Research has shown that gaze cues from robots can influ-
ence the interaction between humans and robots (see [22,
31] for reviews of gaze cues in HRI). Humans receive an
object faster if the robot looks at the object or at the person
while handing the object over in comparison to looking away

[32]. In collaborative tasks, gaze cues from robots influence
the perception of the robots, such as the perceived likability
or perceived social presence [33]. Robots can even influence
the group feeling of participants and comfortable distance
between humans and robots via gaze cues [34, 35].

Gaze cues have also been used in spatial interactions
between humans and robots. If a human passes a robot
Yamashita and colleagues have found that participants are
able to easier recognize the robot’s driving direction when
it turns its head towards the participants and afterwards to
the driving direction [27]. In this case, the interaction was
in general smoother and the robot was perceived as recog-
nizing the participant. Angelopolos et al. investigated how
people encountering the humanoid robot Pepper in a hallway
interpret its direction intention [36]. Comparing different
communication styles showed that legible navigation cues,
such as head movement or deictic gestures are necessary to
increase the chance of collision avoidance. To compare dif-
ferent types of non-verbal communication Hart et al. [14]
conducted a laboratory study in which a robot and a par-
ticipant encountered each other in a narrow hallway. Using
either LEDs or a virtual head on a screen on top of the robot
showed its intended driving direction. They found that the
direction cues coming from the virtual head decreased the
amount of collisions in comparison to the LED cues.

However, deictic gestures [36] and head movements [14,
36] might not be a feasible approach for delivery robots since
adding arms or a head unnecessarily increases themechanical
and control complexity of the robot aswell as its vulnerability
since these parts aremore sensitive to weather conditions and
break more easily in case of collision or vandalism. Hence,
integrating just a displaywith eyes providing gaze cuesmight
be a good approach. Related to this, Chang et al. [15] have
explored the impact of using human-like gaze cues by an
autonomous car (with eyes on the front) on safe interaction
at a pedestrian crossing in an VR study. The car either used
gaze cues or not to communicate the intention to yield. Par-
ticipants’ task was to stop walking across the street if they
felt unsafe to make the crossing. Confronted with gaze cues
pedestrians made more correct decisions regarding whether
it is safe or not to cross the street compared to a car that did
not use gaze cues.

In summary, HRI research of gaze cues mostly focused
on interactions in which the human and the robot worked
together, for instance, in collaborative tasks. In passing sit-
uations, HRI research is still scarce and mostly focused on
the influence of head movements and rather explored the
social perception of the robot. For delivery robots, however,
adding a head might be counterproductive to the purpose of
the robot, i.e. beweather resistant, robust and durable. Hence,
adding just eyes providing gaze cues might be more feasible
and yet still provide the possibility for intuitive human-like
interaction.
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2.3 Delivery Robots and AVs on the Streets

In the course of theprogressivedevelopment of autonomously
driving delivery robots and AVs, current research on interac-
tions between these technologies and vulnerable road users
is growing to investigate possible communication styles that
can be implemented to facilitate interactions [15, 17, 37].
Not surprisingly, people want to meet delivery robots whose
behavior is transparent and expectable [7, p. 1633] and
behave cautious [10, 38, 39] or express to be cautious because
of the lack of information on how the delivery robots might
behave [40]. Meeting a delivery robot on a pedestrian way is
still something new and unique causing interest and curios-
ity in many InCops often leading to explorative behavior [7,
39]. However, these observational field studies also show
that many pedestrians are in a hurry or simply not overly
interested in delivery robots. In these situations it is essential
to InCops to quickly assess the robots moving intentions in
order to pass it quickly and safely, but they lack a mental
model of delivery robot behavior and often also direct infor-
mation provided by the robot. The research by Yu et al. [41]
tried to tap the first question of missing mental models by
providing path predictions via augmented reality elements.
In aVR study they showed participants their predicted path as
well as the path of the robot thereby providing participants the
chance to develop a mental model of the robot’s behavior in
relation to their own behavior. For everyday interactions this
approach seems not feasible because it would require pedes-
trians to wear some kind of device. However, the researchers
highlight the importance of this approach in order to ”helping
people develop a mental model of howmobile robots operate
through dynamic path visualisations” [41, p. 218].

A simpler way is to equip AVs and delivery robots with
communication signals conveying their intentions. Naviga-
tion communication for AVs and delivery robots is realized
predominantly using light concepts (e.g., flashing lights) or
verbal commands. For instance, Deb et al. [17] investigated
different verbal or visual communication styles displayed
on the front of an AV in a virtual reality (VR) study. Par-
ticipants encountered an AV with a person sitting in the
driving chair at a crosswalk. Results showed that participants
felt safer and preferred some kind of visual communication
style compared to no communication at all. Furthermore,
the command ’walk’ either written in front of the car or as
verbal message was preferred the most. As discussed above
autonomous cars can also use gaze cues to indicate whether
or not they intend to yield at an intersection as was explored
in a VR study [15]. AVs are, however, different from delivery
robots since for most of the time they do not share the same
space as pedestrians and usually meet them only at inter-
sections and crosswalks, while delivery robots are mostly
envisioned to operate on pedestrian ways and thus would
be constantly in contact with multiple vulnerable road users

sharing the same space. Verbal commands to every single
pedestrian could become annoying very quickly when in a
crowded space. Regarding the communication of trajectories
of mobile robots on pedestrian ways, Hetherington and col-
leagues investigated different light concepts in a video-based
online study [42]. They found that participants preferred
when robots showed arrows projected on the ground instead
of flashing lights. Similarly, Kannan et al. [43] investigated
in an online-study which kind of communication style par-
ticipants would prefer if they would have to interact with a
delivery robot. Results showed that participants preferred a
display with text or signs over lights shown on the delivery
robot to present the driving direction.

The presented studies on communication signals for deliv-
ery robots explored different signal types, however, gaze
cues were not addressed to far. They also rely on people’s
preferences and attitudes in online studies, instead of actual
behavior. Since interaction studies are resource intensive and
passing situations are a potential safety risk this approach
is understandable. However, considering the work by Num-
menmaa et al. [19] online studies can also be used to actually
study humans’ immediate reactions to video stimuli instead
of only assessing preferences, thereby, being a better predic-
tor for real world behavior.

2.4 Summary and Research Objectives

Field studies with mobile service robots have demonstrated
that the navigation behavior of robots is often misinterpreted
by InCoPs. Even when the robot detects InCoPs and intends
to avoid the person, people often simultaneous start a (con-
flicting) evading maneuver thereby causing the robot to stop
to avoid a collision [7] and humans to circuitously pass
the robot. Missing transparent communication about mov-
ing intentions has been identified as the main cause for this
phenomenon [7, 10, 38–40]. Looking at how humans solve
the task of passing each other might be a fruitful approach to
solve this problem for robots. Previous work explored head
movements or deictic gestures, but these would require the
delivery robot to actually have a head or arms/hands which
adds unnecessary complexity to the robot.Moreover, human-
like features are intuitive to humans, however, too much of
them can evoke increased interest in pedestrians possibly
leading to unwanted extended interactions with the delivery
robot thereby hindering its purpose of quick delivery. Equip-
ping delivery robots with basic eyes to provide gaze cues for
navigationmight be a goodmiddleway, especially since gaze
cues have been proven useful in other HRI scenarios often
involving humanoid robots. To close the gap between the
different strands of previous work, we investigated whether
gaze cues from humans and humanoid and non-humanoid
robots have an influence on peoples’ intuitive skirting deci-
sion using short videos in which different counterparts move
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Fig. 2 Still frames from videos (left: human, middle: non-humanoid delivery robot, right: humanoid robot)

towards the camera and show different eye movements. We
are interested in whether gaze cuing effects transfer to HRI
and whether these anthropomorphic cues in non-humanoid
robots influence their social perception by InCops.

RQ1: Can the effect of gaze cuing also be found in HRI with
non-humanoid delivery robots?

RQ2: Does equipping a non-humanoid delivery robot with
anthropomorphic cues (eyes and gaze cues) influence
the social perception of the robot?

If a gaze cueing effect is present we expect based on the
work by Nummenmaa et al. [19] that:

H1: Eye movements to the right or left from a human
increase the probability to skirt to the opposite direc-
tion.

H2: Eye movements to the right or left from a humanoid
robot increase the probability to skirt to the opposite
direction.

To investigate the research questions and hypotheses, we
conducted to online studies, Study 1 conducted in a right-
hand driving country and Study 2 conducted in left-hand
driving countries in order to control for automatism effects
caused by left-/right-hand traffic.

3 Study 1

To investigate the above mentioned hypotheses and research
questions we conducted a 3 (Counterpart) × 3 (Gaze Cues)
online experiment as an extension to Nummenmaa et al.’s
work [19]. Participants watched short videos in which a
counterpart walked or drove towards the camera in a hall-
way. The Counterpart (between-subject factor) was either
a human, the humanoid robot Pepper or a non-humanoid
delivery robot. In each video, the counterpart showed dif-
ferent Gaze Cues (within-subject factor). They either looked
straight ahead or made an eye-movement to the right or left.

3.1 Methods

3.1.1 Videos

All videos had the same scenario of a narrow corridor (cf.
Fig. 2). The camera angle was at eye-level and the camera
picture zoomed in over time to give the participants the per-
ception of walking forwards. In each video, one of the three
counterparts came towards the camera (see Fig. 3 as an exam-
ple). The human was a young Northern-European woman
with no walking disabilities. She walked straight towards the
camera with no head movement. In the video with straight
eyes she did notmove her eyes but looked straight to the cam-
era. In case of an eyemovement she started with straight eyes
and moved her eyes to the left or right and back to straight
eyes while walking straight. She continued until the end of
the video. Thehumanoid robotwasPepper, awhite robotwith
movable arms and head. It has one legwith a broad footwhich
has small wheels underneath tomove around [44]. Since Pep-
per normally cannot move its eyes we edited moving eyes to
the video at the position of its fixed eyes. To not distract the
participants we also edited the video to look like the display
in front of Pepper’s chest is turned off. The non-humanoid
delivery robot is a mock-up with six wheels designed and
built at the Chair Individual and Technology (iTec) at RWTH
Aachen University. Using a Wizard-of-Design we drove the
delivery robot towards the camera by remote control [45]. In
front of the delivery robot was a tablet attached to show the
eyes. In case of straight eyes both robots had straight eyes.

Fig. 3 Still frames of video procedure of non-humanoid delivery robot

123



316 International Journal of Social Robotics (2024) 16:311–325

In case of an eye movement the eyes on Pepper’s face and
on the table of the delivery robot moved to the right or left
while driving starting with straight looking eyes, similar to
the human condition. The two robots had an approaching
velocity of approx. 1.3 km/h. The human walked at average
walking speed. The camera focus were on the counterparts’
eyes. Since Pepper and the delivery robot were smaller than
the woman the camera perspective differed slightly. Each
video was approx. 5 s.

3.1.2 Measurements

While watching the videos participants were asked to indi-
cate in which direction they would skirt by clicking different
keys on the keyboard (F = skirt to the participant’s left direc-
tion, J = skirt to the participant’s right direction, see Fig. 4).
Hence, skirting direction was a binary measure. Addition-
ally, we measured the reaction time from the moment the
video started until the participants clicked on one key as a
quality measurement. If participants needed too much time
to indicate the skirting direction (more than 5s) or clicked to
fast (under 2 s) the trial counted as a fail. The threshold of
2 s was set because watching the video for only 2 s did not
secure to have noticed the eye movement as gaze cues in the
video. Reaction times higher than 5s mean participants did
not react while watching the video but afterwards.

Additionally, participants had to answer to different ques-
tionnaires. In order to investigate the participants’ social
attribution towards the two robots they filled in the Robotic
Social Attributes Scale (RoSAS) [46]. It has three sub scales
— warmth (α = .91), competence (α = .84) and discomfort
(α = .82)—with six items each, such as the items happy and
social from the sub scale warmth. For each item participants
had to indicate how much they associate the seen robot with
the item on a 9-point Likert scale.

To further explore the characteristics of the sample, par-
ticipants were asked about their attitudes towards robots
using the Negative Attitudes towards Robots Scale (NARS)
[47], a scale assessing their expectations with regard to the
robots seen in the videos [48, 49], and their prior experi-
ence with robots [50]. The English version of the NARS
(α = .80) [47] has three subscales: future/social influence
(3 items, e.g., “I feel that if I depend on robots too much,
something bad might happen”), relational attitudes (5 items,
e.g., “I would feel uneasy if robots really had emotions”) and
actual interactions and situations (3 items, e.g., “I would
feel very nervous just standing in front of a robot”) with
a 5-point Likert scale (“I do not agree at all.” to “I agree
completely.”). The expectations towards robots were inves-
tigated by using the sub scale Expectedness (4 items, e.g.
“The robot’s behavior is appropriate.”, 5-point Likert scale
from strongly disagree to strongly agree, α = .75) [48, 49].
If necessary we changed the entity’s name to "robot". We

Fig. 4 Schematic of delivery robot gaze cuing to rightwith participant’s
decision possibilities of skirting direction

measured the participants’ previous experiences with robots
using the sub scale Robot-related experiences fromMacDor-
man and colleagues (5 items, e.g. “How many times in the
past one (1) year have you read robot-related stories, comics,
news articles, product descriptions, conference papers, jour-
nal papers, blogs, or other material?”, 6-point Likert scale
from 0 to 5 or more, α = .82) [50].

3.1.3 Procedure

The experiment was conducted online using the survey
platform SoSci-Survey [51]. After asking for consent the
experiment started by explaining the procedure and show-
ing one video as a test trial. Then, the videos showing the
counterparts and gaze cues started. Since Counterpart was
a between-subjects factor and Gaze Cues a within-subjects
factor participants watched either the human, Pepper, or the
delivery robot presenting different gaze cues. Each videowas
shown 5 times meaning each participant watched in total 15
videos. While watching the randomly ordered videos partic-
ipants were asked to indicate in which direction they would
skirt by clicking different keys on the keyboard (F = skirt to
the participant’s left, J = skirt to the participant’s right, see
Fig. 4). Participants were informed that the experiment was
not a speed test. However, they were instructed to click one
of the keys as soon as they have decided in which direction
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to skirt. The video ended either after the participant clicked
one of the keys or when the video was finished after 5 s.

After all 15 videoswere shown, the participants completed
the questionnaires described above. We intentionally asked
these questions after showing the videos to increase the par-
ticipants’ feeling of a spontaneous encounter with one of the
counterpartswhilewatching the videos. Participantswho saw
a robot in their videos (Pepper or delivery robot) were asked
questions regarding their perception of and attitudes towards
robots using RoSAS [46], NARS [47] and their expectations
regarding the seen robots [49, 52]. These questionnaire were
not administered to the participants in the human condition.
Furthermore, we asked for the prior experiencewith robots of
all participants [50]. Additionally, we assessed demographic
data (age, gender, highest level of education), andparticipants
were able to freely comment on the study. Finally, partici-
pantswere thanked for their participation and debriefed about
the purpose of the study.

3.1.4 Participants

Ninety-two participants were recruited via a course on infer-
ential statistics from RWTH Aachen University over the
period from 16th to 18thMay 2021. Participation was volun-
tary and about 50 percent of course attendees completed the
study. After completion of the study and debriefing, we used
the resulting data for a hands-on analysis in the same statis-
tics course utilized for recruiting. Thirteen participants did
not complete the survey: Hence, they were excluded leaving
79 participants (27 women, 48 men, 2 diverse people and 2
people who did not specify their gender) for data analysis.
The average agewasM = 22.94 (SD = 3.11). Forty-six par-
ticipants had a high-school degree. Twenty-three participants
were students with a Bachelor’s degree and ten participants
had a Master’s degree.

Twenty-eight participants saw the human counterpart
approaching. In 31 cases, Pepper drove towards the par-
ticipants, and 20 participants watched the non-humanoid
delivery robot driving towards them. Participants did not sig-
nificantly differ in their prior knowledge of robots (n = 79,
F(2, 76) = 1.2, p = 0.3). Additionally, participants who
watched the two robots (n = 51) did not significantly vary
in their attitudes towards robots (NARS; future/social influ-
ence: t(42.53) = − 0.40, p = 0.69; relational attitudes:
t(45.71) = − 0.14, p = 0.89; actual interactions and sit-
uations: t(35.69) = 0.04, p = 0.96) and participants’
expectations did not significantly vary between conditions
(n = 51, t(47.71) = 0.15, p = 0.88).

3.2 Results

3.2.1 Data Cleansing Procedure

We only included data points with a reaction time between
2 and 5s. At the beginning of the videos, the counterpart is
down the hallway and approaches slowly meaning that the
counterpart is too far away to see the eyes. Reaction times
higher than 5s means that the video is already terminated
indicating that participants do not decide spontaneously or
that participants were distracted. Hence, for reaction times
out of the time range of 2–5s the participants’ perception of
gaze cues is not secured and these trials were excluded from
data analysis. After the cleansing procedure in total n = 645
data points were included in the analysis.

3.2.2 Skirting Direction

For data analysis, we used the statistical environment R [53]
and the package lme4 [54], which allowed for mixed-effects
modeling. To investigate the influence of Gaze Cues and
the type of Counterpart on the skirting direction we used
the General Linear Mixed Effects Model on intercepts for
binary data with gaze cues and counterparts as fixed effects,
participant-ID as random effect (SD = 1.71, random effect for
intercepts), and skirting direction as binary-scaled criterion
because this was the maximal model that converged [55].
Since the fixed effects were nominal scaled with three con-
ditions we compared the condition human to the other two
counterparts and straight eyes to the two eye movements.

Results showed that if the counterpart moved their eyes
to the left the probability of skirting to the right significantly
decreased (b = − 0.94, p < 0.001). Hence, the probability
to skirt to the left increased significantly. However, there was
no significant influence of gazing to the right (b = 0.10,
p = 0.69). If the counterpart moved their eyes to the left
participants skirted in 59% of the trials to the left, whereby if
the counterpartmoved their eyes to the right or looked straight
participants skirted in 45% of the trials or less times to the
left (cf. Table 1 and Fig. 5). Also, the different counterparts
had no significant influence on the probability to skirt to the
right (Human vs. Pepper: b = − 0.90, p = 0.11; Human vs.
Delivery Robot: b = 0.14, p = 0.82). However, it is worth to
mention that descriptively participants showed quite similar
skirting behavior when the human (47% skirt to the left) or
the delivery robot approached (40% skirt to the left). But
if Pepper came towards the camera in 61% of all the cases
participants skirted to the left (cf. Table 1).
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Table 1 Relative frequencies of skirting direction based on counterpart and gaze cues in right-hand driving country

Gaze cue Human Pepper Delivery robot Overall

Left Left: 62% Left: 65% Left: 50% Left: 59%

Right: 38% Right: 35% Right: 50% Right: 41%

Straight Left: 40% Left: 59% Left: 35% Left: 45%

Right: 60% Right: 41% Right: 65% Right: 55%

Right Left: 36% Left: 58% Left: 36% Left: 44%

Right: 64% Right: 42% Right: 64% Right: 56%

Overall Left: 47% Left: 61% Left: 40%

Right: 53% Right: 39% Right: 60%

Percentage of left and right skirting summed up to 100% in each cell

Fig. 5 Skirting decisions of participants based on gaze cues of counterparts in right-hand driving countries

3.2.3 Further Results

For the analysis of the social attributions to robots (RoSAS)
only participants who have watched a robot were included
(n = 51). We found no significant differences on the
sub-scales warmth (t(40.14) = − 0.66, p = 0.51) and com-
petence (t(45.52) = − 0.63, p = 0.53). However, there
was a significant difference between Pepper (M = 3.57)
and the delivery robot (M = 2.66) on the sub-scale discom-
fort (t(46.43) = − 2.14, p = 0.04). Access to data and
r-scripts is possible through the Open Science Framework
storage [56].

3.3 Discussion

In this first study, we investigated whether gaze cues have
an influence on the decision of skirting in HHI and HRI. In
an online-experiment participants watched short videos in
which either a human, the humanoid robot Pepper, or a non-
humanoid delivery robot moved towards the camera showing
either an eye-movement to the left or right or looking straight.

3.3.1 Skirting Direction

Results showed that gaze cues partly influence the skirting
direction. Only if a counterpart looked to the left participants
more often skirt to the left. But if a counterpart showed gaze
cues to the right the probability to skirt to the right did not
increase compared to the case of straight eyes. This partially
fits to the results Nummenmaa et al. [19] who found that peo-
ple skirt to the opposite direction in case of gaze cues shown
by a human (for visual representation see Fig. 1). However,
they compared left and right gaze cues without a condition
of straight eyes. In contrast, we used a third condition as
control condition showing that in case of straight eyes par-
ticipants tend to showsimilar skirting behavior in comparison
to gaze cues to the right (cf. Fig. 5). The participant sample
in the first study was recruited from a University course of
the RWTH Aachen University which is a right-hand driving
country inwhich peoplemight have the tendency to skirt intu-
itively to the right when no other direction cues are presented.
Moreover, the majority of the participants were supposedly
right-handed and thereby might have a stronger tendency to
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press the right button instead of the left button, in that making
it difficult to attribute our findings solely to the tendency to
skirt right because they are used to right-hand traffic. Study
2 shall therefore address the question whether the effect in
skirting behavior is due to the right-handed driving in Ger-
many.

Moreover, we did not find a significant influence of the
counterpart on the skirting direction. In specific, the skirting
behavior was quite similar when the human or the delivery
robot were seen in the video (cf. Table 1). However, even
though results were not significant (p = 0.11) descriptive
statistics showed differences between Pepper and the human.
While participants skirted in 53% of the cases to the right if
the human approached only 39% skirted to the right when
Pepper drove towards the camera.

3.3.2 Social Attributions to Robots

Regarding the social attributions to robots warmth and com-
petence, results showed no significant difference between
the non-humanoid delivery robot and the humanoid robot
Pepper. However, participants reported significantly more
discomfort watching Pepper. Usually, Pepper does not have
moving eyes. For this study we edited moving eyes simi-
lar to the delivery robot’s eyes to Pepper. This might have
limited the believability of the eye-movement due to the
video-editing resulting in possible disappointment [57].

4 Study 2

4.1 Research Plan and Hypotheses

After conducting the first study the question remains whether
the results regarding the gaze cues are due to the fact
that the first sample was recruited in Germany — a right-
hand driving country — or due to the handedness of the
participants. Therefore, we addressed this question in a
follow-up study for which we recruited participants from
countries with left-hand driving. In left-hand driving coun-
tries, people should have the natural tendency to skirt to
the left (not to the right). Hence, expecting the reverse
result as found in Study 1, participants should be influ-
enced by gaze cues to the right increasing the probability
to skirt to the right. We thus pose the following hypothe-
sis:

H3: Eye movements from (a) a human, (b) a humanoid
robot and (c) a non-humanoid delivery robot to the right
increase the probability to skirt to the right in left-hand
driving countries.

4.2 Methods

4.2.1 Online-Experiment

The design and procedure of the second experiment was
similar to the first experiment: A 3 (Counterpart, between-
subject)× 3 (Gaze-Cues, within-subject) online-experiment.
We used the same videos as in the first study to be able to
compare the results of the studies to each other. However,
we included two questions to check whether participants
were attentive and recognized the gaze cues by asking
the following questions: “What did the robot/human do in
the videos?” and “What did the eyes of the robot/human
do?”. Again, participants watched 15 videos of one of the
counterparts and had to make a decision when and where
to skirt. The same measurement instruments were used.
Additionally, participants were asked for their country of
origin and handedness. Inclusion criterion for this study
was that participants live in a left-hand driving country.
Thus, recruiting was performed in 22 English-speaking left-
hand driving countries (e.g., Australia, Jamaica and United
Kingdom). Furthermore, participants completed attention
checks. They were asked to describe the scenario of the
video (“Please briefly describe the scenery of the videos
you just watched.”) and the clothes of the human (“Please
briefly describe what the person was wearing in the videos
you just watched.”) or the design of the robot (“Please
briefly describe the robot you saw in the videos.”). As
compensation participants received 3$ for their participa-
tion.

4.2.2 Participants

Participants (N = 176) were recruited via AmazonMechan-
ical Turk in the period from 21st December 2021 to 2nd
January 2022 [58]. Forty-eight participants needed to be
excluded due to different excluding criteria: missing the
included attention check, not recognizing the counterparts’
eyes, not finishing the study or not currently living in a
left-hand driving country. The remaining 128 participants
included in the data analysis were 88 men and 40 women.
The average age was M = 34 (SD = 10.58). Ninety-
five participants had a University degree, 14 participants had
some kind of technical training, and 34 participants had no
or a high school degree. 86% of the participants identified
themselves as European. 4% were Asian, 3% were South-
American. 2% came from Australia, and 1% identified as
African. 2% of the participants had two nationalities and 2%
did not indicate their nationality. 80%of the participantswere
right-handed, and 16% were left-handed. 3% indicated to be
ambidextrous.

Participants did not significantly differ in their negative
attitudes towards robots (NARS; n = 84; future/social
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influence: t(75.37) = − 0.68, p = 0.50; relational atti-
tudes: t(79.33) = − 0.18, p = 0.86; actual interactions
and situations: t(78.99) = − 0.61, p = 0.54) between
robot conditions. Furthermore, participants did not sig-
nificantly differ in their expectations towards the robots
(n = 84, t(67.81) = 1.09, p = 0.28). The participants’
prior knowledge was not significantly different between
the three counterparts (n = 128, χ2(2) = 4.27, p =
0.12).

4.3 Results

4.3.1 Skirting Direction

We only included data points with a reaction time between
2 and 5s. For a reasoning see Study 1. After the cleans-
ing procedure in total n = 1330 videos were part of the
analysis. Similar to the first study, we used the maximal con-
verging General Linear Mixed Model for binary data with
counterpart and gaze cues as fixed effects and participant-ID
as randomeffect (SD=1.31, randomeffect for intercepts) uti-
lizing the R-package lme4 [53, 54]. The conditions human
and straight eyes were used as references for their respec-

tive fixed effects. Results showed that gaze cues to the right
(b = 0.37, p = 0.02) and to the left (b = − 0.34, p = 0.04)
had a significant influence on the skirting direction. If the
human or robots moved their eyes to the right in 44% of the
cases participants skirted to the right. In comparison, if the
counterpart moved their eyes to the left the chance to skirt
to the right was 31%, and if they looked straight forward
the chance was 37% (cf. Table 2 and Fig. 6). However, there
was no significant influence of the counterpart (Human vs.
Pepper: b = 0.18, p = 0.61; Human vs. Delivery Robot:
b = − 0.21, p = 0.34). In case of an approaching human in
37% of the trials participants skirted to the right. If Pepper
came towards the camera in 35% of the trials participants
skirted to the right. In 40% of the trials in which the delivery
robot approached participants skirted to the right (cf. Table
2).

4.3.2 Further Results

Regarding the participants’ (n = 128) social attributions
towards robots (RoSAS), there were no significant differ-
ences in the sub scales warmth (t(81.47) = − 0.02, p =
0.98), competence (t(67.76) = 0.20, p = 0.84) and dis-

Table 2 Relative frequencies of skirting direction based on counterpart and gaze cues in left-hand driving countries

Gaze cue Human Pepper Delivery robot Overall

Left Left: 73% Left: 66% Left: 68% Left: 69%

Right: 27% Right: 34% Right: 32% Right: 31%

Straight Left: 66% Left: 66% Left: 57% Left: 63%

Right: 34% Right: 34% Right: 43% Right: 37%

Right Left: 52% Left: 63% Left: 54% Left: 56%

Right: 48% Right: 37% Right: 46% Right: 44%

Overall Left: 63% Left: 65% Left: 60%

Right: 37% Right: 35% Right: 40%

Percentage of left and right skirting summed up to 100% in each cell

Fig. 6 Skirting decisions of participants based on gaze cues of counterparts in left-hand driving countries
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comfort (t(79.04) = − 0.53, p = 0.59) of RoSAS. Access
to data and r-scripts is possible through the Open Science
Framework storage [56].

5 Overall Discussion

In the empirical work described above we investigated
whether gaze cues from approaching humans and robots
influence participants’ skirting decisions to avoid collision.
In two online-experiments participants watched short videos
inwhich either a human, the humanoid robot Pepper, or a non-
humanoid delivery robot moved towards the camera showing
either an eye-movement to the left or right or looking straight.
The aim was to explore whether gaze cues can be used to
facilitate safe passing situations between autonomous deliv-
ery robots and InCoPs. In HHI, gaze cues are used to signal
other pedestrians whether someone wants to skirt left or right
to pass by as shown in an online study by Nummenmaa et al.
[19]. Our studies conceptually replicate this work and inves-
tigate whether this mechanism can be transferred to HRI.

5.1 Gaze Cues

Within the two conducted studies we observed that gaze cues
are used by participants to analyse the counterpart’s walking
or driving direction. While Nummenmaa et al. discovered
that gaze cues influence participants’ skirting decision in gen-
eral [19] we further scrutinized this effect by implementing
a third condition with straight eyes. Results from our first
study suggested that gaze cues might be differently inter-
preted dependent on the country people live in, i.e. gaze
cuesmight be differently effective depending onwhether cars
drive on the right or on the left side of the car lane. Specifi-
cally, results from inferential statistics only partly confirmed
our hypotheses and research questions from the first study
(H1, H2 and RQ1, cf. Sect. 2.4). Namely, eye movements
significantly decreased the tendency to skirt to the right only
in the case of gaze cues to the left. However, there was no sig-
nificant increase of skirting to the right when the counterpart
looked to the right in comparison to looking straight forward
(cf. Sect. 3.2.2). A further inspection of the descriptive results
of the first study showed that participants had a similar skirt-
ing behavior when the counterpart looked straight forward
or looked to the right (cf. Fig. 5). This was consistent for
all counterparts, i.e. a human counterpart (partial support for
H1), a humanoid robot (partial support forH2), and a delivery
robot (RQ1). This indicates an intuitive skirting direction to
the right in case of no gaze cues in right-hand driving coun-
tries which is not further increased in case of gaze cues to
the right. However, if counterparts show gaze cues to the
left participants increased the chance to skirt to the left. We
identified two possible causes for this effect: results could

have been due to the right-hand traffic in Germany or they
might have been an artifact because the majority of people
are right-handed, hence, pressing the right button might have
been preferred. Therefore, we repeated our study with par-
ticipants in left-hand driving countries to be able to clearly
attribute our effect to the gaze cues.

Contrary to our expectations based on Study 1 (H3, cf.
Sect. 4.1), the phenomenon of how gaze cues influence skirt-
ing behavior were not limited to left gaze cues in the second
study. Both, gaze cues to the left and right, increased the par-
ticipants’ chance to skirt to the left and right, respectively
(cf. Fig. 6). In contrast to Study 1, results of Study 2 suggest
that gaze cues generally influence the skirting behavior as
suggested by Nummenmaa et al. [19] and could therefore be
used as an effective mechanism to navigate safely in shared
public spaces such as pedestrian ways.

An open question is, however, why results differ between
our two online studies. We identified enhanced data quality
management in Study 2 as a possible cause. While Study
1 was conducted as part of a study course the execution of
Study 2 was more systematic. Here, we included attention
andmanipulation checks to secure that only participants who
actually recognized the eyes were part of the data analysis.
Furthermore, with n = 1330 data points the sample size
of Study 2 that was part of the data analysis of the skirt-
ing direction was more than twice that of Study 1 (n = 645).
Combining these two aspects increases the chance that extra-
neous influences such as missing the eye movements in
the videos or individual participant characteristics were less
influencing our data in Study 2 in comparison to Study 1.
Therefore, specifically Study 2 replicated and extended the
results from Nummenmaa et al. [19] showing that gaze cues
to left and right do increase to skirt to the left or right, not only
in comparison to the other direction but also comparing to
looking straight. Furthermore, our results suggest that equip-
ping especially delivery robots with eyes can increase the
chance of successful intuitive interaction between humans
and robots.

5.2 Type of Counterpart and Social Perception

Due to the fact that research regarding gaze cues in passing
situations is still scarce we asked ourselves whether equip-
ping a non-humanoid delivery robot with eyes via a tablet in
front of the robot might influence the social perception of the
robot (RQ2, cf. Sect. 2.4).

Therefore, participants were asked regarding their social
attribution towards the approaching robots. Results of the
first study showed that there was no significant difference
in the sub-scales warmth and competence in both studies.
However, we found a significant higher feeling of discom-
fort towards the humanoid robot Pepper in comparison to
the non-humanoid delivery robot (cf. Sect. 3.2.3). On the one
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hand, these results show us that equipping a non-humanoid
robot with eyes should not negatively influence the social
perception. On the other hand, they opened the question why
the gaze cues negatively influenced the social perception of
the humanoid robot Pepper. Originally, we explained that
phenomenon with the possibility of participants being disap-
pointed due to the limited believability of the eye movement
(cf. Sect. 3.3.2). In our second study, these results were not
replicated although descriptive statistics indicate the same
tendency (Pepper M = 3.11, delivery robot M = 2.92). Since
we included a manipulation check regarding the eye move-
ment in Study 2 our assumption is that differences in Study 1
were due to the effect of some participants actually missing
the gaze cues when Pepper drove towards the camera and
therefore feeling uncomfortable, because of intuitively feel-
ing that something was off but not being able to point it out.
We assume that Pepper’s video-edited eyes do not perfectly
fit to the overall appearance causing this effect.

These results go hand in hand with the differences in
the skirting direction behavior between the two studies. In
both studies, there was no significant difference between the
robots and the human counterpart with regards to the effec-
tiveness of gaze cues (cf. Sects. 3.2.2 and 4.3.1). However
in Study 1, participants’ skirting behavior was different on
a descriptive level when Pepper approached in comparison
to the human or the delivery robot (cf. Table 1). Again, by
including a manipulation check in Study 2, this pattern was
not replicated (cf. Table 2). Therefore, we believe that if the
eye movements of robots are clearly visible they can pos-
itively influence the skirting direction of InCoPs and can
function as gaze cues in situations where robots and humans
pass each other in narrow hallways or pedestrian ways [36].

5.3 Limitations and Implications

We conducted online studies which eliminated the risk of
infection in times of Covid-19. Moreover, an online study is
a first reasonable step to investigating the potential effective-
ness of gaze cues in different robot types before conducting
resource intensive laboratory and field experiments, but this
approach also has its downsides. By creating videos in which
the human and robots came towards the camera the partici-
pants were able to imagine a pedestrian scenario. However,
imagining to encounter a robot or human and clicking on a
keyboard as a reaction leaves the possibility of a decreased
external validity. Here, further research in interaction lab-
oratory studies and observational field studies investigating
humans and robots passing each other is needed [10, 11, 27].
Since people only clicked on a keyboard as reaction and did
not actually evaded a counterpart we decided to only utilize
the binary reaction of left or right and to not interpret the
timing of reaction because among other issues this depends
on the visibility of the gaze cues. Participants were asked to

use a computer to participate in the studies. But the screen
size was not determined and therefore reaction time was not
interpreted. Since the timing of avoiding might be essen-
tial for successful passing, future research should investigate
whether gaze cues influence the reaction time.

In the two presented studies, we only compared different
types of eye movements in HHI and HRI in a hallway to see
whether gaze cues can help interacting with passing robots
and humans. However, we did not consider other possible
cues to show moving direction, such as head movements
or signs. This leaves space for future research to compare
gaze cues with other possible cues [14] to benchmark their
effectiveness. Additionally, dependent on the robot’s task
spontaneous interactions with robots can happen in hallways
(e.g., in hospitals [59]) but also outside on the streets [10].
Therefore, future research should investigate how gaze cues
in HRI work in different kind of contexts and situations.

As mentioned above, by utilizing videos we were able to
let the participants imagine the scenario of walking down the
corridor and meeting either a person or a robot. The coun-
terparts walked and drove straight towards the camera. As
a potential limitation we identified that the body position of
Pepper might look not completely straight but slightly to its
right (cf. Fig. 2). If this would be the case and indeed would
have influenced our data participants should generally skirt
to the right in case of watching Pepper independently of the
gaze cues. However, this was not the case (cf. Tables 1, 2).
Therefore, we can assume that participants did indeed see the
robot as driving straight towards the camera. Nevertheless,
future research with alternative video material and alterna-
tive studymethods, such as laboratory studies or field studies,
should be conducted to generalize the present results.

Since delivery robots are more and more used to deliver
goods, pedestrians and robots need to share space on pedes-
trian ways. Equipping non-humanoid delivery robots with
eyes offers the possibility to positively influence participants’
skirting behavior. Therefore, future designs could implement
moving eyes as visual non-verbal cues to indicate the robot’s
driving behavior and decrease the risk of collision because
people are able to interpret the robot’s planned direction [27,
36].

6 Conclusion

Results from two online studies support that gaze cues can
be used to facilitate safe HRI passing situations. While in the
first study only gaze cues to the left increased the chance to
skirt to the left, results in the second study showed significant
increasing of skirting direction in both directions. This dif-
ference can be explained by a higher power and a clearer data
set due tomanipulation and attention checks. Both results are
irrespective of who provides gaze cues, a human, or different
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kinds of robots hinting to the possibility that gaze cues can
be transferred from HHI to HRI.
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