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Abstract
With interest growing in social robots for older people, it is crucial to consider how robots can be designed to support
wellbeing and ethical values in residential aged care. By applying Tronto’s ethics of care framework and the Care Centred
Value-SensitiveDesignmethodology to existing literature, this paper investigates howcaring values are expressed, achieved, or
undermined in interactions among older adults, caregivers, and social robots in real-world aged care practices.We conducted a
comprehensive review of 18 qualitative and mixed-method studies on the deployment of humanoid social robots in residential
aged care settings. Our analysis of the literature through a care ethics lens identified ways in which robots may either augment
or limit care. The analysis particularly highlights the ethical importance of effective collaboration among robots, caregivers,
and designers. We argue that a care ethics framework can enhance such collaboration and thereby promote good care. We
further propose four design principles to guide designers in integrating care ethics into robot design requirements. These
practical principles should help to promote the wellbeing of both residents and caregivers in aged care.

Keywords Social robots · Ethics · Ethical design · Care ethics · Aged care · Older people

1 Introduction

Over the past few decades, considerable research has been
dedicated to thedevelopment anddeployment of social robots
in aged care. Social robots are those robots that are capable
of social communication and interactionwith individuals [8].
The use of social robots in aged care has provided new oppor-
tunities for enhancing the wellbeing of older adults [1, 2, 5].
However, the design and implementation of social robots
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in aged care also poses risks and raises ethical issues con-
cerning older individuals and their caregivers [16–19, 39,
72]. As robots are being introduced into this sensitive care
context, researchers are emphasizing the need for incorporat-
ing ethical considerations into the design of new robots [64,
71]. Building on the ethics of care framework proposed by
care ethicist Joan Tronto [65], Wynsberghe [78] proposed
an influential theoretical approach that guides the ethical
design of robots employed in care settings: the Care Cen-
tered Value-Sensitive Design (CCVSD) methodology [78].
TheCCVSDmethodology contends that the ethical design of
robots should align with and promote the core ethical values
outlined in Tronto’s framework [65, 78].

To investigate whether real-life instances of the design
and use of social robots in aged care align with the values
outlined by Tronto [65], we conducted a literature review
of qualitative and mixed-method studies on the deployment
of humanoid social robots in real-world residential aged
care. Drawing on Tronto’s ethics of care framework [65]
and CCVSD [78], this review aims to examine how existing
research on social robots in aged care demonstrates or fails
to demonstrate care-based ethical values in older adults’ and
caregivers’ interactions with robots. While both robot pets
and humanoid robots are commonly studied in residential
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aged care [2], we only focus on humanoid robots due to their
ability to interact with older adults and their caregivers in
more diverse and complex ways than robot pets [2, 81]. The
relative sophistication of humanoid robots helps to highlight
a wider range of considerations concerning robots and good
care practice.

This reviewmakes three contributions to the growing body
of literature on the ethics of social robots in aged care. First,
it reveals the potential negative impacts of current humanoid
robots on the quality of care, despite the benefits robots can
offer. These impacts stem from the robots’ inability to pro-
vide the same level of attentiveness as human caregivers, and
from robots imposing burdens on caregivers and potentially
restricting their autonomy and capacity to care well. Second,
drawing on the analysis of 18 empirical studies, this paper
reveals that achieving ethical care requires collaboration
among caregivers, robots, and robot designers/developers.
Thus ethical appraisal of robots should consider the role of
robot designers in addition to the elder/robot/caregiver triad
proposed by prior researchers [3, 30, 81]. Third, this paper
proposes a set of design principles that guide designers in
effectively applying care ethics [65] and CCVSD [78] to
robot design. These principles can serve as a roadmap for
designing robots that support ethical values in care and pro-
mote the wellbeing of both older adults and their caregivers.

This paper begins by introducing the ethics of care frame-
work [65] and the CCVSD methodology [78], which are
the theoretical foundation of our review. We then explain
our methodology which involves a comprehensive review
of relevant literature that is shaped and guided by Tronto’s
ethics of care theory [65]. Subsequently, we present our
results through the lens of Tronto’s care framework [65],
highlighting opportunities and challenges that robots may
bring. Finally, we derive a set of practical design guidelines
for robots and ethical care. For the sake of simplicity, we
do not differentiate between robot designers and developers,
and refer to them collectively as ‘designers’ in this paper.

2 Background and Theoretical Framework

2.1 The Ethics of Care Framework

Tronto’s influential ethics of care framework [65] is built
on care ethics theory developed by earlier feminist philoso-
phers such as Carol Gilligan [26] and Nel Noddings [46]. In
contrast to ethical theories such as deontology, utilitarianism,
andvirtue ethics,which emphasize abstract and universalized
principles or excellent character traits, care ethics empha-
sizes interpersonal caring relationships and specific contexts
in which care occurs [26, 46]. Care ethics highlights the
importance of empathy, meeting needs, and developing car-
ing relationships [46, 65].

Tronto expands care ethics theory into a wider politi-
cal domain that goes well beyond family relationships. She
defines care as a broad activity that includes everything
people do to maintain and repair the wellbeing of them-
selves, others, and their environment [65]. According to
Tronto, “providing an integrated, holistic way to meet con-
crete needs is the ideal of care” ([65], p109). She argues that
a well-accomplished care practice should incorporate four
interconnected phases, each corresponding to an ethical ele-
ment. These ethical elements constitute Tronto’s ethics of
care framework [65].

The first ethical element in care is attentiveness, which
occurs in what she describes as the first phase of
care—‘caring about’. Attentiveness requires caregivers to
identify the real needs of care recipients and assess whether it
is necessary to meet those needs. Tronto sees the recognition
of others’ needs as a first step in care since needs can only
be addressed when they are accurately identified. She argues
that “the ethics of care would treat ignoring others—igno-
rance—as a form of moral evil” ([65], P127).

The second ethical element in Tronto’s framework is
responsibility, and the corresponding phase is ‘caring for’.
After needs are accurately identified, responsibilities should
be assumed by people or groups to address those needs. As
care is transferred from family to social institutions, all the
people and groups engaged in caregiving should take on care
responsibilities [65].

The third ethical element is competence, which occurs
in the phase of ‘caregiving’. Competence requires the actual
care work to be enacted so that caregiving can lead to positive
consequences. If care cannot be provided due to caregivers’
incompetence or lack of resources, then care will be lim-
ited or undermined, even if caregivers have good intentions.
Tronto asks: “How could it not be necessary that caring work
be competently performed in order to demonstrate that one
cares?” ([65], P133).

The fourth ethical element is responsiveness, and the
related phase is ‘care receiving’. Responsiveness requires
caregivers to understand how care has been received. It also
addresses the power imbalances in caring relationships. Even
if care is attempted, caregivers may sometimes misunder-
stand care recipients’ actual needs; furthermore, new needs
may emerge after care begins. Therefore, responsiveness
requires caregivers to reflect on whether care needs are suf-
ficiently met from care recipients’ perspectives. Care is not
complete without knowing how care recipients respond to
care and what needs to be done next [65].

In these ways, Tronto’s care ethics framework systemati-
cally outlines the features of different stages in an ideal care
practice [78]. It has been used in a number of conceptual and
empirical research studies to understand themeaning of good
care and the impact of technologies in care practices (e.g. [6,
15, 29, 57, 58, 76]). For example, Yew has compared the core
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ideas in Tronto’s ethics of care framework with other ethical
approaches including deontology, virtue ethics, principlism,
and utilitarianismwhen used in the design of care robots [80].
Yew’s analysis suggests that Tronto’s ethics of care frame-
work is in some respects consistent with those other ethical
theories, serving as a guiding principle for designers to foster
users’ trust in care robots [80].

Although there are several literature reviews on ethical
arguments, theories, and challenges associated with social
robots (e.g. [23, 25, 60, 72]), few of these reviews use care
ethics to analyse ethical issues that are reflected in empirical
studies. To our knowledge, the only work like our review is
the literature review by Hewitt [29], which analysed the roles
of robots in care using a care ethics lens. However, Hewitt’s
review [29] is relatively small in scope, focusingononly a few
humanoid robots. In contrast, our review synthesizes a larger
body of literature. It also goes beyond Hewitt’s study by
examining the entangled relationships amongmultiple actors
involved in care, including robots, older adults, caregivers,
and designers. By taking this approach, we provide a more
comprehensive analysis of the ethics of using social robots
in aged care.

2.2 The CCVSDMethodology

The CCVSD methodology builds upon the concept of Value
Sensitive Design (VSD), which claims that technology prod-
ucts should align with and uphold human values [78]. It is
specifically aimed at the ethical design of care robots in
healthcare settings. CCVSD also employs the four ethical
values established in Tronto’s framework [65] as the core
values to be promoted in the design of robots [78]. AsWyns-
berghe has noted, since Tronto’s framework [65] contains a
set of universal care values regardless of specific contexts,
the CCVSD approach can be generalized to the design of
various types of robots in healthcare settings [78].

To applyCCVSD in the design of care robots,Wynsberghe
defines a Care-Centered Framework (CCF) consisting of five
elements: context, practice, actors involved, type of robot,
and the manifestation of moral elements [78]. Designers fol-
lowing CCVSD need to first identify the elements in CCF
by designing the major functions and types of robots and
the contexts and practices in which they will be used [78].
Thereafter, it is crucial for designers to evaluate how the
robots will enhance or undermine the manifestation of the
moral elements in a specific context [78]. These moral ele-
ments include attentiveness, responsibility, competence and
reciprocity in a specific context [78]. Different from Tronto’s
framework [65] CCVSD [78] uses reciprocity instead of
responsiveness as a core ethical element, as Wynsberghe
emphasizes the reciprocal interactions between caregivers
and care recipients.

While CCVSD [78] lays important groundwork for the
ethical design of care robots, its practical application in
empirical studies in human–computer interaction (HCI) and
human–robot interaction (HRI) has been limited, particularly
in the design of social robots for aged care. One poten-
tial explanation for this is that designers face challenges
in predicting the consequences of introducing robots into
care settings. Although older adults and caregivers can be
involved in the design process, since they often have lim-
ited knowledge of robots, they may not fully understand the
potential impacts of robots, especially without seeing the
actual implementation of robots. Additionally, even with the
same robot, different usage in varied situations may raise dif-
ferent ethical issues [55, 56]. Therefore, a CCVSD approach
implies that designers need to understand the ethical impli-
cations of the deployment of robots in real-world contexts.
The present paper seeks to examine the empirical evidence in
existing literature to enhance understanding of how the use
of social robots in real care practices aligns with the ethical
elements in Tronto’s framework [65]. This review extends
knowledge of how Tronto’s framework [65] and CCVSD
[78] can shed light on the ethical design of social robots in
residential aged care settings.

3 Method

3.1 Using Ethics of Care to Define
Inclusion/Exclusion Criteria

We used Tronto’s theory [65], with its four elements of good
care, to guide the scope of paper selection and data syn-
thesis. According to Tronto [65], care can be understood as
a practice that includes the intertwined thought and action
of those involved in care. This suggests that we can gain
insight into care practices involving robots by examining the
relevant actors’ opinions, attitudes, and experiences, which
influence their activities with robots. Since qualitative data
best describes participants’ opinions, attitudes, and experi-
ences, we chose to review papers that reported qualitative
and mixed-methods research.

Care practices involve both caregivers and care recipi-
ents. Since current social robots are not yet able to provide
care to older adults without caregivers’ facilitation, some
researchers call for shifting the attention from a traditional
dyadic interaction paradigm involving robots and older peo-
ple, to a triadic paradigm that includes robots, caregivers, and
older adults [3, 30, 81]. Accordingly, we chose studies that
reported both older adults’ and caregivers’ experiences with
social robots.

In the context of residential aged care, two types of
social robots have been most widely deployed: robot pets
and humanoid robots [2]. Examples of robopets include
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Paro, a robot seal [32], and robot dogs and cats [38]. Older
adults interact with them in a broadly similar manner as they
would with actual pets [1]. Most humanoid robots, such as
Nao [4], and Pepper [10] are programmable and can offer
more advanced functionalities than robot pets. Interventions
with humanoid robots are also more varied. For example,
humanoid robots can function as daily life assistants and pro-
vide companionship and therapeutic training for older adults
[5]. The complex nature of care situations, coupled with the
sophistication of technology, make the interactions between
older adults and humanoid robots more intricate and varied
than those with robopets. Additionally, humanoid robots typ-
ically require greater facilitation from caregivers, which may
present further challenges to care providers [81]. This sug-
gests that studies on humanoid robots can better reflect the
wider impact of social robots on the entangled relationships
between older adults and caregivers in complex residential
care environments. As such, we specifically review prior
studies on the design and deployment of humanoid robots.

In summary, we only select qualitative and mixed-method
studies that report both residents’ and caregivers’ experiences
with humanoid robots deployed in real-world residential care
settings in this review. Quantitative studies, studies focused
on other types of robots or conducted in home settings, and
studies that did not test robots with real users, were excluded.
We also excluded studies that did not provide sufficient
qualitative data about both residents’ and caregivers’ percep-
tions and experiences with robots. In cases where a similar
study was reported in multiple papers, we included the paper
that provided the most detailed information. Finally, only
peer-reviewed journal articles and conference proceedings
published in English were included.

3.2 Search Strategies and Outcomes

The review process generally followed the four-step frame-
work outlined in the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses (PRISMA) guidelines,
which include the identification of relevant articles, the
screening of articles based on predetermined inclusion cri-
teria, data extraction, and the synthesis of findings [42].
However, in contrast to traditional systematic literature
reviews, the first step of finding articles was conducted in
two stages. This first stage involved the identification of rel-
evant literature from the results of five existing reviews. The
second stage comprised a systematic literature review of six
databases. In the first stage, we selected five papers published
between 2000 and 2018, and in the second stage we included
13 papers published between 2018 and March 2022. Our
methods are described in detail below.

3.2.1 The First Stage of Paper Selection

Due to the significant number of studies on the design and
implementation of social robots in aged care conducted in
recent decades, many literature reviews have been published.
These reviews have examined a range of topics, including
older adults’ perceptions and experiences of robots (e.g. [72,
73]), the impact and effectiveness of social robots (e.g. [1,
5, 32, 33, 54, 62, 74]), and caregivers’ attitudes towards and
usage of robots (e.g. [53, 55]). These reviews provide valu-
able insights into existing studies in this area, making them a
useful resource for researchers. Since they are peer-reviewed
and have already systematically screened studies from mul-
tiple databases, the choice to build our paper selection on the
secondary data of existing reviews enhances the efficiency
of the paper screening process while also ensuring that we
included relevant and high-quality studies in our analysis.

In the first stage of paper selection, we built our selection
onfive existing literature reviewpapers that used a systematic
or scoping review method to review studies on robots used
for older adults and published within the past five years [5,
24, 54, 63, 82]. Using papers included in these reviews as
a paper data pool, we searched for papers within that pool
based on our selection criteria.

The five existing reviews included a total of 200 papers
that were published between 2000 and 2019. We carefully
read the synthesized results in the five reviews and manu-
ally selected 7 articles that meet our inclusion criteria. After
removing duplications, 5 articleswere included in our review.
Of the pool of 200 papers, most were excluded from this
review because they did not report qualitative research, were
not conducted in residential care settings, did not focus on
humanoid robots, or did not include both older adults’ and
caregivers’ experiences. The details are shown in Table 1.

3.2.2 The Second Stage of Paper Selection

In the second stage, we undertook a systematic literature
review following the four steps outlined in the PRISMA
guidelines [42].We searched six electronic databases includ-
ing ACM Digital Library, Web of Science, Compendex,
Inspec, Scopus and PubMed using a combination of the fol-
lowing terms: (care OR healthcare OR social*) AND (old*
OR aged OR aging OR eld*) AND (robot OR robots OR
humanoid) AND (service*OR care home*ORnursing home
OR long-term OR residential) NOT (sex* OR cancer OR
autism OR child* OR infant* OR young* OR surgery* OR
medic* OR pediatr* OR paediatr* OR seal OR Paro OR ani-
mal OR pet OR review). The literature search was conducted
in March 2022. Since four reviews we used in the first stage
incorporated articles published before 2018, in this stage the
database search was restricted to articles published between
January 2018 and March 2022.
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Table 1 Details of paper selection from existing literature reviews (stage 1)

Review studies Aim of the review Paper inclusion
criteria

Number of
searched
databases

Number of
papers
included

Publish year of
reviewed papers

Number of
papers included
in our review

Shishehgar et al.
2019 [63]

To evaluate the
effectiveness of
robots in
assisting older
adults

Studies that involve
older adults and
robotic
technologies for
assisting aged
care

7 58 2000–2015 0

Zafrani and
Nimrod 2019
[82]

To review studies
on older adults’
interactions with
robots

Studies that
described older
adults’ experience
with robots

5 65 2000–2017 3

Andtfolk et al.
2021 [5]

To identify the
benefits and
challenges of
humanoid robots
in aged care

Studies on the use
of humanoid
robots in caring
for older adults

2 12 2013–2018 0

Papadopoulos
et al. 2020 [54]

To identify the
facilitators and
barriers to the
implementation
of humanoid
robots in aged
care

Studies on the
imple-mentation
of humanoid
robots in health
and social care
settings

9 12 2008–2018 3 (1 duplicate)

Ghafurian et al.
2021 [24]

To evaluate
assistive robots
developed for
dementia care

Studies that applied
assistive robots
with real
participants in
dementia care

4 53 2002–2019 1 (duplicate)

Total 200 7

Remove
duplicates

5

The initial search yielded 1038 articles. After removing
duplicates, we carefully screened the titles, abstracts of the
articles, and then conducted a full-text screen for relevant
articles. Finally, 13 articles were considered eligible accord-
ing to the paper inclusion criteria. Combining the results in
two stages, this review included a total number of 18 studies.
The process is shown in Fig. 1.

Data Collection and Synthesis A top-down approach was
employed in data analysis for this review. Initially, infor-
mation was extracted on the features of robots, their use in
care activities, and the positive and negative feedback from
participants in each paper. The findings were then grouped
according to the four ethical elements in Tronto’s framework
[65]. Due to the interconnectivity among the four elements,
some findings aligned with more than one ethical element.
In these situations, the findings were clustered to the element
that best reflected the changes brought by robots. Informa-
tion that was not relevant to any of the ethical elements was
excluded from the analysis. The first author conducted the

data search, data extraction, and analysis, while all members
of the research team discussed the results. This collaborative
approach ensured the reliability of the analysis.

4 Results

4.1 Overview of Included Studies

This review included 18 papers, reporting on the implemen-
tation of 12 different types of humanoid robots. Pepper was
the most commonly studied robot, with four studies employ-
ing this robot [10, 11, 52, 77]. Two studies used Zora [31,
41] and another two studies deployed SCITOS [27, 28].
The remaining studies reported on the use of a range of
other robots, including Kompai [9], MARIO [12], Sanbot
Elf [34], YORISOI Ifbot [36], Robovie-R3 [47], ComRobot
[49], Kabochan [51, 52], Robovie2 [59], Telenoid [79], and
My Real Baby [67]. A detailed summary of the results is
presented in Table 2.
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Fig. 1 Flow diagram of the paper
screening process

Most of the studies aimed to assess the effectiveness of
robots and explore the experiences of residents and caregivers
with the robots. However, one study especially investigated
the ethical issues raised by the use of robots [34]. All studies
were published between 2006 and 2022, with eleven mixed-
method studies and seven qualitative studies. These studies
do not directly invoke Tronto’s ethics of care framework [65].
Our aim is to interpret those studies in the light of Tronto’s
framework [65] to understand how social robots may affect
values in care. Below we report on how the reviewed studies
connect with the four elements in Tronto’s framework [65].

4.2 Four Ethical Elements in Care Practices Involving
Robots

As noted, the four elements in Tronto’s care framework are
attentiveness, responsibility, competence, and responsive-
ness [65]. Our analysis of the literature shows that humanoid
social robots in aged care can affect these four important
dimensions of good care in both positive and negative ways.

4.2.1 Attentiveness: Robots Cannot yet Achieve the Level
of Attentiveness of Human Caregivers

According toTronto, attentiveness involves accurately recog-
nising the real needs of others. In the reviewed studies, the

robots were unable to recognize and respond to the emotional
needs of residents. The study by Jaakola [34] included two
examples. In one, an older adult talked with a robot about
his worries about whether a nurse gave him the correct doses
of medicine, but the robot gave an answer that dismissed his
emotional needs. Another older adult talked about her trau-
matic memories when the robot played some songs, but the
robot could not understand her needs and still played music
that made her feel sad.

Another problem is that the design of some robots in the
reviewed studies did not accommodate accessibility needs for
some residentswith sensory impairments, such as age-related
vision, hearing, and mobility decline. These accessibility
issues sometimesmade residents’ disabilities and vulnerabil-
ities more visible and led to negative emotions. For example,
Jaakola [34] found that a participant felt frustrated because
she could not finish the exercise movements shown by the
robot. In Carros et al. study [10], a participant had to with-
draw because he could not hear the robot even with a hearing
aid. Residents struggled to talk to the robots because the
robots spoke too fast, too soft, or in a tone unfamiliar to res-
idents [9, 28, 31, 36, 47, 49, 59]. In one example, a robot’s
flashing eyes frightened residents and disturbed their sleep
at night [49]. These issues may also diminish older adults’
self-esteem. Caleb-Solly et al. [9] found that some residents
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Table 2 Details of papers included in this review

References Name of the
robots

Pictures of the
robots

Interventions with
robots

Methods Aim of the studies

Caleb-Solly et al.
2018 [9]

Kompai Showing photos and
videos, delivering,
games, reminders and
exercise

Mixed-method To evaluate the
usability of the
robot and
understand users’
experience with the
robot

Carros et al. 2020 [10] Pepper Exercise, music, games,
conversations

Qualitative To understand users’
experience with the
robot

Carros et al. 2022 [11] Pepper See above Exercises, games,
music

Mixed-method To understand how
care workers
appropriate the
robot in their work

Wright 2019 [77] Pepper See above Recreational,
rehabilitation and
exercise activities

Qualitative To explore whether
care robots can
solve the shortage
of carers

Casey et al. 2020 [12] MARIO Provide personalized
music, calendars,
photos, news and
games

Qualitative To understand users’
experience with the
robot

Hebesberger et al.
2016 [27]

SCITOS G5 Walking companion for
group walking
activities of people
with dementia

Mixed-method To understand the
effectiveness of the
robot and
caregivers’
perceptions of the
robot
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Table 2 (continued)

References Name of the
robots

Pictures of the
robots

Interventions with
robots

Methods Aim of the studies

Hebesberger et al.
2017 [28]

SCITOS G5 See above Moving autonomously
in predefined areas
and greeting people

Mixed-method To understand users’
experiences and
acceptance of the
robot

Huisman and Kort
2019b [31]

Zora Music, exercise, stories,
quiz, conversations
and games

Mixed-method To understand users’
experiences and
acceptance of the
robot

Melkas et al. 2020
[41]

Zora See above Exercises, music,
stories, dances, and
games

Qualitative To understand the
impact of the robot

Jaakola2021 [34] Sanbot Elf Games, music, stories
and exercises

Qualitative To investigate how
ethics is enacted in
the field trial of
robot

Kanoh et al. 2011 [36] YORISOI Ifbot Conversation, music,
quiz, calculation and
tongue twisters

Mixed-method To evaluate the
effectiveness of the
robot

Nomura et al. 2021
[47]

Robovie-R3 Walking companion Mixed-method To understand the
impact of the robot

Obayashi et al. 2020
[49]

Not mentioned Monitor safety, proceed
with messages,
conversations

Mixed-method To investigate the
effectiveness of a
connected system
that includes a
monitor and a robot
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Table 2 (continued)

References Name of the
robots

Pictures of the
robots

Interventions with
robots

Methods Aim of the studies

Osaka et al. 2017 [51] Kabochan Conversations and
music

Mixed-method To understand the
relationships
generated between
residents,
caregivers and the
robot

Osaka et al. 2020 [52] Kabochan and
Pepper

See above Kabochan:
conversations and
music. Pepper:
exercise

Mixed-method To understand the
role of
intermediaries in
the interactions
with robots

Sabelli et al. 2011
[59]

Robovie 2 Remotely controlled
conversations

Qualitative To understand users’
experiences with
the robot

Turkle et al. 2006 [67] My Real Baby Not included Residents play with the
robot in the way they
like

Qualitative To understand the
relationships
generated between
older people and
robots

Yamazaki et al. 2019
[79]

Telenoid Remotely controlled
conversations

Mixed-method To investigate the
effectiveness of the
robot

tended to blame themselves when robots were unable to rec-
ognize their commands and responded incorrectly.

In all these situations, caregivers played an indispensable
role in recognizing residents’ emotional and social needs and
facilitating their interactions with robots [9, 10, 36, 41, 51,
52]. For example, in the study conducted by Osaka et al.
[51], a caregiver noticed that residents got confused about
the incorrect answers to their questions given by a robot.
In response, the caregiver answered the residents’ questions
and switched the robot from conversation mode to music
mode, which successfully altered the residents’ mood from
confusion to enjoyment. Caregivers could also help residents
to build trust with robots since many residents would not
initiate interactions with an unfamiliar robot [10, 27, 52].

Many studies showed that residents and caregivers were
strongly against replacing caregivers with robots [10, 11, 28,
34, 41]. Some residents were irritated that the robot could

not offer the human contact they needed [41], showing ver-
bal and nonverbal opposition to activities involving robots
[34]. Caregivers expressed a general concern that their work
could not and should not be replaced by robots [10, 11, 28,
41]. These examples show the limitations of robots in attend-
ing to the needs of residents and caregivers and highlight the
importance of fostering helpful collaborations between care-
givers and robots.

4.2.2 Responsibility: Robots May Add Responsibilities
for Caregivers

According toTronto [65], caregivers need to take responsibil-
ity for meeting care recipients’ needs. With the introduction
of robots, caregiving is undertaken by human caregivers and
(in a loose sense) by robots. However, in the studies we
reviewed, there was no evidence that the robots could be
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independently responsible for care. Furthermore, caregivers
needed to take on additional responsibilities to ensure that
robots could provide adequate care. For example, theyneeded
to operate and maintain robots to make the best use of them.
However, these tasks could add an extra burden to caregivers
and make care work more challenging [10, 11, 27, 41, 77].

Some studies showed that contrary to the belief that robots
might help alleviate caregiver burden, the caregivers, who
already face burdensome working conditions, could be fur-
ther encumbered by the deployment of robots. For example,
in Carros et al. study [11], caregivers needed to frequently
move a heavy robot between residents’ rooms over long dis-
tances during the COVID-19 period. The robot came with an
app that could be used to remotely control it, but its responses
were slow, and it could not automatically navigate doorsteps.
Transporting the robot was physically demanding for care-
givers. Similar problems were found in studies with Zora
[31, 41]. Since Zora could not yet interact with residents
autonomously, caregivers had to type the words for the robot
to speak during conversations with residents. A smooth con-
versation between robots and residents required caregivers to
type quickly and accurately [31]. Additionally, organizing an
activity with Zora required the assistance of two caregivers,
one to operate the robot and the other to attend to residents
[41]. However, many care homes were short-staffed, with
normally only one caregiver available to facilitate lifestyle
activities [77]. Therefore, care homes would need to hire
more caregivers if these robots were used widely [77].

The extra effort of using robots may also take some of
the caregivers’ attention away from residents. Some care-
givers described a robot as another patientwith dementiawho
needed continuous care [27]. However, caregivers’ time was
a limited resource: many caregivers already face time pres-
sure and tough workloads [41]. Some caregivers in Melkas
et al. study [41] doubted the value of spending time on the
robots. They felt that they should spend time taking care of
residents instead of working on the robots.

Technical malfunctions may also add pressure on care-
givers. Caregivers’ responsibility is to ensure their organized
care activities canmeet residents’ needs, but themalfunctions
of robotsmay threaten this requirement [27].Moreover, these
malfunctions are often out of caregivers’ control. Some stud-
ies found that caregivers were confused about why technical
problems happened and how to solve them [11, 28] and were
anxious about when technical problems might arise [11].
These uncertainties added psychological burdens to care-
givers [11].

Studies show that tension caused by robots might result in
caregivers feeling their needs and valueswere not being prop-
erly considered [41, 77]. Some caregivers asked why care
organizations would prioritize purchasing expensive robots
rather than raising their wages [77], and why care organi-
zations introduced robots that added to their workload when

theywere already at full capacity [41]. Clearly, any additional
burden imposed by robots may exacerbate ongoing concerns
about the difficult working conditions that are already ubiq-
uitous in aged care.

4.2.3 Competence: Robots May Either Augment or Limit
Care

According to Tronto’s ethics of care framework [65], compe-
tence is about ensuring that care is provided to care recipients
in the right way. The reviewed studies showed that robots
may contribute to ethical care, but they may also negatively
impact caregivers’ skillsets and autonomy. We present two
subthemes related to competence: a) robots supplement or
augment care, and b) robots limit care.

Robots Augment Care Some studies showed that robots
could supplement gaps in existing care. For example, Sabelli
et al. [59] found that a participant appreciated that the robot
could greet him daily by his name, continuously offering
him positive feedback. He commented that no one in the
care centre responded to him in the way the robot did. Sim-
ilarly, Turkle et al. [67] found that an isolated resident who
felt abandoned by his family and friends could build a strong
emotional attachment to a robot doll, using it as an emotional
outlet.

Some studies showed that robots could fill in some gaps
in caregivers’ capacity or perform certain tasks that care-
givers do not enjoy. Obayashi et al. [49] found that a robot
which monitored safety at night could reduce the fatigue
of caregivers. Wright [77] reported that caregivers who had
fewer skills in organising recreational activities found Pep-
per was beneficial for extending the range of activities for
residents. Melkas et al. [41] found that some caregivers who
were uncomfortable instructing exercisemovements publicly
were happy that the robot could do this job for them.

Generally, many studies found that robots can lift resi-
dents’ and caregivers’ moods and create an engaging atmo-
sphere [10–12, 27, 36, 51, 77, 79]. As a novel technology,
robots can pique the curiosity of residents and caregivers [11,
28, 31, 47] and serve as a conversation topic that enables
residents to build social connections [12, 36]. Some robots
can provide recreational programs such as music, dance,
and games, which can stimulate residents and reduce their
agitated behaviour [11, 27, 36, 51]. When robots positively
improved residents’wellbeing, caregivers felt a sense ofwork
relief [11].

The positive impact of robots may, however, rely on care-
givers’ dedication to exploring how the robots can adapt to
residents’ needs. In the study by Huisman and Kort [31],
caregivers tried to use a robot in different activities, finding
that it worked most effectively in one-to-one situations to
support caring for residents with dementia. Some caregivers
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in Melkas et al. study [41] emphasized that they needed to
embed residents’ interests into the designed activities involv-
ing robots. Other studies showed examples of caregivers
helping residents to build trust with the robot by encouraging
residents to talk to the robot and integrating it into residents’
birthday parties [59]. Caregivers also programmed the robot
to sing residents’ favourite songs [11].

Robots Limit Care However, robots may sometimes dimin-
ish caregivers’ capabilities and autonomy, such as when
caregivers must follow rigid programs in the robots [27, 77].
For example, Hebesberger et al. [27] reported a study using
a robot as a group walking assistant. Because the emotional
and psychological conditions of residents living with demen-
tia change frequently, caregivers normally arrange the tour
of the walking group according to residents’ conditions on
that day. They also needed to frequently adjust their walk-
ing speed since residents’ walking speeds were not the same.
However, when a robot was used in this activity, caregivers
had to follow the fixed route and speed that was programmed
in the robot. The robot could not walk outdoors or easily
change its speed to adapt to a group of residents. These
rigid features restricted caregivers’ ability to meet residents’
dynamic needs [27]. Similarly, Wright [77] found that recre-
ational activities helped caregivers to build relationshipswith
residents. Caregivers enjoyed designing a variety of activi-
ties according to their knowledge and experiences. However,
when Pepper was introduced into recreation programs, care-
givers had to follow the standardized activities stored in
Pepper.Wright [77] argued that the robot deskilled caregivers
by making them robotic and weakened the relationships with
residents.

It can also be difficult for robots to meet residents’ diverse
needs. This is apparent in the verbal conversations between
residents and robots.Many studies found that residents could
not have effective communication with them [10, 12, 28, 36,
49, 51, 52, 59]. For example, robots could not recognize res-
idents’ speech when residents could not speak clearly due to
sensory or cognitive decline, when residents did not face the
robots while talking, or when multiple people spoke simul-
taneously in group settings [11]. Additionally, some robots
could only respond to questions or instructions that were
pre-programmed. Yet older adults might talk to them about
broad topics and express the samemeaning in different ways.
Some older adults also spoke in dialects. In these situations,
the robots frequently provided incorrect responses that might
confuse older adults [9, 10, 51, 52].

4.2.4 Responsiveness: The Different Roles of Caregivers
and Robot Designers

In the studies reviewed, responsiveness—which Tronto
defines as an ability to monitor and alter care as it progress-
es—was manifested in evaluations of the impact of robots by

caregivers and researchers. Since in most studies researchers
acted as robot designers, we can view their role here as
designers. We found that caregivers and designers under-
took different roles in response to residents’ reactions to the
robots. Caregivers tended to promote the use of robots in care
work when they found that robots could positively influence
residents. For example, they encouraged residents to com-
municate with a robot and made residents feel comfortable
approaching the robot when they saw a benefit for residents
[59]. Caregivers also acted, in a sense, as co-designers. In
Carros et al. study [11], caregivers designed games involv-
ing the robots that were tailored to residents’ preferences.
Compared with the applications designed by researchers, the
games designed by caregivers were better received and more
frequently used by caregivers and residents.

Robot designers and researchers, on the other hand, col-
lect residents’ and caregivers’ feedback on the robots and
evaluate the impact of robots [10–12, 27, 36, 51, 77, 79].
In many short-term robot trials, responsiveness ends with
researchers collecting users’ responses. However, in some
long-term studies, researchers further redesigned the robots
according to users’ feedback [10, 11, 31]. For example, in
Carros et al. study [10], researchers found that residents could
not be effectively stimulated if researchers were unfamiliar
with the songs played by the robot. Consequently, they pro-
grammed the robot to ask for residents’ favourite songs and
play those songs. This change enabled the robot to better
engagewith residents. Similarly, in the study byHuisman and
Kort [31], researchers solved usability issues with the robots
that had been raised by staff, such as short battery life and
weakWi-Fi connection, and developed a virtual composer to
enable staff to easily create programs without connecting to
the robot. These examples highlight the caring relationship
between designers (including researchers) and robot users,
namely residents and caregivers. To enhance robots’ capa-
bility to fulfill the needs of residents and caregivers in an
ongoing fashion, it is necessary for designers to continue to
be responsive to users’ needs in a timely manner.

5 Discussion

In this review, we synthesized qualitative evidence of the
manifestation of care ethics in the interactions among older
adults, caregivers, and humanoid social robots when robots
are deployed in residential aged care settings. Through the
lens of Tronto’s ethics of care framework [65], we high-
lighted how robots align with and challenge principles of
care ethics. According to Tronto, care is a broad activity
that aims to maintain people’s wellbeing [65]. Care is often
manifested in personal relationships, such as in families; but
care can also go beyond these more intimate connections. On
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Tronto’s broader approach to care ethics, the service relation-
ship between designers and robot users can be understood as
a caring relationship, even when it does not involve face-
to-face interactions. Robots themselves cannot provide the
kinds of emotional and moral care that humans, especially
those trained and experienced in care, can provide. Nonethe-
less, when robots are introduced into aged care practices,
care is effectively provided to older adults through a collab-
oration among caregivers, robots, and robot designers. We
have highlighted the intertwined relationships among care-
givers, robots, and designers and we would argue that the
design of robots should assist rather than impede these car-
ing collaborations.

Consequently, robots should support caregivers in provid-
ing good care to residents, and designers should effectively
pursue designs that align with the care ethics framework.
This entails that designers attend to the needs of both older
adults and caregivers, take responsibility and gain compe-
tence to meet their needs, and reflect on how their needs are
or are not met by robots. Our perspective agrees with that
of previous researchers who argue that care robots should
supplement caregivers rather than replace them [43, 69, 72]
and that the impact of robots should be evaluated through a
carer/older people/robot triadic lens [3, 30, 81]. However, we
extendprevious researchby adding the role of robot designers
to the caregiver/older people/robot triad—which effectively
expands the triad to a quartet, comprised of caregiver/older
people/robot/designer.

Below we discuss four design principles that can guide
designers to uphold an ethics of care approach when design-
ing robots for residential aged care: (1) robot design should
address the needs of both older adults and caregivers;
(2) robot design should evaluate the cost–benefit profile
of robots; (3) robot design should consider the division
of labour between robots and caregivers; and (4) robot
design should support the ongoing improvement of care.
These principles help designers to apply the ethics of care
framework—captured by the CCVSD methodology [78] for
robot contexts—in concrete design work. Through exam-
ining interviews with roboticists who design and develop
humanoid robots, Cheon and Su [14] have found that the
values of most roboticists centre around engineering princi-
ples due to their technical background. Those authors called
for more holistic values to be adopted by roboticists. Our
review contributes to embedding the values of care ethics
into design requirements for social robots in aged care.

5.1 Robot Design should Address the Needs of Both
Older Adults and Caregivers

Our review highlights the crucial role of caregivers in the
deployment of robots in aged care. Since robots cannot
empathize with older adults or understand their evolving

needs, caregivers are irreplaceable for building care relation-
ships with older people. They are not just facilitators for
older adults to use robots, but are also key users who seek
to optimize the use of robots for care receivers. Although
the ultimate goal of designing robots for use in aged care is
to improve the wellbeing of older adults, caregivers’ needs
cannot be neglected, not least because their needs are entan-
gled with those of residents. Thus, we argue that robot design
should take into account the needs of both older adults and
caregivers, to ensure that robots can support caregivers to
provide ethical care to older adults.

Tronto [65] emphasizes that the needs of care recipients
and caregivers should be balanced. Caregivers’ interests may
be impaired if theymust always compromise their own needs
for their care recipients’ needs. This may in turn negatively
impact the care provided to care recipients. Thomas Kit-
wood [37], who has proposed an influential theoreticalmodel
of person-centered care for people with dementia, similarly
argues that caring for caregivers can improve the long-term
wellbeing of people with dementia. Several empirical studies
support the idea that neglecting caregivers’ needs andwellbe-
ing may weaken their willingness to provide compassionate
care to older adults [22, 35].

According to care ethicistNelNoddings [46], a key feature
in a caring relationship is reciprocity, which emphasizes that
caregivers and care recipients should provide mutual support
to each other to enhance the wellbeing of both parties in the
caring relationships. As we noted earlier, Wynsberghe [78]
similarly includes reciprocity as a core ethical element that
should be upheld in robot use. Accordingly, when design-
ing robots that will be introduced to a caring relationship, it
is crucial to consider how the robots can support reciprocal
relationships between caregivers and older adults. A recent
interview study by Yuan et al. [81] showed that mutual bene-
fits can be achieved when the use of robots creates a virtuous
cycle in which caregivers are motivated by using robots to
increase the quality of care for older adults, while robots help
to reduce their stress and give them a sense of fulfilment.
This virtuous cycle can increase the effectiveness of robots
for residents insofar as caregivers explore creative ways to
use robots to meet the needs of older adults, and caregivers
are motivated by the latter’s improved wellbeing and respon-
siveness to care.

We suggest two approaches to address the needs of older
adults and caregivers in robot design. First, designers should
evaluate the impact of robots on the basic physical and psy-
chological needs of older adults and caregivers. These needs,
which include safety, work conditions, autonomy, compe-
tence, and relatedness, are grounded in Maslow’s theory of
motivation and needs [40] and in self-determination theory
[21]. A prior study by Turja et al. [66] demonstrated the
importance of assessing such needs when evaluating how
robots might impact employees in workplaces. Given that
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people’s basic physical and psychological needs are general-
izable to various situations, they can also be used to interpret
the impact of robots on older adults and caregivers.

Our review shows that the negative impacts of robots on
older adults include situationswhere robots are unable to rec-
ognize and respond to their needs, where there is a mismatch
between the capabilities of robots and residents’ needs, and
where there is a perception that robots may replace human
relationships. These negative impacts can be interpreted as
robots subverting older adults’ needs for competence and
relatedness as defined by self-determination theory [21].
Similarly, robots may also threaten caregivers’ needs for
safety and relatedness, as several studies have indicated that
caregivers were concerned that robots might take over their
jobs and disrupt their relationships with older adults. The
impact of robots on caregivers’ needs for autonomy and
competence is reflected in the difficulties for caregivers in
handling technical malfunctions of robots and the possibil-
ity that robots may restrict their autonomy. Therefore, it is
crucial for designers to consider how the robots may support
rather than compromise the basic physical and psychological
needs of older adults and their caregivers.

Second, our review shows that robots can effectively aug-
ment or supplement care if they address the unmet needs of
older adults and caregivers. The ethics of care framework
emphasizes the importance of attentiveness in identifying
unmet needs [65]. Accordingly, designers should recognize
the unmet needs of older adults and caregivers and incorpo-
rate them into robot design. However, many studies did not
provide sufficient information about how activities provided
by robots could address the challenges faced by residents and
caregivers. Many studies designed robots to perform similar
entertainment, cognitive, and physical simulation activities
[9–12, 31, 34, 36, 41, 51, 52, 77]. Although these activities
may improve the wellbeing of older adults to some extent,
it would seem that providing similar activities to different
care homes fails to consider tailoring robots to address the
unique challenges faced by each care home. We suggest
future studies conduct in-depth contextual inquiries into the
care settings and provide more contextual information about
why designers choose to design certain features of robots and
what changes robots can bring to the current settings.

5.2 Robot Design should Evaluate the Cost–Benefit
Profile of Robots

While previous non-empirical research has discussed the
potential tension surrounding responsibilities when robots
cause harm, specifically regarding whether caregivers or
robots should be held accountable (e.g. [3]), our review did
not identify this issue. Instead, our review suggests that the
use of robots may increase the burden on caregivers, as
robots require additional labour and financial resources. This

contrasts with the expectation that robots can alleviate the
problem of inadequate resources in care homes. Tronto [65]
claims that good care requires adequate resources. If robots
consume the resources that are essential for providing qual-
ity care, they will conflict with caregivers’ role in providing
good care to residents.

Therefore, when introducing robots into aged care homes,
it is crucial to evaluate the cost of robots against the bene-
fits they may bring. Vandemeulebroucke et al. [73] argues
that care organizations should conduct a holistic cost–bene-
fit analysis of robot use. The costs of robots include financial
and environmental costs, and organizational changes that are
necessary to adapt to the use of robots. However, we would
suggest that it should not only be the responsibility of care
organisations to evaluate the cost of robots. Instead, design-
ers also need to consider this issue in the robot design phase.
Wynsberghe [78] argues that designers need to evaluate how
the capacities of robots will change the roles and responsi-
bilities of caregivers. As we saw, robots may require extra
time and labour from caregivers and can bring uncertainty
and complexity to care work. These burdens on caregivers
cannot be ignored in design. The burden imposed by robots
may sometimes force a re-evaluation of thewisdomof choos-
ing robots for aged care. Given the complexity and expenses
associated with using and maintaining a robot, alternative
options, such as using cheaper technologies or developing
more people-involvedprogramsmay sometimes bemore effi-
cient [29].Our review revealed that playingmusic is a popular
feature in social robots, but other inexpensive technologies,
such as iPad and CD players, can also play music for older
adults. These simpler technologies may place less burden on
caregivers than sophisticated robots. If designers evaluate the
cost-benefits of different options, they may find that robots
are not the best solution in some contexts. Even though robot
designers’ central focus is on creating robotic technologies,
they should also take on some responsibility for evaluating
whether robots are suitable for particular care settings.

5.3 Robot Design should Consider the Division
of Labour Between Robots and Caregivers

Previous researchers agree that for robots to be used ethically
in care, they should not aim to replace human caregivers,
but rather act as tools to assist caregivers [72]. However,
the results in our review suggest that even when used as
tools, robots may lead to negative consequences for care-
givers, including deskilling and decreased autonomy. As
Wynsberghe [78] argues, designers should assess the con-
text and care practices that robots will be involved in and
the capabilities of the robots to ensure that robot use can pre-
serve ethical values in care. Results in our review suggest that
ethical issues may arise because of inappropriate division of
labour between caregivers and robots.Whendesigning robots
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for aged care, designers need to think about what types of
tasks are suitable for robots. Robots should be designed to
empower caregivers and enhance their capacities, rather than
undermine their capabilities.

Our review showed that current robots are not suitable
for tasks that require caregivers to identify and respond to
residents’ diverse and frequently changing needs, such as
walking with or talking to groups of residents with demen-
tia. Robots may also cause problems in activities that require
empathy, emotion, and interpersonal relationships. Nonethe-
less, robots can effectively help caregivers when the robots
undertake tasks that require long and continuous periods
of working, such as safety monitoring [49]. They may also
assist in situations that involve large amounts of data, such
as playing music and showing photos that relate to residents’
personal lives [12].

These results suggest that designers need to consider the
comparative strengths of caregivers versus robots in design.
Since care is essentially contextual and relational [46, 65].
Even if humanoid robots have advanced artificial intelli-
gence, they are far from being able to perform all required
interactions across different situations in aged care. Consid-
ering the importance of caring for older adults’ emotional
and social wellbeing [20], it is questionable whether robots
can handle complex care work at the same level as human
carers [7]. Robots may undermine care if they play dominant
roles in activities that caregivers are more skilled at.

On the other hand, robots have unique advantages. They
are better than humans at storing and retrieving a large
amount of data, doing tedious and repetitive tasks, and work-
ing in dangerous situations. They can also potentially provide
constant nonhuman companionship to residents and have
neutral attitudes towards older adults’ negative emotions.
Highlighting these features in robot design can help to aug-
ment caregivers’ capabilities. For example, robots can help
healthcare personnel when they enable remote communica-
tions and indirect contact during the COVID-19 period [75].

On the other hand, our review demonstrates that cur-
rent robots have significant limitations in recognizing and
understanding human needs. If robots are to be extensively
employed in aged care, considerable improvements in the
cognitive capabilities of these robots are necessary. These
enhancements are crucial to ensure that the robots can
effectively identify and respond to human needs and expec-
tations [44]. Furthermore, the enhancement of cognitive
human–robot interactions [44] can also foster better collab-
oration between caregivers and robots in delivering care.
However, considering the vulnerability of older adults and
the difficulties in interpreting the emotional needs of those
with dementia, we maintain that human caregivers should
always be involved in the robot-care partnership. Detect-
ing individual emotional needs may be most effectively and
appropriately accomplished by human caregivers.

5.4 Robot Design should Support the Ongoing
Improvement of Care

Tronto [65] regards care as a continuous process, empha-
sizing the importance of responsiveness for ongoing care.
Responsiveness of care is especially important in residential
aged care settings, where residents’ physical and psycho-
logical conditions are constantly evolving and where some
residents pass away and new residents enter the care homes.
This means that, where robots are used, there may be a
need for continuous improvement and refinement in robot
design. Since care for older residents is underpinned by col-
laborations between caregivers and designers, the continuous
improvement of robots and their designs requires joint effort
from both parties.While robots have the potential to enhance
the quality of care, robot design needs to incorporate feed-
back and reflections by designers and caregivers on how
robots can meet ongoing care needs in real-life practice.

We suggest two approaches to support the continuous
improvement of robots to meet users’ needs. One way is
to foster designers’ active involvement during the robots’
lifecycles. In a recent study on the role of caregivers in facil-
itating the use of virtual reality in aged care, Waycott et al.
[76] suggested that designers should consider the long-term
experiences of older adults and caregivers after implementing
technology in real-life settings.However, our review suggests
that only identifyingunmet needs in the implementation stage
is not enough, since redesign and redevelopment of robots
are oftennecessary.Whenexaminingdesigners’ role from the
caring relationships they formed with older adults and care-
givers according to the ethics of care framework [65], we
argue that designers should not only keep collecting care-
givers’ and older adults’ feedback on robots, but also take
action to improve the design of robots to address relevant
unmet needs, and then reflect on the impacts of the improved
design of robots. In other words, designers’ work should go
beyond the design and initial orientation periods and be sus-
tained throughout the robot deployment phase.

The other approach is to increase the adaptability and
flexibility of the robots to enable caregivers to customize
the robots to suit the specific use cases [70]. Sustainable
improvement of robots also relies heavily on the input from
caregivers, who play a vital role in the successful domestica-
tion of assistive technologies [13, 61, 68, 76, 81]. Caregivers
can come up with creative integration approaches to make
the best use of technologies, and work as gatekeepers to
control the potential risks that technologies may cause to
older adults [61, 76, 81]. Given the complexity and diver-
sity of older adults’ needs, caregivers may need to change or
redesign certain features of robots to adapt to different resi-
dents’ needs. For example, caregivers may need to adjust the
volume and font size of robots for residents who have hear-
ing and vision loss. They can also contribute creative design
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ideas for games that are suitable for older adults’ preferences
and give feedback on which features may not be helpful for
older adults [11].

One potential method to achieve adaptability is through
modulization. The robots may be designed with separate
modules to achieve specific functions so that caregivers can
easily reconfigure these modules to align with contextual
needs [70]. A more advanced step is to create intelligent
robots with adaptive behaviours. This would allow the robots
to learn from users and automatically adjust to users’ actions
and variations in the surrounding circumstances [45, 50].

In sum, we argue that robot design should support the
joint effort of designers and caregivers in the ongoing
improvement of robots. The relationship between design-
ers and caregivers aligns with the notion of knowledge
co-production, which views users as knowledge generators
rather thanmerely knowledge recipients and encourages part-
nerships among people with different types of knowledge
[48]. If robots are used in the long term, it will be important to
design them to encourage ongoing knowledge co-production
and dialogue between designers and caregivers. Robots can
be used as a platform to improve robot developers’ under-
standing and participation in carework, aswell as to facilitate
caregivers’ effective involvement in customizing robots to
suit older adults’ needs.

6 Limitations and FutureWork

Although we have presented a detailed analysis of selected
studies, this review has notable limitations. First, it may
not include all the relevant papers published before 2018
because, unlike the second stage, the first stage of paper
screening did not follow a systematic review method. Sec-
ond, the scope of this review is narrow. The ethical issues
and design principles discussed may or may not be gener-
alisable to home settings involving older adults or to other
types of robots or care recipients. Third, the design guide-
lines are developed through a care ethics perspective and we
focused only on ethical principles pertaining to care relation-
ships and practices. These guidelines do not target specific
ethical issues such as privacy and deception, which are com-
monly discussed in ethics related to robot caremore generally
[72]. We also acknowledge the challenges of implementing
these guidelines in real-world contexts. Considering the com-
plexity and diversity of people’s needs in aged care contexts,
we are not suggesting that designers should develop robots
to meet the unique needs of every individual. Instead, we
suggest that designers uphold the ethics of care when deter-
mining how robots can address the needs of users in aged
care. Future work is required to test and expand these design
guidelines in specific robot design studies.

7 Conclusion

This analysis comprehensively examined the literature on
caregivers’ and older adults’ experiences with humanoid
social robots in real-life residential aged care settings through
the lens of Tronto’s care ethics framework [65]. We found
that robots may sometimes promote good care and at other
times impede it. Care for older adults, we found, is deliv-
ered through a collaboration among caregivers, robots, and
designers. We argued that robot design should prioritize
the ethical elements outlined in Tronto’s framework [65]
and the CCVSD methodology [78] as they apply to the
interconnected relationships among caregivers, robots, and
designers. Robot design should facilitate successful collab-
oration among the three parties. Specifically, robots should
assist caregivers in providing ethical care to residents, while
designers should aim to provide ethical care to both older
adults and caregivers. Thus, ethical care requires a cohesive
partnership among designers, caregivers, and robots.

Based on the review, we presented four design guidelines
essential to the ethical design of robots. These guidelines
include addressing the needs of both older adults and care-
givers, evaluating the cost-benefits of robots, considering the
division of labour between caregivers and robots, and pro-
moting the ongoing improvement and adaptation of robots to
enable good care. These guidelines can help robot designers
to translate care ethics [65] and the CCVSD methodology
[78] into concrete design of social robots for aged care,
thereby bridging the gap between theory and practice. By
considering these guidelines, robot designers can contribute
to improving the wellbeing of both older adults and their
caregivers and promoting ethical care practices in aged care.
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