
International Journal of Social Robotics
https://doi.org/10.1007/s12369-023-01024-x

Factors Affecting Acceptance of Social Robots Among Prospective
Users

Prodromos D. Chatzoglou1 · Vasiliki Lazaraki1 · Savvas D. Apostolidis1 · Antonios C. Gasteratos1

Accepted: 8 June 2023
© The Author(s) 2023

Abstract
Rapid technological and scientific developments in the robotics field have led to the expansion of the use of service robots
in domestic environments. The purpose of the study reported in this paper is to identify the factors that determine people’s
psychology, attitude, and intention to use a social robotic system. A new conceptual framework is developed and empirically
tested, using data from 347 people, performing Structural EquationModeling analysis. The proposed framework incorporates
various factors related to hedonic attitudes, utilitarian attitudes, normative beliefs, control beliefs, and personality traits.
The results reveal predominantly the positive impact of normative beliefs and utilitarian and hedonic attitudes but, also, the
negative impact of control beliefs on people’s intention to use social robot systems. Consequently, it is concluded that future
clients are not only influenced by society’s general attitudes, perceptions, and prejudices towards technology but, also, by the
functional benefits of social robots.

Keywords Human–robot interaction · Intention to use social robots ·Normative beliefs ·Control beliefs ·Utilitarian attitudes ·
Hedonic attitudes

1 Introduction

In recent years, robots have been integrated into users’
environment, facilitating their everyday life by providing a
plethora of services [52]. Therefore, it is critical to under-
stand the way everyday people perceive them or respond to
their use [5, 6, 13]. Social robots are designed for support-
ing human needs, as well as for their successful integration
into people’s personal life, in a socially interactive way [19,
25]. In addition, they have a major role in areas that require
social interaction skills, such as domestic environments [55].
The social interaction between humans and robotic systems
is a well-developed cooperation, in accordance with specific

B Prodromos D. Chatzoglou
pchatzog@pme.duth.gr

Vasiliki Lazaraki
lazaraki.vasiliki@gmail.com

Savvas D. Apostolidis
sapostol@ee.duth.gr

Antonios C. Gasteratos
agaster@pme.duth.gr

1 School of Engineering, Democritus University of Thrace,
Xanthi, Greece

rules and human standards of behavior and communication
[40]. This has been partly achieved by putting considerable
effort to ensure safety in the human-robot interaction [98,
143]. However, safety is not the only requirement for a har-
monious coexistence between people and robots. Robots will
stop being perceived as any other artificial object and humans
will be able to benefit from robot’s advent in their households
when they fill the gap between digital information space and
humans [49], by not only utilizing their functional abilities
but, also, exploiting social skills, thus creating a relationship
of interdependence and trust.

Nonetheless, the utilitarian effects of social robotic sys-
tems on human life give rise to questions concerning the
importance of the interaction between humans and tech-
nology. A common approach in human-robot interaction
research is that such interactions accelerate the acceptance
of new technology by humans [17]. The actual process of
accepting a new technology is very important, as it helps
humans to familiarize with its long-term use. Sociability,
social skills, the technical nature of a robot, as well as the fre-
quency of the human-robot interaction are some of the most
critical factors affecting the acceptance of such technological
systems [55].
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Given that social robots, as innovative technology plat-
forms, are expected to have significant presence in people’s
daily lives [14, 44, 101, 112], then, one may conclude that it
is important to understand the specific parameters facilitat-
ing their acceptance. This is especially important considering
that they have some characteristics (humanlike embodiment,
perceived agency and experience, social capabilities and
capacity for eliciting affective response) [28, 31, 64], which
place them in a distinctly different class of product [41]. As
such, it is argued that we should not uncritically accept even
fundamental proposition of social sciences which apply to
other classes of products [32, 44, 138]. The acceptance of
robots should be examined from a multidisciplinary point of
view, incorporating various theories fromvarious disciplines,
such as robotics, psychology, sociology, to name a few [8].
The main purpose of the present study is to identify and clar-
ify the factors that determine people’s intention to use social
robots.More specifically, it aims to create a valid and reliable
framework for measuring people’s intention for future inter-
actionwith service robots in their living, working, and leisure
environments. Its main contribution is the consideration of
the combined effect of various theories (UtilitarianAttitudes,
Hedonic Attitudes, Normative Beliefs, Control Beliefs, and
Personality Traits) on the intention to use service robots in a
country where the use of such systems is at an early stage.

2 Factors Affecting the Acceptance of Social
Robots

The process of accepting a new technology is an intri-
cate, thorough decision-making process, which has aroused
widespread interest in the scientific community [33, 67, 128].
Specifically, it consists of a number of phases, each one
reflecting individual decisions regarding the use of tech-
nology. These not always sequential phases are (a) the
Expectation phase [121], (b) the Encounter phase (Use Inten-
tion) [129], (c) the Adoption phase [122], (d) the Adaption
phase [47], (e) the Integrationphase [121], and (f) the Identifi-
cation phase [117]. It becomes evident, therefore, that it takes
considerable time for an innovative technological instrument
to be fully integrated into a user’s life.

With regard to the reasons that lead people to purchase a
new technology, it is commonly accepted that human inten-
tions are a crucial part of various relevant theories, which
attempt to analyze human behavior [3]. Since people’s inten-
tion can be used to anticipate human attitude and actual
behavior (in this case towards the acceptance of a new tech-
nological system), it has triggered the interest of the scientific
community [88, 110, 135]. Acceptance could be interpreted
as a combination of individuals’ behavioral intentions and
their voluntary behavior [33] and has been the focal point of
several studies [37, 68, 133]. Moreover, as far as robotics is

concerned, the intention to use a technological system indi-
cates users’ readiness to first accept and then, use it [99].

There are several theories which attempt to determine
human intention and behavior. For instance, the Theory of
Planned Behavior (TPB) [3, 53]; a guideline for a num-
ber of subsequent surveys, as it examines, explains, and
predicts human behavior [123, 130] and contributes to the
better understandingof suchbehaviors [41, 42]. Furthermore,
the Technology Acceptance Model (TAM) [33], which is
a development of TPB, is another similar approach, while
the Unified Theory of Acceptance and Use of Technol-
ogy (UTAUT) [131], an evolution of the TAM, is another
important theory which has been used by a large number of
researchers during the last 20 years.

Assessment of the new technology is paramount for its
acceptance [105]. People’s attitudes towards new technol-
ogy influence their interaction with it, as well as its timely
acceptance [37, 59, 70, 105, 141]. In 2004, a scale was
developed to measure the psychological state and emo-
tions of humans using social robots, according to twelve
factors, which represent the twelve dimensions of views
towards these technological tools [126]. By designing the
proposed twelve-dimensional scale, the various aspects of
human attitudes towards robots during their interaction have
been studied in depth.

Focusing on the specific technology, i.e. social robots,
a number of factors have been examined over the last few
years in an attempt to identify those which mostly influence
people’s intention to use this technology. The present study
incorporates into the conceptual framework a small number
of factors, namely Utilitarian Attitudes, Hedonic Attitudes,
Normative Beliefs, Control Beliefs, and Personality Traits,
which have been examined separately by other researchers
and found to affect intention to use. A detailed discussion of
these factors follows in the next sections.

The contribution of this paper as far as the proposed
theoretical framework is concerned is twofold. First, this
combination of factors has not yet been examined as a set,
whereas, second, it has not been used in this scientific field
(social robots).

2.1 Utilitarian Attitudes

Utilitarian factors substantially influence people’s consumer
behavior and have a significant impact on shaping their atti-
tudes towards technology. These factors may affect human
behavior, as they are related to the practicality and useful-
ness of a technological tool. More specifically, they include
perceived usefulness [33, 67, 95, 116], effort expectancy [38,
67, 116, 131], use [38, 67, 126], perceived adaptability [55,
67, 126], as well as intelligence [12, 30, 84] of a novel tech-
nology. In addition to the technological features, utilitarian
factors also include facilitating conditions [90, 109], which
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refer to the available resources in users’ domestic environ-
ment which facilitate acceptance of new technology.

Both TPB and TAM have verified that utilitarian fac-
tors affect people’s intention to use a new technology tool.
Venkatesh et al., [131] made a significant contribution,
proposing the integration of some new factors (ease of use—
effort expectancy, performance expectancy and facilitating
conditions) in the existing theories and models, thus mark-
ing the development of the UTAUT.

Attempting to examine the factors influencing the accep-
tance of social robotic systems, several important research
endeavors succeeded in validating the relevance between the
utilitarian factors and the intention to use such systems.More
precisely, Heerink [68] examined various utility factors, such
as ease of system use (Effort Expectancy), perceived useful-
ness, use, perceived adaptability, and facilitating conditions,
revealing that they affect people’s intention to use social
robots. Additionally, Heerink [68] confirmed the assump-
tion that effort expectancy, in particular human expectation
for effortless use of the technology system, affects its per-
ceived usefulness. Furthermore, the same research verified
the assumption that facilitating conditions have a significant
impact on the use of the technology system. Similarly, De
Graaf and Allouch [38] examined the relation between util-
ity parameters, such as ease of use and usefulness of the
technological system, confirmingHeerink’s [68] assumption,
and revealing that both ease of use and perceived usefulness
influence people’s intention to use the technology.In addi-
tion, the results from the study by Bartneck et al., [12] that
examined a system’s intelligence, showed that this utilitarian
factor also influences people’s intention to use a new tech-
nology. Lastly, there is also a wealth of literature reviews
focusing on the relation between the utilitarian factors and
the intention to use a system [2, 20, 27, 30, 45, 84, 116, 126,
137].

2.2 Hedonic Attitudes

Several research projects and theories have been developed
and supported, verifying the fact that specific hedonic factors
play a crucial role in shaping people’s attitudes towards new
technology systems [18, 21, 45, 67].

The hedonic criteria are related to the attractiveness of
the system and the human feeling of enjoyment during the
human-robot interaction. Attractiveness is associated with
feelings of charm and allure, which are experienced dur-
ing the human interaction with the new technology and
may encourage users’ positive attitude towards it [84, 114].
Moreover, enjoyment is related to the feelings of pleasure,
which are experienced during the human-robot interaction
[68, 116]. Attractiveness mainly depends on the appearance
of the system. That is, the more attractive a robotic system
is, the greater the level of pleasure during the human-robot

interaction, as well as humans’ intention to use it [46, 68,
116].

Additionally, there are several equally important hedo-
nic variables, such as companionship [34, 40, 84, 89, 118],
appearance [63, 68, 84, 92, 126, 136] and anthropomorphism
[12, 49, 50, 68, 77, 84].

According to the scholarly literature, social robots can
constitute social partners, contributing to satisfying human
emotional needs [84]. Companionship is a significant fac-
tor influencing people’s intentions, as well as their behavior
towards the new technological tool [116]. Anthropomor-
phism is another crucial hedonic factor that contributes to
shaping people’s attitudes towards a social robotic system is
[76]. In fact, this is probably one of the most essential factors
for the acceptance of this new technology [84]. Anthropo-
morphism is defined as the tendency of humans to attribute
human characteristics to objects [49]. Its meaning is related
to the concept of “Animacy”, which involves the extent to
which users believe that social robots behave and respond
realistically [12]. Anthropomorphism is related both to the
robot’s appearance characteristics and its behavior during the
human-robot interaction. This factor has greatly triggered
the interest of the scientific community, as it has a significant
impact on people’s attitudes towards the new technology [37,
49, 62, 84]. In 2009, a study [12] confirmed the assumption
that the extent of human resemblance of a system is related
to how realistic technology is and that it affects people’s
intentions and behavior. Furthermore, it is also argued that
an intelligent robotic system possesses a greater degree of
realism and plausibility. Consequently, anthropomorphism
is also related to the intelligence of the system [12].

A recent result of anthropomorphism is the “Uncanny
Valley” phenomenon. This widespread theory aims to relate
the human resemblance of a robot with the level of human
familiarity with the system during their interaction [102].
Mori et al., [112] observed that anthropomorphic robots
attract human beings to a certain extent, during their constant
interaction.When the relationship between humans and tech-
nology has reached this point, the phenomenon of “Uncanny
Valley”emerges, creating a feeling of anxiety and fear to the
user towards the social robotic system [23]. Several studies
have been conducted, examiningways to avoid the “Uncanny
Valley” phenomenon when humans interact with the robotic
system. For instance, one such study [48] concluded that
the appearance of an anthropomorphic robot should not be
repulsive, frightening and disturbing to users, during their
interaction. In addition, the facial features of a social robot
should neither reveal feelings of aggression towards the user,
nor reach the limits of resemblance to living beings [93, 134].
Moreover, in order to avoid this phenomenon and achieve a
positive interaction with the robotic system, there must be
consistency regarding the models of social behavior and the
limits set by humans [134].
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2.3 Normative Beliefs

Normative beliefs include two essential and interrelated com-
ponents, the personal normative component and the social
normative component [97], which constitute a crucial factor
influencing people’s psychology, intentions, and behavior,
encompassing values, ideals, beliefs, and experiences. The
personal normative component includes the factor of trust
towards the new technological tool, as well as people’s atti-
tude towards the system. Trust plays a crucial role in the
acceptance of a new technology, specifically in the case of
social robots [58, 68, 87, 140, 141]. There has been a large
number of studies examining hownormative beliefs and prej-
udices either facilitate or interfere people’s intention to use
new technology [37, 67, 84, 97, 141]. Significant studies and
experiments have been conducted to examine the confidence
factor during the process of technological acceptance [29,
63, 80, 87, 137]. For instance, in 2010, a noteworthy sur-
vey was carried out in order to clarify the role of trust in the
human-robot interaction [140].

Additionally, the social normative component includes
social effects, in particular, on the image of people, which
refer to the consequences both on their hierarchical status in
the society, as well as on the strengthening of their prestige.
This factor has also a significant impact on the acceptance
of new technologies [37, 79, 83, 129]. The integration of a
new technological tool in people’s daily life may lead to their
prominence in society as a whole, to public recognition, as
well as to the strengthening of their status and classification
into higher social groups [54, 129]. The positive image of an
individual in society as a whole could reduce the degree of
his/her uncertainty towards this technology [111].

In their pursuit of obtaining an innovative product, con-
sumers are usually expected to take into consideration the
views of their social environment before making a purchase.
Social norms are of paramount importance for people, and
they are highly likely to bring about a particular behav-
ior [79]. Thus, social influences form people’s attitudes and
expectations about a novel technology [37, 68, 79, 84, 111,
130, 137, 141]. In addition, social influences are also related
to people’s social environment, especially family and friends.
Social standards and behaviors from an individual’s social
environment can greatly influence people’s attitude [130].
More specifically, there are many people who trust and rely
on the experiences of other users, in order to develop their
own personal experience. The common sources of informa-
tion about such technological systems are the mass media
and social networks [81, 120, 141]. The influence of themass
media is particularly strong, especially for people who inter-
act with a new technology for the first time [111]. Moreover,
people sometimes even refer to movies and science fiction
books to find answers to questions related to robots in order
to describe this technological tool [81].

2.4 Control Beliefs

Control beliefs are associated with people’s views regarding
the availability and presence of resources which could help
them improve their performance, as well as their tendency to
fully control the technology, during their interaction with it
[43]. These beliefs have a significant impact on people’s psy-
chology andbehavior. Control factorsmayhinder or facilitate
the acceptance of new technology systems. In general, con-
trol beliefs have been the main subject of several studies [3,
4, 41]. Ajzen’s [4] theoretical model of programmed behav-
ior confirms that control beliefs affect people’s intentions
to use a new technological tool. Furthermore, Brown and
Venkatesh’s [21] study validated the assumption that control
beliefs have a significant impact on human intention to use
new technology.

Some of the control factors that have a significant positive
effect on the psychology and intention of people to use a
social robotic system are the following: the safety level they
wish to maintain while using the system [12, 113, 142], their
level of anxiety towards using the system [22, 38, 43, 78, 92,
105, 127, 129], as well as the cost of this technology [21, 43,
126, 133].

Safety is a crucial factor influencing human behavior
while interacting with a social robotic system [98, 143]. The
concept of personal safety is particularly important for the
acceptance and integration of technology into people’s lives
and is defined as users’ sense of easily sharing their per-
sonal space with the robot [12]. Feelings of insecurity and
uncertainty regarding technology could arise during human
interaction with social robots, especially if it is to take place
in users’ domestic environment. Precisely, the autonomous
behavior of the robot can lead to (perceived) loss of control
as far the user is concerned, which is very likely to gener-
ate feelings, such as fear and anxiety that naturally impedes
human’s familiarization with the technological tool [142].
Ensuring comfort and safety while managing a system is an
important prerequisite for the timely acceptance of technol-
ogy [12, 131, 142].

In addition, users’ emotional state is an essential prerequi-
site for shaping their attitudes towards the specific technology
[9]. Thus, feelings of anxiety and restlessness regarding a
social robot affect to a great extent people’s intention to
use it [21]. Several other studies have also validated this
assumption [37, 68, 74, 78, 92, 105, 137].Human restlessness
during people’s contact with a social robotic system, affects
perceived usefulness, as well as ease of use of technology
[129]. In addition, it has been found that there is a correlation
between utilitarian and control factors regarding technolog-
ical acceptance [68]. More specifically, it was found that
anxiety towards a technological system had an impact on
its usefulness and ease of use [68]. Further, Bartneck et al.,
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[12] argued that anthropomorphism can also evoke feelings
of anxiety and fear to humans during the use of a social robot.

Lastly, cost plays an important role in influencing con-
sumers’ intention to purchase new technology. Before pur-
chasing it, people have to consider whether the cost is
balanced with its overall (perceived) usefulness. As a result,
perceived cost, as a control belief, is an obstacle to the timely
acceptance of new technologies [21]. Moreover, another lim-
itation for using a novel technological tool is the high cost
of its maintenance and use. A large number of studies have
been conducted examining cost as a factor influencing peo-
ple’s intentions and behavior [21, 133].

2.5 Demographic Characteristics and Personality
Traits

Personal characteristics have also been found to affect the
relationship between various factors and the acceptance of
social robots [101, 119]. These characteristics include both
human demographic [11, 119, 131] and personality traits [1,
106].

A wealth of studies have focused on identifying and clar-
ifying human characteristics in order to contribute to the
design of new social robotic systems capable of playing dif-
ferent roles in a variety of social contexts [38, 67, 73, 85,
126, 131, 132, 134]. These characteristics include (a) gender
[7, 37, 57, 68, 73, 86, 96, 106, 108, 115, 119, 125, 128, 131,
132], (b) age [7, 37, 68, 82, 86, 89, 92, 115, 132, 133], (c)
nationality and cultural background [12, 68, 72, 78, 87, 93,
96, 131] and (d) educational level of each user [12, 68, 73,
78, 93, 115].

Gender is one of the main factors affecting the psychol-
ogy and behavior of new technology users.More specifically,
it has been confirmed that due to the high percentage of
female empathy, women accept the new technology easier
and quicker than men [100]. Moreover, men perceive that
robotic systems’ usefulness is higher and show a greater
intention to use them, inasmuch as they are attracted to their
autonomy [86]. In a similarway, some surveys have indicated
that women are influenced by emotional factors as they pur-
chase new technology [125].

Age is also a critical parameter influencing human behav-
ior towards the use of new technology and plays an important
role in the technology users’ psychology, in shaping their atti-
tude and the demonstration of a particular behavior towards
it [20, 24, 82, 86, 89]. According to various studies, human
age and gender affect a system’s (perceived) ease of use and,
consequently, their intention to use it [132]. This has been
validated by Graaf and Allouch [37], who found that human
gender and age have a significant impact on systems’ use-
fulness, ease of use, as well as on shaping people’s attitudes
towards social robots.

Another crucial parameter affecting human attitude and
behavior towards social robots is the ethos and cultural back-
ground of each person [92]. This is due to the fact that each
culture exhibits different behavioral patterns and stereotypes
about particular types of technology [73].

People’s educational level is another key parameter affect-
ing human perception and behavior. Knowledge and techno-
logical expertise may influence people’s attitude towards a
novel technology, as well as their timely familiarization with
it [92]. Various surveys have been carried out examining the
importance of users’ educational level and culture for han-
dling new technology [12, 68, 73, 78].

Lastly, people’s emotional state and personality traits
are what differentiate each person as a unique entity and
contribute greatly to their intention and behavior. Several
studies have dealt with the measurement of human person-
ality traits [60, 103]. This measurement was accomplished
by grouping these characteristics into five key factors form-
ing the “Big Five” personality model [10], which includes
the following key factors: emotional stability, extroversion,
agreeableness, conscientiousness and intellect [134]. Various
research efforts confirmed that the five personality factors
shape human attitude towards new technology [73, 134].
Umemuro et al., [126] presented a scale for measuring these
factors,where they also included self-esteem, as a personality
trait that has a considerable impact on people’s behavior.

Despite all these important research attempts and find-
ings, it is argued that further examination of the effect these
individual differences play on Human Robot interaction is
necessary [5, 28, 71, 94, 139].

Table 1 provides a brief definition of the main factors
and the subfactors incorporated into the proposed theoret-
ical framework, along with a number of relevant previous
researches. The above theoretical and research background
regarding the acceptance of social robotic systems led to the
development of six main and five secondary hypotheses.

Main hypotheses.

H1 Utilitarian attitudes (intelligence, adaptability, useful-
ness, ease of use, facilitating conditions) affect people’s
intention to use a social robot.

H2 Hedonic attitudes (anthropomorphism, appearance,
companionship) affect people’s intention to use a social robot

H3 Normative beliefs (attitude, social influences, image,
trust) affect people’s intention to use a social robot

H4 Control beliefs (safety, anxiety, cost) affect people’s
intention to use a social robot

H5 Demographic characteristics (gender, age, education,
occupation) influence the intention of humans to use a social
robot.

123



International Journal of Social Robotics

Table 1 Brief definition of the factors and subfactors

Factor Sub-factor Definitions/operationalization Relevant literature

Demographic characteristics Gender 7, 37, 57, 68, 73, 86, 96, 106,
108, 115, 119, 125, 128,131,
132

Age 7, 37, 68, 82, 86, 89, 92, 115,
132, 133

Education 12, 68, 73, 78, 93, 115

Occupation

Personality characteristics (traits) Emotional stability Emotional stability is an
individual’s lack of susceptibility
to experiencing negative
emotional states (fear, anger,
irritation, guilt)

73, 126, 134

Self-esteem refers to varied &
complex mental states pertaining
to how one views oneself

Self-esteem The extent to which someone is
trusting and helpful. [136]

The degree to which a person’s
orientation is turned outward
toward the external world. [136]

Trust

Extroversion

Utilitarian factors Intelligence It is defined as users’ evaluation of
a robot’s level of intelligence [12]

12, 30, 84

These factors relate to the
practicality and usability of a
robot. They are tied to utility and
emphasize the extrinsic
motivations to accept or use a
technology

Use The actual use of the system over a
longer period in time [67]

38, 67, 126

[37] Perceived usefulness The degree to which a person
believes that the system would be
assistive [67]

33, 67, 95, 116

Effort expectancy It is defined as the degree of ease
associated with the use of the
system [131]

38, 67, 116, 131

Perceived adaptability The perceived ability of the system
to adapt to users’ changing needs
[67]

55, 67, 126

Facilitating conditions Factors in the environment that
facilitate use of the system [67]

90, 109

Hedonic factors Companionship It is defined as users’ perceived
possibility to build a relationship
with a robot [84]

343, 40, 84, 89, 118

Appearance/attractiveness It is defined as the positive
evaluation of the robot’s physical
appearance [83]

63, 68, 84, 92, 126, 136

These factors (or intrinsic
motivation) refer to users’
experience while using a robot
and have no obvious relation to
task-related goals [37]

Anthropomorphism It refers to the attribution of a
human form, characteristics, or
behavior to nonhuman things
such as robots [12]

12, 49, 50, 68, 77, 84
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Table 1 (continued)

Factor Sub-factor Definitions/operationalization Relevant literature

Normative beliefs Trust The belief that the system performs
with personal integrity and
reliability [67]

58, 68, 87, 140, 141

Attitude towards robot It is defined as the psychological
states reflecting opinions people
ordinarily have about robots [106]

70, 106

It includes both dispositions and
rules that a group of people uses
for appropriate and inappropriate
values, beliefs, attitudes and
behaviors. [37]

Social influences Someone’s perception that people
who are important to him think he
should or should not use a robot.
[67]

37, 68, 79, 84, 111, 130, 137,
141

Social impact on human
image

The degree to which use of a social
robot is perceived to enhance his
status in his social system. [129]

40, 129

Control beliefs Cost of robot The actual cost of buying a robot 21, 43, 126, 133

Safety Perceived safety describes the
user’s perception of the level of
danger when interacting with a
robot, and the user’s level of
comfort during the interaction.
[12]

12, 113, 142

Control beliefs consist of users’
beliefs about salient control
factors, that is their beliefs about
the presence or absence of
resources, opportunities and
obstacles which may facilitate or
impede behavior. [37]

Anxiety It is defined as users’ anxious or
emotional reactions evoked when
it comes to using robots. [67]

22, 38, 43, 78, 92, 105, 127,
129

Intention of use The strength of one’s willingness to
use a robot. [99]

99

H6 Personality characteristics (emotional stability, self-
esteem, trust, extroversion) affect people’s intention to use a
social robot.

Secondary hypotheses.

H7 Control beliefs (safety, anxiety) affect utilitarian atti-
tudes (adaptability, usefulness, ease of use, facilitating con-
ditions).

H8 Hedonic attitudes (anthropomorphism, appearance,
companionship) affect control beliefs (safety, anxiety).

H9 Utilitarian attitudes (intelligence, adaptability, useful-
ness, ease of use, facilitating conditions) affect normative
beliefs (attitude, trust).

H10 Personality traits (emotional stability, self-esteem,
trust, extroversion) affect normative beliefs (attitude, social
influences, image, trust).

H11 Ease of use of the system affects the perceived useful-
ness of the social robot.

3 ResearchMethodology

A structured questionnaire consisting of closed-ended ques-
tions (Likert scale, 1–5) was constructed for the collection of
primary data. As it has already been discussed, the present
survey examines 5 main factors along with 20 sub-factors in
order to examine the factors that affect the dependent fac-
tor intention to use social robotic systems. To measure them,
validated scales were used (a total of 88 closed-ended ques-
tions). These scales were adopted from other relevant studies
(Table 2) and then they were adapted to the Greek language
and context. The questionnaire consists of 7 parts, which cor-
respond to the main factors of the framework, as well as four
questions relating to the demographic characteristics of the
sample (AppendixA). Before distributing the questionnaires,
all necessary tests were carried out in order to eliminate
expressive and other errors that could make the questions
difficult to understand or that would require respondents to
spend a lot of time in order to answer the questions. Among
the steps taken was the pre-testing process which involved
the participation of 10 people who were asked to read and
comment on the questionnaire. Emphasis was also placed on
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Table 2 Questionnaire structure and sources

Factor Sub-factor Items References

Demographic
characteris-
tics

Gender, age,
education,
occupation

4 [67, 68, 132]

Personality
characteris-
tics

Emotional
stability,
Self-esteem,
Trust,

Extroversion 8 [134]

Utilitarian
factors

Intelligence 8 [12]

Use 7 [67, 68]

Perceived
usefulness

3 [67, 68]

Effort expectancy 3 [131]

Perceived
adaptability

4 [67, 68]

Facilitating
conditions

5 [67, 68]

Hedonic
factors

Companionship 5 [37, 84]

Appearance 6 [84]

Anthropomorphism 5 [12, 37, 49, 67]

Normative
beliefs

Trust 3 [67, 68]

Attitude towards
robot

8 [70, 106]

Social influences 4 [37, 67, 68, 74, 79]

Social impact on
human image

4 [40, 129]

Control
beliefs

Cost of robot 3 [74]

Safety 4 [12, 40]

Anxiety 5 [39, 67, 106]

Intention of
use

3 [99]

the time needed to complete the questionnaire (around 15
minutes) in order to avoid participants suffering from fatigue
or becoming bored.

The sample of this research includes the potential users of
social robotic systems who live in Greece. More specifically,
it is limited to individuals of Greek culture, with the ultimate
aim of identifying the factors that accelerate their acceptance
of social robots.

The questionnaire was distributed to 530 individuals, 347
answered and returned it (response rate 65,47%). The par-
ticipants were selected using the Convenience and Snowball
sampling approaches [61]. The sample involves people with
various demographic and personal characteristics. It should
be noted that the main demographic characteristics of the
participants in the printed and electronic form do not sig-
nificantly differ. In brief, participants are mainly women
(59,9%), aged between 18 and 24 (57,9%) or 25 and 30

(19,3%), with an average age of 28 years (Std.Dev. 9,733)
and well educated (74,7% have completed university level
studies, while 15,6% hold a postgraduate degree). They are
quite familiar with technology (µ = 3,95), but prefer not to
feel uncertain about their choices (µ = 4,16) because they
are very easily stressed (µ=3,36) and for this reason they
are almost always well prepared and organized (µ = 3,46)
when they have to take a decision. The above leads them to
be rather cautious (µ = 3,10).

4 Results of Empirical Research

In order to test for the unidimensonality of the constructs,
Exploratory Factor analysis was performed. Then, Analysis
of Variance tests were carried out to find out whether various
demographic characteristics of the participants differentiate
themean scores of the factors. Next, Correlation analysis was
used to examine the relationship (in pairs) between the factors
incorporated into the framework. Finally, Structural Equa-
tion Modeling was performed in order to test the proposed
hypotheses. It should be emphasised that, before starting
the analysis, specific pre-processing tests were performed
(outliers, normality tests etc). All problems were eliminated,
while it was found that all main factors incorporated into the
framework were normally distributed. A detailed presenta-
tion of this statistical process follows in the next subsections.

4.1 Factor Analysis

Exploratory Factor Analysis using Principal Component
Analysis was performed to test the unidimensionality of the
items/questions that comprise each research factors. The reli-
ability of each factor was then tested using Cronbach’s alpha,
while the appropriate indexes (Kaiser-Meyer-Olkin-KMO,
Total Variance Explained-TVE, and Factor Loadings) were
also examined [35, 51, 124].

Overall, the results of factor analysis (Table 3) confirmed
the validity and relevance of the questionnaire structure. All
factors and sub-factors are valid and reliable structures, while
almost all variables are suitable items for measuring them,
as for most sub-factors and factors (a) the value of the KMO
index is greater than 0,600, (b) the value of the TVE index is
greater than 60.000, (c) factor loadings are greater than 0,600
and (d) the Cronbach Alpha score is greater than 0,700. In
addition, very few (only 6) items (questions) out of the 87
were removed, which indicates the appropriateness of the
scales used for measuring the factors and sub-factors incor-
porated into the proposed framework.

Examining the mean scores of the factors (Table 3), it
appears that the sample consists of people who focus mainly
on utilitarian factors for purchasing and using new tech-
nology (µ = 3,67). In particular, if participants had the
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Table 3 Results of 1st and 2nd order exploratory factor analysis

Factor Variables KMO TVE Factor loadings Cronbach a Mean St. Dev

C1. Intelligence 3–8 [1, 2] .804 55.412 .653–.759 .797 4.41 .562

C2. Use 1,2, 4–6 [3, 7] .653 51.878 .589–.760 .710 3.48 .782

C3. Perceived Usefulness 1–3 .734 80.444 .874–.914 .878 3.66 .874

C4. Effort Expectancy 1–3 .667 62.501 .761–.815 .700 3.47 .730

C5. Perceived Adaptability 1–4 .781 63.878 .743–.838 .811 3.63 .750

C6. Facilitating Conditions 1–4 [5] .807 70.884 .723–.890 .862 3.34 .943

D1. Companionship 2–5 [1] .764 65.556 .746–.844 .814 2.12 .863

D2. Appearance 1–6 .830 54.953 .570–.803 .833 3.17 .884

D3. Anthropomorphism 1–5 .746 62.801 .679–.872 .847 3.02 .990

E1. Trust 1–3 .725 75.871 .855–.880 .840 2.71 .869

E2. Attitude towards robots 1–8 .881 52.031 .531–.808 .865 2.91 .795

E4. Social influences 1–4 .676 60.395 .743–.809 .779 2.86 .843

E5. Social impact on human image 1–4 .793 76.693 .778–.923 .894 2.12 .907

F1. Cost 1–3 .574 56.526 .601–.843 .594 3.74 .743

F2. Safety 1–4 .798 65.179 .760–.854 .820 3.54 .876

F3. Anxiety 1–5 .730 59.954 .646–.854 .830 3.27 .854

B. Personality characteristics 4–5 [1–3, 6, 7] .500 81.758 .904–.904 .774 2.82 1.080

C. Utilitarian factors* C1-C6 .778 54.689 .559–.805 .784 3.67 .542

D. Hedonic factors* D1-D3 .619 66.858 .691–.889 .749 2.77 .746

E. Normative beliefs* E1-E5 .786 64.204 .757–.861 .811 2.65 .683

F. Control beliefs* F1,F3 [F2] .500 69.098 .831–.831 .549 3.50 .664

G. Intention of use 1–3 .750 84.312 .907–.932 .907 2.58 1.027

*indicates second order factor analysis

opportunity to interact with a social robot, they would pre-
fer a system with intelligent software (µ = 4,41), which is
really useful (µ = 3,66) and usable, that is, to provide them
with the opportunity to use it for different purposes (µ =
3,48). Furthermore, they would like it to be convenient in
its use (µ = 3,47), as well as to easily adapt to their needs
(µ = 3,63).However, , in order for their possible interaction
with the social robotic system to be facilitated, they consider
that the available resources and conditions in the people’s
domestic environment are only relatively satisfactory and
appropriate (µ = 3,34).

On the contrary, it is obvious that they are less interested in
the various hedonic factors (µ = 2,77), thus concluding that
participants are more interested in the functional character-
istics of a social robot than its technological characteristics
that could make its use enjoyable. More specifically, partic-
ipants do not appear to be in need of a social robotic partner
in their life, since they do not look for companionship from a
technological system (µ= 2,12). However, they are slightly
attracted by its appearance (µ = 3,17), but they are indiffer-
ent (µ=3,02) to the anthropomorphism characteristics of the
social robotic system.

Similarly, the mean of the normative beliefs factor is rel-
atively low (µ = 2,65). In particular, it is considered that
the use of robots will not enhance their image in society (µ
= 2,12), while their influences from the social environment
are also at a low level (µ = 2,86). Additionally, their trust
towards robots is slightly negative (µ = 2,71), which reflect
their neutral, at best, attitude towards the use of this type of
technological tool (µ = 2,91).

Lastly, examining the control beliefs related factors, it is
concluded that participants are seriously concerned about the
cost of purchasing and maintaining social robots (µ= 3,74).
Moreover, they do not feel safe enough during their possible
interaction with a social robot (µ = 3,54) and, as a result,
they are restless and anxious regarding its use (µ = 3,27).
For all the above reasons, in general, most participants stated
that they are greatly concerned about the possible future use
(intention of use) of a social robotic system (µ = 2,58).
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Table 4 Correlations among the
main factors Personality

characteristics
Utilitarian
factors

Hedonic
factors

Normative
beliefs

Control
beliefs

Personality
characteristics

1.000

Utilitarian factors 1,000

Hedonic factors .356** 1.000

Normative beliefs .476** .547** 1.000

Control beliefs −.239** .108* .293** .160* 1.000

Intention of use .116* .392** .184** .593** − .107*

*indicates significance at .05 level, **indicates significance at .01 level

4.2 Correlation Analysis and Analysis of Variance
(ANOVA)

The results of the Correlation Analysis confirmed the exis-
tence of a weak or moderate statistically significant correla-
tion (Spearman’s rho) between almost all sub-factors, as well
as between the sub-factors and the dependent variable (inten-
tion of use). More specifically, the sub-factors that seem to
be highly correlated with the intention to use are attitude
towards robots (rho = ,593), social influences (rho = ,539),
safety (rho= ,484), impact on human image (rho= ,419) and
perceived usefulness (rho = ,414). The fact that for most of
these sub-factors the perception of participants is rather neg-
ative (Table 3), may partly explain why the intention to use
social robots is low. Regarding the factors the general view
remains the same (Table 4). While all factors have a statisti-
cally significant correlation with intention to use, normative
beliefs (rho= ,593) and utilitarian factors (rho= ,392) have
the strongest statistically significant correlation with it.

As far as the demographic characteristics of the sam-
ple (gender, age, education, occupation) are concerned, it
is found that only age is not correlated with any of the sub-
factors or factors. In contrast, the other three characteristics
have a statistically significant (<,300) correlation with sev-
eral sub-factors or factors, even with the dependent factor
(intention to use).

Furthermore, ANOVA was also performed in an attempt
to examine whether there are differences among the mean
scores of the sub-factors and factors of the proposed frame-
work of people with different demographic characteristics.
The results indicate that the intention to use a social robotic
system varies depending on the gender and educational level
of people. More specifically, it seems that men exhibit higher
intention to use (2,85 compared to 2,40 ofwomen). Similarly,
those with higher educational level have relatively higher
intention to use, compared to high school graduates (2,91 and
2,62 respectively). Furthermore, there is statistically signifi-
cant difference in the mean score of various control beliefs of

people with specific demographic characteristics. In partic-
ular, women feel more insecure and stressed, but also place
more emphasis on the high cost than men (3,65 and 3,29
respectively), whereas university graduates feel relatively
less insecure and anxious than high school graduate (3,41 and
3,88 respectively). On the contrary, there is no statistically
significant difference in themean scores of the utilitarian fac-
tors, the hedonic factors, and the normative beliefs of people
with different demographic characteristics.

Based on these findings, it is reasonable to conclude
that demographic characteristics play a significant role on
people’s intention to use the specific technology and it is,
therefore, necessary to take them into consideration and
include them in the originally proposed framework.

4.3 Structural EquationModels

To test the research hypotheses, Structural Equation Model-
ing (SEM) was carried out. Two different frameworks were
used to examine both the main and secondary hypotheses.
These are illustrated in Figure 1 (incorporating only the main
factors) and Figure 2 (examining only sub-factors). The data
fit indices of these two frameworks are presented in Tables 5
and 6. The results demonstrate the satisfactory adjustment,
validity and reliability of the two frameworks, as the scores of
all the indicators are satisfactory (within the accepted range).

The independent factors of the first framework (Figure 1)
can interpret 43% the variation of the dependent factor (inten-
tion to use a social robot), 45% of normative beliefs, 20%
of control beliefs, and 15% of hedonic attitudes. When sub-
factors are considered (Figure 2), the independent sub-factors
of the framework can interpret 43% of the variation of the
intention to use a social robot, 55% of the attitude towards
robots, 38% of the impact on the human image, 23% of anx-
iety and 19% of social influences. Therefore, it is reasonable
to claim that the predictive power of both frameworks is quite
satisfactory.

Based on the above results, it is understood that some of
the initial hypotheses are accepted, some others cannot be
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Fig. 1 Amended research framework using factors

accepted, while there are others that emerged after the com-
pletion of the statistical analysis (modifications based on the
suggestions of SEM).More specifically, themain hypotheses
H1, H2, H3 and H4 are accepted (Fig. 1), because there is a
direct and statistically significant relationship between utili-
tarian factors, hedonic factors, normative beliefs, and control
beliefs with the intention to use a social robotic system. As it
turns out, in fact, normative beliefs have the greatest impact
on intention to use (62). More specifically, two of the norma-
tive beliefs related subfactors (social influences and attitude
towards robots) have the greatest direct impact on intention
to use such systems (Fig. 2). Additionally, it is observed that
Utilitarian Factors have a considerable total (direct and indi-
rect) impact on intention to use social robots (0,422). This
suggests that the functional characteristics, as well as the
usefulness of the technological systems directly and indi-
rectly affect the intention to use social robots. However, the
results from Fig. 2 suggest that only perceived usefulness
affect intention to use.

Furthermore, the results indicate that control beliefs neg-
atively affect people’s intention to use this technology (−
0,179). More specifically, as shown in Fig. 2, the control
beliefs related subfactors, anxiety and cost negatively affect
intention to use, while safety/security positively.

On the contrary, although the initial results (Fig. 1) indi-
cate that hedonic factors moderately influence Intention of
Use (0,152), when the hedonic relate sub-factors were exam-
ined separately (Fig. 2) no statistically significant impact on
the intention to usewas observed. This fact indicates that par-
ticipants of the current study do not pay toomuch attention to
the features related to the appearance and attractiveness of a
robot, but they rather focus on features related to its technical
characteristics.

Regarding the secondary hypotheses (H7-H11), only
H8 (relationship between hedonic and control beliefs) and
H9 (relationship between utilitarian factors and normative
beliefs) were validated from the findings (Figs. 1 and 2
respectively).
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Fig. 2 Amended research framework using sub-factors

Table 5 Indicators of data
adjustment of the factors
research framework

Indices Cmin/df GFI CFI NFI RMR RMSEA

Acceptable scores < 5 >.900 > .900 > .900 < .070 < .100

Actual scores 2 .210 .968 .952 .918 .074 .059

Table 6 Indicators of data
adjustment of the sub-factor
research framework

Indices Cmin/df GFI CFI NFI RMR RMSEA

Acceptable scores < 5 > .900 > .900 > .900 < .070 < .100

Actual scores 2 .011 .962 .960 .925 .057 .054

It is also understood that specific characteristics (both
demographic and personality ones) indirectly affect human
intentions and their decisions regarding the future use of a
social robot.

This positive overall effect suggests that themore efficient
and functional the system is, the greater the degree of pleasure
during the possible human interaction with a social robot. In
addition, there is a strong positive correlation between util-
itarian factors and normative beliefs. This indicates that the
factors related to the usefulness of the system strongly influ-
ence the factors related to the beliefs, views, and mentalities
of the society as awhole regarding this technology.Moreover,
there is a direct impact of hedonic factors on both normative

beliefs and control beliefs. Therefore, the factorswhich relate
to the appearance of the specific technology determine the
beliefs of society as a whole, shape people’s attitudes, as well
as their beliefs regarding the degree to which they feel secure
and certain, while using a social robot.

In general, it becomes apparent that the impact of the nor-
mative beliefs and the utilitarian factors on the attitude of the
research participants is quite powerful. Consequently, poten-
tial users are influenced not only by the general attitude of
the society as a whole, or the mentality and prejudices con-
cerning technology, but also by the functional benefits of the
social robotic system.

123



International Journal of Social Robotics

Lastly, it should be stressed that following the adjustment
of the research framework to the empirical data (based on
the suggestions of SEM), new causal relationships among
the variables emerged (Figs. 1 and 2). Specifically, it was
found that utilitarian factors directly affect hedonic factors.

5 Discussion and Conclusions

The acceptance of a new technological system is a long and
complicated process. This process begins with the acquain-
tance of a person with the system and results in its integration
into his/her daily life. The current research examined the
factors that accelerate or delay this process, investigating
people’s intention to use a social robot. The aim of the sur-
vey was to identify the factors that determine the psychology,
attitude, and intentions of people to use a social robotic sys-
tem. Its main contribution is twofold: first empirical, since
it provides evidence about the magnitude of the effect vari-
ous factors have on people’s intention to use social robots in
their everyday life, and at a practical level since these findings
could potentially contribute towards the design and develop-
ment of new, innovative, social robotic systems that exhibit
a wider acceptance according to the requirements and needs
of the people who might be using them. As far as the theoret-
ical contribution, the study identified that utilitarian factors
exhibit the strongest impact on people’s intention to use a
social robot, followed by normative beliefs, while hedonic
factors have a relatively minor effect. Further, it is found that
control beliefs have a negative effect since the cost of buying
such systems is still relatively high. Analysis of the findings
and the theoretical and practical contribution of this research
are detailed in the next few paragraphs.

The role of utilitarian factors in shaping the intention
of potential users of a social robot has been proved to be
extremely important. These factorswere found to have a posi-
tive effect on the intention of participants to use a social robot.
Utilitarian factors are related to enhancing the efficiency
of work and facilitating people’s daily lives, through the
functional characteristics of the technological system. More
specifically, it seems that participants focus mainly on fac-
tors related to usefulness, and (less) to usability, ease of use,
adaptability (to users’ needs), as well as the facilitating con-
ditions in their domestic environment. Several other studies
have also validated the powerful impact of utilitarian factors
on human decisions regarding the use of a social robot [12,
67, 68 131]. In addition, the theoretical and research results
indicate that perceived usefulness of technology significantly
influences the development of a positive attitude towards it.
The scientific community has validated this assumption as
well [79, 126, 131]. It is important to note that companies
involved in the production of robotic systems have to focus
on the operational characteristics of the system, in order to

enhance their efficiency and productivity, and accommodate
requests of their customers as well. The purpose of operating
a robotic system should be clear and understandable to the
general public, with the aim to increase its interest, to prompt
its timely acceptance and, consequently, its continuous use.
Thus, it becomes apparent that utilitarian factors contribute
to urging the process of acceptance of social robotic systems.

Furthermore, the results of the current study show that
hedonic factors have a relatively minor (but still statistically
significant) effect on the intention of people to use social
robotic system in the future. Hedonic factors are related
to the feelings of pleasure during the potential use of the
specific technology, to appearance features and anthropomor-
phic behavior of the system, and to satisfying the need for
human companionship. It can easily be deducted that people
usually focus on the functional benefits and not so much on
the external features of the system. In the literature, one can
find many studies showing that hedonic factors influence the
acceptance of social robots [49, 67, 68, 84].Nevertheless, this
research shows that hedonic factors have a much lower (but
still statistically significant) impact than utilitarian factors.
This could urge designers of such systems to create attrac-
tive products with sophisticated functional features, aiming
to stimulate human intention to use technology. It is worth
mentioning that the results of the statistical analysis indi-
cated that utilitarian factors affect hedonic factors. Therefore,
social robot companies could combine the functionality and
attractiveness of their products in order to create innovative
technological systems that would stimulate human interest.

Moreover, it has been found that normative beliefs
strongly affect people’s intention to use a social robot. Nor-
mative beliefs relate to the rules and established standards of
behavior, prevailing in a community, and this result suggests
that people take into consideration these factors. Mentality,
perceptions, and prejudices of society, shape people’s atti-
tude towards new technology, and influence their behavior
towards it. A review of the literature confirms that normative
beliefs significantly influence people’s intentions to use the
technological system [79, 105, 129]. This allows us to con-
clude that companies should design reliable systems, which
can take initiatives whenever the user deems it to be neces-
sary, so as to avoid uncertainty and insecurity during people’s
possible interactionwith technology. Following the results of
this study, both utilitarian and hedonic factors have a statis-
tically significant effect on normative beliefs. In conclusion,
social robot manufacturing companies should design intelli-
gent, reliable, and useful systems, with attractive appearance
features, in order to receive a positive evaluation from their
customers.

In addition, the research results indicate that control
beliefs negatively affect people’s intention to use a social
robot. More specifically, control beliefs relate to the human
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need to manipulate and control a technological system. Con-
trol beliefs include the cost factor of the system, as well as
the anxiety and insecurity a person feels while using new
technology. This is also supported by the existing literature,
which verifies that control beliefs influence people’s inten-
tion to use a social robot [104], as well as their behavior
towards it [12, 67, 68]. Feelings of anxiety and uncertainty
towards a social robotic system may delay its acceptance,
resulting in its non-smooth integration into users’ domestic
environment. Thus, companies should design new, innova-
tive systems that would eliminate the emergence of feelings
of uncertainty, anxiety, and awkwardness, which are usually
caused by the system’s autonomous behavior. In addition,
consumers focus on the cost of the new technology which
concerns themgreatly. Therefore, companies should consider
the cost factor as a significant barrier of delaying the accep-
tance of social robots.

It is important to note that intention to use is indirectly,
but slightly, influenced by the demographic characteristics
of each individual. In particular, it was observed that gender,
educational level, occupation, as well as specific personality
traits of the individuals (indirectly) influence their intention
to use social robots. This result is consistentwith the results of
other similar studies, which examined the behavior of people
towards a new technology and their intention to use it [16,
67, 104, 132, 134].

Finally, despite the significance of the results, it should be
noted that the current study is restricted by certain limitations.
First of all, the use of social robot systems in Greece is in
its infancy and the impression the general public holds about
such systems is probably blurred. It is very likely, thus, that
this affects their attitudes towards the use of such systems.
Therefore, it is reasonable to claim that the results would
have been different in countries where the use of such sys-
tems is more widespread (e.g. in Japan). Further, the results
reflect the perceptions, mentalities, prejudices, and the gen-
eral attitude of Greek people. People from other countries
possessing other cultural background, may have different
attitudes and exhibit different behavioral patterns towards
the use of similar systems. Another limitation concerns the
sampling approach adopted to collect the necessary data (the
random snowball sampling, a popular approach when inter-
net and social media are used for collecting similar data). The
adoption of a probabilistic hybrid approach (cluster, stratified
and random approach) would produce a more representative
sample. Finally, user beliefs and attitudes are treated in this
study as antecedent to intention to use (pre-implementation
stage), generally based on indirect experience and second-
hand information [26]. However, it is also found that, at a
post-usage stage, user beliefs, perceptions and attitudes can
be changed as users gain personal experience with the sys-
tem [15]. A study examining the changes in users’ beliefs

and attitudes (pre- and post-usage) could potentially offer a
clearer picture of the way these factors are interrelated.
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Appendix A: Items used tomeasure
the factors examined

Choose whether you agree or disagree with each of the fol-
lowing sentences on a scale of one (1) to five (5), with 1
indicating “strongly disagree” and 5 “strongly agree”.

A. Personality characteristics

I think I’m a person who…

1. .… easily shows his confidence.
2. .… is familiar with technology.
3. .… can easily use a robot.
4. .… wishes not to be uncertain with his choices.
5. .… can be very stressed.
6. .… is relaxedmost of the time and can control his anxiety.
7. .… is always well prepared and organized.
8. … wants a companion for most of the day.

B. Utilitarian Attitudes

Intelligence

If I owned a social robot, I would like it to …
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1. .… give me good solutions and suggestions on the issues
that concern me.

2. .… be able to adopt and apply new knowledge and func-
tions.

3. .… always inform me with valid information.
4. .… handle the tasks I entrust it with flawlessly.
5. .… accurately perform all its functions.
6. .… not to delay during our interaction.
7. .… provide me with information faster than other means.
8. .… help me to do many things simultaneously.

use

If I came into contact with a social robot, I would use it to…

1. … help me with my chores.
2. … remind me of the work I must do.
3. … support me during the execution of my tasks.
4. … take care of me.
5. … protect me.
6. … keep me informed about various issues that concern

me.
7. … amuse me (e.g. listening to music, playing games,

etc.).

Perceived Usefulness

In general, I think that if I owned a social robot...

1. … it would be useful to me.
2. …. it would make my daily life easier.
3. …. it could help me with many things.

Effort Expectancy

I find that if I were to make contact with a social robot...

1 … our interaction would be clear and understandable.
2 … it would be easy for me to learn how to use it.
3 … it would not require much action on my part in order

for it to start performing its functions.

Perceived Adaptability

I believe that if I were in possession of a social robot...

1 … it could be adaptive to what I need.
2 … it could do what I needed at that particular moment.
3 … it could help me when I consider it to be necessary.

4 … it could easily adapt to my space.

Facilitating Conditions

I believe that …

1. … I have everything I need to make good use of a robot.
2. … I could use a robot properly, as I have the necessary

knowledge.
3. … I could use a robot easily, as I have the necessary

knowledge (e.g. IT background).
4. .... I have the technological resources necessary to use

home robots at my home (e.g. internet connection).
5. …my family would have no problemwith having a robot

in the house.

C. Hedonic Attitudes

Appearance of the Robot

I think my social robot should …

1. … be quite attractive.
2. … have the right size.
3. … have a voice like a living creature.
4. … look like a living creature.
5. … be designed with beautiful features.
6. … have many colors.

Companionship

If I owned a social robot, I would like …

1. … it to be friendly with me.
2. … to spend a lot of time with it.
3. … to spend a constructive time with it.
4. … to use it for companionship when I feel lonely.
5. … to have more social interaction with it rather than with

people at certain time of the day.

Anthropomorphism

I I owned a social robot, I would prefer it to ...

1. … has anthropomorphic features.
2. … has human-like appearance and behavioral character-

istics.
3. … move elegantly.
4. … has a conscience.

123



International Journal of Social Robotics

5. … give me the feeling that it is a living being.

D. Normativw Beliefs

Trust

If I made contact with a social robot…

1. … I would trust it to give me advice
2 ….. I would follow its advice
3. … I would trust it to take initiative

Attitude Towards Robots

I consider that…

1. …it’s a good idea to use a social robot.
2. …the social robot makes my life more interesting.
3. …my social robot offers me a lot on a personal level.
4. …my social robot offers me a lot on a social level.
5. …social robots are effective in taking care of people.
6. …social robots are effective in entertaining people.
7. …social robots are effective for home use.
8. …it is good that robots in the future will increasingly

appear in people’s home environment.

Social Influence

1. I think that, the media has influenced my expectations of
social robots.

2. I consider that, movies and science fiction series depict-
ing social robots affect most people and me regarding the
use of robots.

3. If my friends had a social robot in their home environ-
ment, it would have probably affected me and it is very
likely that I would buy it as well.

4. My social environment would affect my decision to buy
a social robot.

Image

Buying a social robot…

1. … would provide me with a favorable image in a tech-
savvy social group.

2. … would enhance my image in the community.
3. … could give me more prestige.
4. …could have positive effects on my social well-being.

E: Control Beliefs

Cost

I have the impression that a social robot…

1. … is quite expensive.
2. … has a disproportionately high cost compared to the

services it offers.
3. … takes a lot of money to maintain.

Safety

I think that, if I had a social robot…

1. …I would feel very safe because of its autonomous
behavior.

2. …I would feel comfortable sharing my personal space
with it.

3. …I would not feel any sense of danger because of its
physical presence.

4. …I would feel safe to trust my personal information with
it.

Anxiety

If I were in contact with a social robot...

1 .... I would be afraid to make mistakes with it.
2 .... I would afraid to break something.
3 .... I would find the social robot scary.
4 .... I would find the social robot intimidating.
5 .... I would be very careful about what functions I would

ask it to perform.

F. Intention to use

1 I think I would use a social robot in the near future.
2 I am planning to use a social robot in the near future.
3 I am sure I will use a social robot in the near future.
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