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should obey fundamental human rules of spatial behav-
ior to integrate smoothly into societies still consisting of 
people that have no or limited prior exposure to robots. 
In environments where human-robot interactions occur in 
close physical proximity, such as in a hallway, adhering to 
these behavior rules is particularly important. Therefore, in 
order to facilitate seamless integration of robots into human 
environments, it is crucial to understand human reactions 
to physical encounters with robots. This knowledge can 
then inform the programming of robotic motion behavior 
[4]. The challenge lies in determining appropriate practical 
distances for indirect interactions, because the best possible 
distance – usually the greatest, e.g., [5] – may not always be 
feasible in crowded spaces or narrow corridors. Hence, the 
development of motion algorithms for autonomous robots 
must consider appropriate distances that maximize human 
comfort and minimize restrictions on the robot’s mobility. 
Numerous studies have been in search for the best practical 
distances, e.g., [5–18], and they arrived at varying estimates 
of appropriate distances with potentially practical conse-
quences for the implementation in robot motion planning 

1 Introduction

Humans will encounter or even live together with increas-
ingly autonomous robots in the years to come and the major-
ity of human-robot encounters will take place without direct 
interaction (e.g., when robots carry out tasks independently, 
such as transportation or vacuuming). But we don’t need 
to look far into the future, because already today, autono-
mous robots are deployed as museum tour guides [1], work 
closely with humans as collaborative industrial robots, or 
transport goods in public spaces [2]. While the number of 
robots surges, it is imperative for humans to adapt to their 
presence [3]. In order to support this adaptation, robots 
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Increasingly autonomous robots become more and more prevalent in daily life and their proximity to humans may affect 
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algorithms. These varying estimates stem from the use of 
(slightly) different adequate operationalizations of the con-
struct appropriateness. For example, if perceived safety, 
e.g., [19], is used as a concept, different distances could be 
interpreted as appropriate than if spatial comfort, e.g., [20], 
is measured. In a practical scenario, a robot can only main-
tain a single physically “appropriate” distance. As a result, 
developers must either select one particular operationaliza-
tion of appropriateness, such as perceived safety, and its cor-
responding measurement, or they may opt for a combined 
measure of appropriateness for implementation purposes. 
To determine the feasibility and conditions under which an 
aggregate measure of appropriateness should be developed 
and utilized, it is necessary to compare the outcomes of vari-
ous definitions and their associated measurements, with the 
goal of identifying a “one-size-fits-all” solution. Thus, the 
purpose of this study is to specifically investigate and dis-
cuss the impact of using various concepts, their measures, 
and their practical implementation (i.e., operationalization) 
to evaluate human-robot interaction. Specifically, we will 
focus on the two most frequent studied forms of indirect 
interaction, that is, lateral passing of a robot and frontal 
approach [11]. Further, we aim to determine if the measures 
employed in previous studies can ad-hoc form an aggregate 
measure of the appropriateness of spatial distance between 
robots and humans successfully. Finally, by applying this 
ad-hoc appropriateness scale, we will extend on existing 
research regarding the effect of robot appearance on dis-
tance preferences. For this purpose we use two different 
robots - one of them in two variants.

2 Theory

2.1 Concepts of Appropriateness in Human-Robot 
Proxemics

Human spatial behavior has been extensively studied in 
anthropology and psychology [10, 21, 22]. In his early 
works Hall [22] conceptualized the space (proxemics) 
around a person and divided it into four subspaces, the inti-
mate zone ranging from 0 to 0.45 m, the personal zone rang-
ing from 0.46 to 1.20 m, the social zone ranging from 1.21 
to 3.50 m and the public zone from above 3.51 m. Prox-
emics represents a central social convention that encom-
passes the relative positioning and orientation of interacting 
[23]. In addition, they determine the quality of the interac-
tion as well as the well-being of the interaction partners. 
Spatial behavior, deviating from these social conventions, 
for example inappropriately invading someone’s personal 
zone, can cause people stress, anxiety, or discomfort [24–
26]. Previous research has demonstrated the existence of 

similarities in human-human proxemics and human-robot 
proxemics [7]. It has been proposed that underlying psy-
chological motives, such as threat or gaze behavior, that 
guide human-human proxemics also apply to human-robot 
proxemics [12, 27]. This is likely due to the fact that robots 
actively create a social space [28]. Several studies have 
examined the relationship of spatial proximity in indirect 
human-robot interactions, and it has been found consistently 
that humans tend to prefer greater distances in these interac-
tions and have more positive impressions of robots when 
they are encountered at greater distances [5–18]. Recently, 
even an extensive model of personal space in relation to 
human-robot interactions has been introduced [11].

2.1.1 Problem Statement

It is evident, that the primary objective of most human-
robot proxemics studies is to evaluate the appropriateness 
of human-robot distances through a particular operation-
alization of the construct appropriateness. However, there 
is currently a lack of discussion on how appropriateness 
should be operationalized – even though, practically, a robot 
can only chose a certain distance at one point in time or 
motion. Thus, depending on the specific operationalization 
of appropriateness and hence varying measures, different 
outcomes are to be expected. For instance, if the evaluation 
of appropriateness is based on spatial comfort (e.g., “How 
comfortable were you with the passing of the robot?”), per-
ceived safety (e.g., “I feel that this situation is dangerous 
for the passerby.”; 19), expectation conformity (e.g., “The 
robots motion behavior was exactly how I expected it ”), or 
general motion acceptance (e.g., “The autonomous assis-
tant’s motion behavior was good.”), the subjective evalu-
ation of appropriate distances will likely differ. In other 
terms, most studies aim to determine the most appropriate 
distance, but rely on different operationalizations of appro-
priateness as their dependent measure. As a result, these 
different approaches are likely to lead to divergent assess-
ments of appropriate distances due to participants’ potential 
to understand and/or weigh concepts, such as safety or dis-
comfort, in different ways. Moreover, this divergence effect 
could be amplified by the fact that most of the studies cited 
in this article use only single-item measures. While this 
approach can be effective in measuring well-defined and 
specific constructs [29–31] single-item measures are prone 
to measurement error and therefore lack reliability [32–36]. 
Nevertheless it does seem likely that most readily applied 
measures each capture some of the nuances of the overall 
appropriateness in human-robot proxemics. Therefore, we 
will base our study on the most commonly used operation-
alizations of appropriateness – presented in the following.
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2.1.2 Spatial Comfort / Discomfort Rating

A commonly used approach is to ask participants about their 
level of comfort in indirect human-robot interactions [5, 11, 
16, 17, 20] Conversely, subjects can also be asked if they 
feel uncomfortable [13, 37]. The natural assumption is that 
a distance perceived as comfortable or not uncomfortable is 
appropriate.

2.1.3 Perceived Safety

The logic of this measurement is that it is assumed that 
people are more likely to accept an autonomous motion if 
they feel safe [19]. Specifically, a situation that is objec-
tively safe (i.e., it is not harmful in a physical way) but not 
perceived as such can lead to negative feelings and stress 
[38]. Hence an appropriate distance should be perceived as 
subjectively safe.

2.1.4 Expectation Conformity

People unconsciously infer expectations from the implicit 
rules for spatial behavior. People who do not meet these 
expectations cause an unpleasant affective state (e.g., fear) 
in their counterpart and are therefore perceived as less desir-
able, e.g., [39]. As mentioned, these behavioral rules and 
respectively the derived expectations can, to some extent, 
be transferred to human-robot interactions [7, 40]. Thus, the 
more likely a robot is to behave according to the expecta-
tions of the human interaction partner, the more appropriate 
it should be perceived.

2.1.5 General Motion Acceptance

It has been postulated that acceptance is a crucial metric to 
assess the quality of human-robot interactions [41]. Accep-
tance has been used in numerous studies to evaluate human 
interaction with social robot systems [42, 43]. As compo-
nents of the general acceptance of robotic motion behavior, 
Oestreicher [43] identified predictableness, trustworthiness, 
and subjectively good motion as positive and surprisingness, 
strangeness, and uncomforted as negative predictors. Thus 
this measurement instrument, in contrast to those presented 
so far, by definition exists of multiple items, as acceptance 
as such is already a fanned out construct.

2.1.6 Direct Distance

Even though this approach differs from the others substan-
tially, we want to discuss it, due to its relevance. Several 
studies were conducted in which researchers allowed their 
subjects to set their own preferred distance from a robot by 

controlling it with a remote control. In a study by Walters et 
al. [7], the robots were moved to within 60 cm of the sub-
jects by default before participants could adjust its position 
forward and backward to indicate what they felt to be an 
appropriate distance. In similar studies researchers had par-
ticipants steer the robot completely freely as close to them 
as they preferred [14] or stop the approach at an appropri-
ate distance [44]. While this is a suitable method to form 
reference values for appropriate human-robot proxemics, 
these findings have limited practical use for this study, since 
(a) the control of the robot rests within the subjects, which 
has restricted predictive validity about autonomous robotic 
motion, and (b) the interaction is direct, not indirect, due to 
the steering control. The work-around for this study is to ask 
people directly right after the interaction whether a certain 
pre-programmed distance is perceived as too close, without 
placing the robots control in the participants’ hands.

2.2 Robot Features

Finally, we would like to discuss appropriateness differ-
ences with respect to different robots. While many robots 
are endowed with human-like attributes like arms or bodies 
[45], there is still little research on how human character-
istics influence the appropriate proximity of a robot. It has 
been shown that a higher level of a human-like appearance 
leads to more positive impressions of the robot, while at the 
same time, distance preferences towards humanoid robots 
are found to be slightly larger than for mechanoids in these 
studies [8, 11, 43, 46–48]. In one of the first studies, Syrdal 
et al. [9] found a robot equipped with a anthropomorphic 
robot face was kept at a greater distance than the same robot 
without the face. Similar results have been presented more 
recently by [48, 49]. This could be explained by the non-
linear relationship between human-likeliness of an artificial 
object and its acceptance [13, 50]. Robots that have too 
human-like features can appear as creepy and thus result 
in larger distance preferences [13]. Additionally, it is worth 
noting that while anthropomorphizing robots with masks or 
other physical features has been explored, transmitting an 
actual human face via a monitor has not yet been investi-
gated as a potential method of traversing the Uncanny Val-
ley [50, 51]. Furthermore, research on the effect of robot 
height on human comfort levels has yielded mixed results. 
For example, Syrdal et al. [9] found no preference differ-
ence between a height of 1.2 and 1.4 m when participants 
were standing, but Koay et al. [8] found that participants 
preferred shorter robots (1.2 m vs. 1.4 cm) when sitting. 
Studies have also shown that humans feel more comfort-
able getting closer to robots that are lower than knee height 
(around 51.6 cm on average) compared to taller robots [46, 
52, 53]. However, it appears that there is a gap in research 
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3 Methods1

3.1 Selection of Test Distances

It has generally been postulated that the personal zone (0.46 
to 1.20 m; reserved for friends and family, as well as highly 
organized interactions) seems to be the most adequate spa-
tial zone in human-robot interactions [54]. Further, in accor-
dance with a recent study by Neggers and colleagues [11] 
we generally assume that the shape of the personal space 
with regard to human-robot proxemics is round-shaped (i.e., 
differences between right, left, front or rearward passing, do 
not seem to be significant). At the same time the appropriate 
distance seems to be larger for frontal approaches than for 
lateral (and frontal or rearward) passes, e.g., [14, 44, 49]. 
In the case of lateral passing, Pacchierotti and colleagues 
[16] demonstrated that 0.4 m is more comfortable than 
0.3 m or 0.2 m. In a recent study, Neggers and colleagues 
[5] were able to show that the comfort of the participants 
improved with increasing lateral passing distance, stabiliz-
ing at about 1 m. Lauckner and colleagues [14] found that 
a mean passing distance below 0.46 cm for lateral passing 
and below 0.77 m for frontal encounters was not desired by 
participants in a hallway setting, see also [9]. As mentioned, 
closer distances may sometimes be necessary from a practi-
cal point of view. Thus, distances for lateral passing were 
set between 0.20 and 0.60 m (step 0.10 m) and somewhat 
larger for frontal encounters, i.e., between 0.50 and 1.10 m 
(step 0.15 m).

3.2 Measures of Appropriateness

In our study, we employed a set of measures as described 
above and operationalized them as survey items (see 
Table 1). Participants were asked to rate their level of dis-
comfort, expectation conformity, perceived safety and gen-
eral motion acceptance of the robot’s motion using a 5-point 
bipolar Likert scale, where 1 represents “strongly disagree” 
and 5 represents “strongly agree”. Additionally, participants 
were asked to rate the direct distance from the robot using 
a 5-point unipolar scale, where 1 represents “much too 
close” and 5 represents “not too close at all”. The original 
study also included two hypothetical questions that aimed 
to investigate the extent to which the participants compared 
the robot’s behavior to that of a human. These were not con-
sidered due to the research question of this study.

1 This Study uses data from a Dissertation Thesis. The Experiments 
were Originally Conducted by Lauckner [13]▲

comparing robots with a height of around one meter, which 
have been studied independently, to taller, almost human-
sized robots [48]. A direct comparison between the two has 
yet to be conducted.

Before we proceed with the method section, it is impera-
tive to reiterate that our main objective is to demonstrate 
the associations between the various measurement instru-
ments and the appropriateness of distances, rather than to 
devise an optimal appropriateness scale. The utilization of 
various robots serves primarily to consider potential interac-
tions between different robots and the measurement instru-
ments, and hence, to broaden our empirical basis. We do 
not criticize the contribution of previous studies, but rather 
want to pinpoint a methodological issue which should and 
can easily be overcome in order to foster building a com-
mon understanding in and of proxemics research. Further, 
by considering the diverse measurement instruments as 
nuances of a common appropriateness (i.e., an ad-hoc scale), 
we anticipate that new insights can be gleaned regarding the 
impact of robot height and of displaying a realistic face on a 
robot’s appropriateness perception.

In consonance with recent findings [5], we anticipate 
that the measurement values of all measurement instru-
ments (i.e., nuances of appropriateness) used will exhibit a 
progressive increase before stabilizing for all three robots. 
Additionally, we posit that displaying a natural face on a 
digital screen, as opposed to sculptural body parts, will have 
a positive impact on the robot’s appropriateness in relation 
to distance. Furthermore, we anticipate interactions between 
distance and measurement instrument and measurement 
instrument and robot.

Table 1 Item list for measuring appropriateness of distance in human-
robot interaction
Variable Items
Spatial discomfort 
rating

The autonomous transport assistant’s/ Beam’s 
motion behavior made me feel uncomfortable.

Direct distance How would you rate the autonomous transport 
assistant’s/ Beam’s maintained lateral/frontal 
distance towards you?

Expectation 
conformity

The autonomous transport assistant’s/ Beam’s 
motion behavior was exactly like I expected it.

Perceived safety How safe did you feel around the autonomous 
transport assistant/ Beam?

General motion 
acceptance

The autonomous transport assistant’s/Beam’s 
motion behavior was good.
The autonomous transport assistant’s/ Beam’s 
motion behavior was surprising.
The autonomous transport assistant’s/ Beam’s 
motion behavior was predictable.
The autonomous transport assistant’s/ Beam’s 
motion behavior was strange.
I would trust an autonomous transport assistant/ 
a Beam with such kind of distance behavior.
The autonomous transport assistant’s/ Beam’s 
motion behavior was polite.
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hallway or in an open area. In addition, it is possible to 
remotely control its movements by using a Logitech wire-
less gamepad F710 with two analog control elements.

In contrast to the TA and its prototypic characteristic, 
the second employed robot – Beam (height = 158.7 cm, 
width = 50.8, depth = 66 cm) - is an already commercially 
available system by GoBe Robots [55]. Essentially, it is 
a semi-autonomous telepresence system and can neither 
localize nor move autonomously. However, Beam posed an 
ideal second test platform for the purpose of this research. 
Similar to the TA, Beam also has a machine-like appearance 
(see Fig. 2).

The system features a 17 inch screen, a six-microphone 
array enabling remote users to localize directions of sound, 
two wide-angle high resolution cameras (one front facing 
and one down facing), a digital zoom and two radio modules 
for seamless switching between access points on a wireless 
network. Importantly, Beam can be controlled remotely 
from personal computers using keyboard or mouse devices, 
but does not operate autonomously. A typical interaction 
involves seeing and talking with the remote user’s face as 
presented in Fig. 2. This functionality is used for a manipu-
lation of Beam’s level of human-likeness.

3.3 Tested Robots

Throughout the two conducted experiments, two differ-
ently machine-like looking robots are employed. The first 
robot - the “transport assistant” (TA) - is a self-constructed 
and designed research prototype by Robert Bosch GmbH, 
Germany (see Fig. 1). It is internally used for a wide range 
of soft- and hardware tests, and provides a manually and 
autonomously maneuverable research platform for conduct-
ing human-robot interaction experiments.

In particular, the TA comprises a prototypic cuboid-
like mock-up body attached to an omni-directional mobile 
platform provided by KUKA Roboter GmbH, Germany. 
The technical equipment is covered by a prototypic semi-
transparent white shell (the mock-up body). In the front, 
a black display is attached which is without any function 
for all experiments in the present work and was constantly 
switched off. In total, the entire robot prototype is 0.73 m 
deep, 0.46 m wide and 1.05 m high. By localizing itself 
based on laser data, the TA can autonomously move in a 

Fig. 2 Beam without face (left) and Beam with face (right)

 

Fig. 1 Transport Assistant (Bosch Research Prototype)
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autonomously approaching or passing mechanoid without 
changing their own position. For frontal approaches, sub-
jects stood behind the short blue line (back right of Fig. 3). 
For lateral passing, they stood at the designated distance on 
the long straight blue line (in the left front half of Fig. 3). 
In order to explore subjects’ sensations towards the robot’s 
maintained frontal and lateral distances, in a first block of 
five trials, frontal distance was varied (0.5m / 0.65m / 0.8m / 
0.95m / 1.1m). Accordingly, in a second block of five trials, 
the lateral passing distance was varied (0.2m / 0.3m / 0.4m 
/ 0.5m / 0.6m). The resulting 10 experimental trials were 
completely randomized in order. This randomization aimed 
to take already proven habituation effects into account [7]. 
During all experimental trials the TA drove with a constant 
speed of 0.6m/s (acceleration: 2m/s², -2m/s²). Within exper-
imental trials exploring frontal distances the robot started 
4.5m in front of the subjects. In all trials exploring the lat-
eral distances the TA’s starting position was 3.2m in front 
of the and 1.2m to the left of the subjects. The experimenter 
remained beside the table and behind the subject during the 
autonomous drives of the TA. After each trial, the partici-
pants were instructed to spontaneously indicate their sen-
sations towards the experienced proxemic behavior of the 
mechanoid in a questionnaire. The total experiment lasted 
around one hour.

3.5 Experiment II - Autonomously Approaching and 
Passing Mechanoid with a Face

3.5.1 Participants Experiment II

Among the 40 participating subjects were 22 (55%) females 
and 18 (45%) males with an average age of 35.2 years 
(SD = 11.7). The sample consisted mostly of US Americans 
as compared to mostly Germans in the first experiment. 
Furthermore, about half of the participants had a technical 
background. All participants received a $20 monetary com-
pensation for their participation.

According to Hall [22] and Nanda and Warms [56], 
people from North America and Northern Europe both can 
be classified as non-contact cultures. Thus, the underlying 
spatial conventions of all participants were assumed to be 
comparable.

3.5.2 Procedure Experiment II

This experiment took place in a robotics lab in the Rob-
ert Bosch Research and Technology Center in Palo Alto, 
USA. However, the previously applied hallway-like setting 
was reconstructed meticulously. Thus, starting positions of 
Beam and participants comprised the same distances to each 
other. Moreover, as in the first experiment, a small round 

3.4 Experiment I - Autonomously Approaching and 
Passing Mechanoid

3.4.1 Participants Experiment I

Forty Germans participated in this experiment. The 20 male 
and 20 female subjects had an average age of 29.2 years 
(SD = 5.81). All participants received a 30€ voucher for their 
participation. Further, all participants signed of a letter of 
consent.

3.4.2 Procedure Experiment I

The experiment was conducted in the robotics lab of the 
Robert Bosch GmbH in Schwieberdingen, Germany. The 
lab was divided by a wall covered with white film and had 
a door-like entrance. Entering induced a feeling of being in 
a hallway with white walls. The simulated hallway was 6 m 
long and 2.90 m wide. These dimensions were chosen to 
ensure a sufficient amount of space regarding the experi-
mental variations. In addition, the chosen hallway width 
approximately resembled a common hallway size in a hos-
pital or a larger office space. The laboratory hallway-like 
setting is shown in Fig. 3. In addition, a small round table 
and a chair were placed in the rear left corner of the hallway 
(from the TA’s point of view). The table was provided to 
the participants for completing the questionnaires, and the 
chair was used by the examiner to put off additional mate-
rial, such as an iPad. The iPad was needed for launching the 
autonomous movements of the TA.

The actual study began by familiarizing participants with 
the autonomous assistant, discussing data security con-
cerns, and outlining the parameters of the experiment. In 
addition, participants were informed that the researcher had 
the ability to intervene during the mechanoid’s autonomous 
behavior at any time. As soon as participants had no more 
questions, they were requested to exclusively observe the 

Fig. 3 Hallway-like setting in Experiment I from the TA’s view
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3.6 Data Handling

The data was processed with RStudio (version 2022.07.1). 
Packages used were car [58], catstats [59], corrplot [60], ez 
[61], ggpubr [62], Hmisc [63], janitor [64], openxlsx [65], 
RColorBrewer [66], remotes [67], rstatix [68], schoRsch 
[69] and tidyverse [70].

Data from the two experiments were transferred into a 
common data set for analysis and a score was calculated for 
the general acceptance scale consisting of the sum of the 
answers for all items (see Table 1) divided by the number 
of items (resulting possible range: 1–5). First, the general 
effect of presenting a face on Beam’s screen on the robot’s 
visual impression was tested by a series false discovery rate 
adjusted t-tests (GODSPEED-scale). Secondly, a correlation 
matrix was computed for the different measurement instru-
ments. Thirdly, two separate mixed-model ANOVAs were 
computed for the analysis of appropriate lateral and frontal 
distances. The three robot types serving as the between fac-
tor and the five different measurements and the distances 
serving as the within factors. In situations where pairwise-
comparison tests succeeded ANOVAs, the Benjamini-Hoch-
berg correction was used to control the false discovery rate 
[71]. The single-item measures direct distance and spatial 
discomfort were inverted. In cases where the Mauchly’s test 
of sphericity indicated that the assumption of sphericity was 
not met, the Greenhouse-Geisser sphericity correction was 
applied [72, 73]. Note that tables and figures not presented 
in the present article can be found as supplementary mate-
rial in Online Resource 1.

3.6.1 Overall Appropriateness Scale

This scale is included in the ANOVA analysis as an interac-
tion between distance and robot, since this interaction com-
bines the different measurement instruments by design [73]. 
Mathematically the overall appropriateness scale is calcu-
lated by taking the total score of all items, divided by the 
number of all items (possible range from 1 to 5). The inter-
nal consistency was calculated for all distances and both 
scenarios (lateral and frontal). The different robot types were 
hereby not taken into account. Cronbach’s α ranged from 
0.72 to 0.89. A correlation heat map for the bivariate corre-
lations of the measurements can be found in supplementary 
Fig. 4. Note, these are the mean correlations between the 
instruments across all three robots and all lateral and frontal 
distances. All measurement instruments used were found to 
correlate moderately to strongly with each other (range: |r| = 
0.42 − 0.81). All correlations were significant p < .05.

table, which served the participants to complete the ques-
tionnaires, was placed in the rear left corner of the hallway 
(from Beam’s point of view).

Beam’s speed and acceleration values were identical to 
the first experiment (i.e., speed: 0.6 m/s and acceleration: 
2 m/s², -2 m/s²). The essential manipulation in this experi-
ment was the alteration of Beam. Either Beam’s screen 
was turned off (blank) or a real human face was displayed. 
For the latter, a live video of a confederate was streamed 
on Beam’s screen. This employee also served as the exam-
iner’s confederate, secretly operating the Beam throughout 
the whole experiment, i.e., the Wizard of OZ technique 
[54]. Both versions, Beam with face (fBeam) and without 
(Beam), are illustrated in Fig. 2.

The design of the experiment was an extended copy of 
the first experiment (see Fig. 4). Each block with five tri-
als of the second experiment was extended by varying the 
version of the robot. Thus, the first block comprised a 5 × 2 
mixed design with frontal distance (0.5 m / 0.65 m / 0.8 m 
/ 0.95 m / 1.1 m) serving as a within-subjects factor and the 
two versions of Beam as a between-subjects factor. The sec-
ond block also comprised a 5 × 2 mixed design with lateral 
passing distance (0.2 m / 0.3 m / 0.4 m / 0.5 m / 0.6 m) serv-
ing as a within-subjects factor and version of Beam serving 
as a between-subjects factor. 20 participants were randomly 
assigned to each block. As in the first experiment, the result-
ing 10 trials for each of Beam’s versions were completely 
randomized in order. Questionnaires after each trial were 
identical to those used in the first experiment. However, fur-
ther questions were included as a manipulation check to see 
if presenting a face had an impact on Beam’s general visual 
impression. With semantic differential scales (GODSPEED 
I, II, III) [57], participants rated the animacy (whether the 
robot is perceived as lifelike, e.g. “dead” vs. “alive”), like-
ability (positive impressions towards the visual appearance 
or behavior of the robot, e.g., “unpleasant” vs. “pleasant”) 
and human-likeness (“machine-like” vs. “human-like”). 
Furthermore, familiarity and uncanniness were assessed 
with one item (e.g., “The autonomous assistant somehow 
appears familiar to me.”).

Fig. 4 Hallway-like setting in Experiment II from Beam’s view
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the Beam (p = .029, gHedges = 0.29) and the fBeam (p < .001, 
gHedges = 0.50).

4.2.2 Simple Main Effects for Robot and Measurement 
Instrument

The simple main effect of robot type on the specific measure-
ment score (i.e., the individual measurement instruments), 
while holding distance constant, was statistically significant 
for direct distance (F(2,397) = 23.00, p < .001) and for per-
ceived safety (F(2,397) = 3.73, p = .025). See supplementary 
Fig. 2 for a visualization. The pairwise-comparison revealed 
a significantly higher direct distance score of the TA com-
pared to the Beam (p < .001, gHedges = 0.77) and the fBeam 
(p < .001, gHedges = 0.49), as well as higher direct distance 
score for the fBeam compared to the Beam (p = .027, gHedges 
= 0.37). Further perceived safety score for the fBeam was 
significantly higher than for the TA (p = .036, gHedges = 0.35).

4.2.3 Simple Main Effects for Measurement Instrument and 
Distance

The simple main effect of the type of measurement 
instruments on measurement score, while ignoring 
the robot type, was statistically significant at all dis-
tances. For 0.20 m (F(2.98,235.14) = 42.78, p < .001), 
for 0.30 m (F(2.81,222.11) = 24.51, p < .001), for 
0.40 m (F(2.91,230.21) = 6.471, p < .001), for 0.50 m 
(F(3.01,237.44) = 8.31, p < .001) and for 0.60 m 
(F(3.06,242.04) = 11.17, p < .001). See Fig. 5 for a visual-
ization. The pairwise-comparison tests can be found in the 
supplementary Table 1.

4.3 Frontal Approach Distance

A three-way mixed ANOVA was performed to evaluate the 
effects of measurement instrument, robot type (between 
factor) and distance (within factor) on the appropriate score 
assessed by the different measurement instruments. Since 
the three-way interaction robot, distance and measurement 
instruments was not significant, the significant two-way 
interactions were deconstructed into simple main effects 
(see Table 3).

4.3.1 Simple Main Effects for Robot and Measurement 
Instrument

The simple main effect of robot type on the specific mea-
surement score (i.e., the individual measurement instru-
ments), while holding distance constant, was statistically 
significant only for direct distance (F(2.397) = 20.9, 
p < .001). See supplementary Fig. 3 for a visualization. The 

4 Results

4.1 General Effect on the Visual Impression

Participants’ ratings of the pictures presented in experiment 
two indicated no differences in likeability, human-likeness, 
familiarity and uncanniness between Beam and fBeam. 
However, perceived animacy was higher for latter fBeam 
(t(38) = 1.99, p = .05)). It can be inferred that the subjects 
did not perceive substantial visible variations between the 
two robots. In other words, the manipulation seemed not to 
have greatly affected the participants visual impression of 
the robot.

4.2 Lateral Passing Distance

A three-way mixed ANOVA was performed to evaluate the 
effects of measurement instrument, robot type (between 
factor) and distance (within factor) on the appropriate score 
assessed by the different measurement instruments. Since 
the three-way interaction of robot, distance and measure-
ment instruments was not significant, the significant two-
way interactions were deconstructed into simple main 
effects (see Table 2).

4.2.1 Simple Main Effects for Robot and Distance

The simple main effect of the type of robot on the com-
bined appropriateness score (the total score across all mea-
sures), was statistically significant at the distances of 0.30 m 
(F(2,397) = 10.50, p < .001) and 0.60 m (F(2,397) = 9.65, 
p < .001). See supplementary Fig. 1 for a visualization. Con-
sequently pairwise-comparison tests were conducted, while 
adjusting for familywise error [71]. For distance: 0.30 m 
they revealed significantly higher overall score of the fBeam 
compared to the Beam (p < .001, gHedges = 0.64) and the TA 
(p = .015, gHedges = 0.31) and a significantly higher overall 
score for the TA compared to the Beam (p = .005, gHedges = 
0.33). For distance: 0.60 m the pair-wise tests revealed a 
significantly higher overall score for the TA compared to 

Table 2 Three-way mixed ANOVA results for lateral passing
Effect GG ε df F par-

tial 
η2

Robot 2,77 0.75 0.019
Distance 0.727 2.91, 223.92 67.03*** 0.465
Measurement 0.586 2.34, 180.36 45.65*** 0.372
Robot : Distance 0.727 5.82, 223.92 2.30* 0.056
Robot : Measure 0.586 4.68, 180.36 10.97*** 0.222
Distance : Measure 0.626 10.02, 771.3 13.78*** 0.152
Robot : Distance : 
Measure

0.626 20.03, 771.3 1.14 0.029

Note. *** p < .001, ** p < .01, * p < .05
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0.95 m (F(3.02,238.41) = 7.03, p < .001) and for 1.10 m 
(F(3.20,252.96) = 14.60, p < .001). See Fig. 6 for a visual-
ization. The pairwise-comparison tests can be found in the 
supplementary Table 2.

5 Discussion

The objective of this study was to investigate variations in 
appropriate frontal approach and lateral passing distances 
of autonomously moving robots resulting from the applica-
tion of various measurement approaches, or in other words, 
the operationalization of an appropriateness measure - with 
a focus on distances below and around one meter. Addi-
tionally, the appearance of three different robot types were 
considered: the shorter mechanoid (TA), taller mechanoid 
(Beam), and taller mechanoid with a real-life face (fBeam).

We neither found a significant three-way interaction 
between robot, distance and specific measurement instru-
ment in lateral passing nor in frontal approach scenarios. 
Furthermore, we did not find a significant main effect for 
the appearance of the robot (TA, Beam or fBeam). The 

pairwise-comparison revealed a significant higher direct 
distance score for the TA compared to the Beam (p < .001, 
gHedges = 0.65) and the fBeam (p < .001, gHedges = 0.64).

4.3.2 Simple Main Effects for Measurement Instrument and 
Distance

The simple main effect of measurement instruments on mea-
surement score, while ignoring the robot type, was statistically 
significant all distances. For 0.50 m (F(3.38,266.75) = 37.35, 
p < .001), for 0.65 m (F(3.20,252.62) = 12.88, p < .001), 
for 0.80 m (F(3.14,248.07) = 6.471, p < .001), for 

Table 3 Three-way mixed ANOVA results for frontal distances
Effect GG ε df F partial η2

Robot 2,77 0.28 0.007
Distance 0.743 2.97, 228.75 71.25*** 0.481
Measurement 0.749 3.00, 230.63 25.48*** 0.249
Robot:Distance 0.743 5.94, 228.75 1.11 0.028
Robot:Measure 0.749 5.99, 230.63 7.79*** 0.168
Distance:Measure 0.649 10.39, 799.9 14.27*** 0.156
Robot:Distance:Measure 0.649 20.78, 799.9 1.09 0.028
Note. *** p < .001, ** p < .01, * p < .05

Fig. 5 Interaction plot distance 
and measurement instrument for 
lateral passing
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5.1 Determinants of Appropriateness

The main objective of this article was to demonstrate how 
various operationalizations of appropriateness and measures 
thereof can lead to different results relevant for human-robot 
proxemics (in indirect interactions). As expected, a sig-
nificant interaction between measurement instrument and 
measurement specific scores was found for lateral passing 
as well as frontal approach. Specifically significant differ-
ences were recorded for all distances with respect to the 
underlying measurement instrument. Furthermore, these 
differences varied depending on the distance. At certain dis-
tances, one measurement instrument was more strict (i.e., 
indicated a lesser appropriateness), at certain other dis-
tances, the other. Similar variations were observed in the 
interactions between the robot and the specific measurement 
instrument. For instance, while the TA received the highest 
score for direct distance, it had the lowest score for spatial 
comfort (both for lateral passing and frontal approach). This 
means that if direct distance were used as the sole opera-
tionalization of appropriateness measure, the interpretation 
would be that the TA behaved most appropriately in terms of 

significant main effect of distance revealed that the appro-
priateness, regardless of the robot or the measurement 
instrument, increases with higher distances. The plotted 
results reveal a consistent trend, which is also observed in 
recent studies such as Neggers et al. [5, 11, 74]. Initially, 
the slope is steep, but it gradually becomes less pronounced 
over time (see Figs. 5 and 6). These results, replicating 
common findings, suggest that humans’ underlying under-
standing of spatial conventions regarding human-human 
proxemics guide their feelings, sensations and expectations 
towards robots too [5, 11, 16, 17, 54]. This was true for lat-
eral passing as well as for frontal approach. More impor-
tantly for this study, the choice of measurement instruments 
had a significant effect on participants responses. This con-
firms our assumption, that the different operationalizations 
of appropriateness in relation to proximity leads to different 
findings. However, since the interactions between measure-
ment instrument and distance and between type of robot and 
measurement were significant we will focus our interpreta-
tion on them, starting with the earlier [73].

Fig. 6 Interaction plot distance 
and measurement instrument for 
frontal approaches
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they tended to be kept at a distance, e.g., [8]. However, it is 
also worth noting that viewing a real face on a screen is dif-
ferent from viewing a human-like “component.“ While the 
latter can be perceived as unsettling or creepy, which may 
explain previous results, the former should not elicit the 
Uncanny Valley effect. Interestingly, the differences found 
between the Beam and fBeam occurred even though their 
visual impression only differed in terms of animacy, but not 
in terms of familiarity, uncanniness, likability, or human-
likeliness, as noted in reference [57]. This may be because 
the GODSPEED scale used in the study did not fully mask 
the participants’ perceptions or was not sensitive enough, 
and/or the perception differences were only subliminally 
perceived by the participants. The authors suspect that this 
could be due to the fact that the robot’s shell has more influ-
ence on how it is perceived visually than the face on the 
screen. In addition, the human-likeliness items in particular 
have come under some criticism recently [76]. Neverthe-
less, presenting an actual human face had an effect, even if 
it did not translate fully to the reported visual perception of 
the robot. If possible it can be thus useful to equip a mecha-
noid with human-like features. However, these should be a 
face presented on a screen at best and sculptural body parts 
should be avoided [48]. It’s important to note that the above 
results should be interpreted with caution, as the measure-
ment instruments used in the study, when combined, do 
not represent an established scale, despite yielding good 
reliability.

5.3 Methodological Implications and Future 
Research

The current study demonstrates that using different mea-
sures of appropriateness of distance between a robot and a 
human can lead to unreliable and widely varying results and 
hence, in difficulty comparing these results. Such diverg-
ing and unreliable findings can hinder theory building 
themselves – and even more important – find their way into 
real life robotic motion algorithms. To increase reliability 
and improve the practical usefulness of further proximity 
studies, we suggest to combine known measures of human-
robot proxemics into a broader and more reliable one. Our 
first attempt that resulted in a highly reliable scale – not 
just because of the higher number of items – [77, 78] – is 
encouraging2. Nevertheless, we see additional room for 

2  Because of the single-item nature of the specific measurement 
instrument, we could not calculate their reliability (e.g., Cronbach’s 
Alpha) or in other words, their measurement error. However, even 
if we would assume a rather good reliability of 0.7 (which is most 
likely not the case for singe-items measures), the bi-variate correla-
tions between the specific measurement instruments – corrected for the 
measurement error – would be close to unity. This would again justify 
their unification.

distance. If the interpretation were to be based on the spatial 
comfort measure the TA would be deemed most inappropri-
ate. Hence, without delving into the specifics of individual 
pairwise comparisons, it is evident that the subjective deter-
mination of the appropriateness of a distance and a robot is 
dependent on the method of measurement, even when the 
measures are highly correlated, as in this case.

We do not propose to replace any of the conceptual 
approaches, as they inherently represent real world con-
structs that are meaningful to people and have an intrin-
sic meaning for the assessment of the appropriateness of 
human-robot proxemics. However, combining them into 
a more general and practically widely applicable measure 
will help to get a more common measure of robots’ appro-
priate movement and distancing behavior. After all, appro-
priate robotic motion behavior – just like human motion 
behavior, should reflect trustworthiness, predictability, no 
surprises, no strangeness and comfortable distances [40, 43, 
75]. At the same time, it should take into account the sub-
jective sense of safety [38] and well-being of humans [5, 
11]. Finally, it also seems sensical (if possible) to directly 
query whether a distance is perceived as too close [13]. In 
our study we therefore took this step of unifying the mea-
surement instruments and created an ad hoc scale of general 
appropriateness that includes all the nuances of appropriate-
ness presented. Thus, the current scale, although with room 
for improvement, but with its high level of internal consis-
tency enables comparison of the three robots on an overall 
scale.

5.2 Effects of Robot Features on General 
Appropriateness

One objective of this study was to study if robotic appear-
ance differences manifest themselves in response variation. 
The ad-hoc formed appropriateness scale was used to com-
pare the robots with each other, yielding mixed results. The 
interaction of robot and distance was significant for lateral 
passing scenarios, but not for frontal approaches. How-
ever, our findings for lateral passing align well with pre-
vious research [46, 48]. Specifically, the TA, which is the 
shortest robot in our study, was perceived as more appro-
priate for use at very close distances (30 cm) compared to 
its taller counterpart, the Beam robot. In comparison to the 
studies conducted by Syrdal et al. [9] with a height differ-
ence of 20 cm, it is likely that the 50 cm difference between 
our robots had an impact on the assessment of the robots’ 
appropriateness. However, the fact that the fBeam was also 
considered more appropriate than the Beam at very short 
distances contrasts somewhat with previous results [52]. In 
studies which used sculpted human-like features to alter the 
appearance of a mechanoid, it was classically found that 
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present in the first trial, lost its impact on the responses. 
Even though for a study that examines human-robot interac-
tions, see e.g., [17, 90] our sample was comparably large, 
the sample size was still small in general terms, and thus, 
especially the absolute distances might not be generalizable. 
In addition to the generally small sample, only participants 
from WEIRD countries were interviewed. Since it is known 
that the nature of the personal space can differ between cul-
tures [91, 92], this also limits the transferability, see [93] 
specifically for inter-cultural differences in human-robot 
proxemics. Furthermore, in the first experiment, the visual 
appearance of the TA was not assessed, unlike in the experi-
ment involving Beam. As a result, the differences between 
the robots could not be attributed to visual perceptual differ-
ences, and interpretation could only be based on previous 
literature. Finally, it is known that not only the proximity of 
an object, but also its speed and acceleration influence the 
perception of appropriate distances [19, 46, 74, 94]. Even 
though this article was not concerned with explicitly exam-
ining the nature of personal space, future studies should take 
this into account. Specific attention should be paid to con-
ducting studies in different cultural settings and to general 
diversity of the sample. Only then can reasonable conclu-
sions be drawn for appropriate distances and, ultimately, 
programming decisions that are representative of society as 
a whole, see [95, 96, 97].
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improvement. For one, using similar response options as far 
as possible for all items (i.e., the same Likert scale) will 
increase ease of use for participants. To value attraction and 
aversion in persons equally, negative and positive items 
should be considered in a balanced number [79–81]. Fur-
thermore, in addition to classical questionnaires – that are 
often used due to their economic nature, utilizing a broader 
mix of methods would help to increase especially the valid-
ity of such studies further and even help to overcome the 
common method bias [82, 83]. In the context of proxemics, 
the “think-aloud” technique is especially adequate. This 
qualitative approach involves asking the participant to ver-
bally express their thoughts and considerations as they occur 
during the course of an interaction. This enables researchers 
to gain insight into the individual’s internal states in real-
time, as opposed to retrospectively through questionnaires 
[84]. Especially in the case of cognitively unchalleng-
ing tasks (such as standing next to a robot), this method is 
useful because the subjects can fully concentrate on their 
sensations [85]. For successful applications of this method 
see [86, 87]. Another, more objective, approach is to utilize 
physiological measurements. One promising physiological 
measurement is skin conductance, which can provide valu-
able insights into the subject’s physiological responses to 
robotic presence. Relationships between human-proxemics 
and physiological responses have been known for a long 
time, and skin conductance in particular is a simple measure 
to implement [88]. In addition to skin conductance, and also 
relatively easy to implement, is the measurement of heart 
rate [89]. It should be noted, however, that physiological 
measurements alone can also lead to erroneous conclusions. 
In order to gain the most reliable insights, a mixed-method 
approach, that combines questionnaires, introspection and 
physiological measures would be the highest standard.

Finally, we argue that adequate measurement of appro-
priate distances is necessary for smooth social integration of 
robots. This helps provide a solid foundation for scientists’ 
claims and allows practitioners to make informed program-
ming decisions, resulting in robots that are more likely to 
behave appropriately when interacting with humans.

6 Limitations

Some limitations of this work are to be pointed out. Strictly 
speaking, one could argue that when the Beam was pre-
sented with a face, the human interaction partners no lon-
ger perceived the frontal interaction as indirect. They might 
have expected a direct interaction, as they would have with 
a human approaching them. However, since they under-
went several trials with the robot, it can be assumed that 
this initial violation of expectations, which may have been 
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