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Abstract
This article attempts to answer the question of whether robots can have personal identity. In recent years, and due to the
numerous and rapid technological advances, the discussion around the ethical implications of Artificial Intelligence, Artificial
Agents or simply Robots, has gained great importance. However, this reflection has almost always focused on problems such
as the moral status of these robots, their rights, their capabilities or the qualities that these robots should have to support such
status or rights. In this paper I want to address a question that has been much less analyzed but which I consider crucial to
this discussion on robot ethics: the possibility, or not, that robots have or will one day have personal identity. The importance
of this question has to do with the role we normally assign to personal identity as central to morality. After posing the
problem and exposing this relationship between identity and morality, I will engage in a discussion with the recent literature
on personal identity by showing in what sense one could speak of personal identity in beings such as robots. This is followed
by a discussion of some key texts in robot ethics that have touched on this problem, finally addressing some implications and
possible objections. I finally give the tentative answer that robots could potentially have personal identity, given other cases
and what we empirically know about robots and their foreseeable future.

Keywords Robot ethics · Personal identity ·Moral status · Relational view

1 Introduction

For many scholars, as well as for figures in the technological
world such as Bill Gates, the most important technological
revolution of recent years is the revolution in the robotics
industry.

1
The idea that usually underpins these consider-

ations is that "robots in society will be as ubiquitous as
computers are today" [27, 3]. While such predictions are
always debatable, it is clear that the presence of robots in the
humanworld has only grown in recent decades. Formore than
a century industry has introduced countless machines that
have exponentially boosted its productivity, many of these
machines being robots. But for some years now, robots have

1 "The emergence of the robotics industry is developing in much the
same way that the computer business did 30 years ago" [18].
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been gaining their place in fields other than factories, manu-
facturing facilities and other typical industrial environments.
More andmore robots are being introduced in hospitals, nurs-
ing homes and various clinics [1, 45]. It is also increasingly
common to see robots in education [24], in the military [40],
in humanitarian aid or in the entertainment sphere [35, 57].
Even in intimate places like our homes, cleaning robots like
Roomba, or toy robots like AIBO, are becoming part of the
landscape. And, as has been widely advocated, "the preva-
lence of such robots is expected to increase strongly over the
next few decades" [58].

This growing coexistence of humans with robots has led
several authors to question the ethical implications of this
relationship. Are robots mere objects or tools without any
moral significance? While the latter position is adopted by
many, the appearance and behavior of robots, often similar to
human appearance and behavior, makes these questions not
so easily resolved.Wemight think that this issue, if it has rel-
evance at all, will only truly appear in a future where robots
look so much like humans that they are almost indistinguish-
able. However, here I will argue, supported by several of
the most relevant authors on this subject, that in principle it
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would not be necessary to wait so long for robots’ existence
to have significant moral implications.

This would have to do mainly with the relationship that
robots will establish -that they are already arguably begin-
ning to establish- with humans. If robots start to become our
’artificial companions’ (Floridi 63) [12], if we can come to
speak of ’social robots’ [3], then it is very plausible that the
moral burden of our relationship with robots can no longer be
ignored.AsM.Coeckelbergh has argued in numerous papers,
if robots come to be able to interact with us in a human-like
way, then the question of robot ethics will simply become
unavoidable.

This paper builds on this approach, assuming that meta-
physical or ontological discussions about what is a human
being and what is a robot, while relevant, do not concern the
core of ethics. Ethics is concerned with the relations between
beings, not (directly) with their ontological context (see [42],
131–133). What a being is, what it is made of, and the capac-
ities to which this constitution gives rise, are of fundamental
importance for the relations that it can actually carry out.
But it is these relationships that, in the final analysis, decide
moral significance or insignificance.

However, the discussion around robotic ethics has almost
always focused on problems such as themoral status or rights
of these robots. The literature on these issues is extensive,
with some works being particularly relevant, as [2, 4, 5, 32,
56, 59]. In this article I want to address a much less analyzed
topic, but one that I deem crucial. The central question of
this article is: can robots have personal identity and there-
fore be connected in some manner with human morality?
The importance of this question has to do with the role we
normally understand personal identity has for morality. Only
when we identify and are identified by others does the moral
world make sense. Ethics is not just agency, but recognition
[25]. As far as I know, this key question has hardly been
addressed, and when it has been touched upon it has been
only tangentially and in a secondary way.2 But before enter-
ing fully into the question of whether robots can come to

2 There has been a recent debate on the so-called "electronic person-
hood" in the European Parliament [14], Prodhan, [39]). But I consider
that this approach to personhood differs completely from what is raised
here. First of all, personhood is not the same as personal identity. But
even leaving aside this point that could perhaps be a mere terminolog-
ical nuance, the key point is that "electronic personhood" is intended
in analogy to the legal personality of companies and corporations, and
this analogy, as Floridi and Mariarosaria [17] and Hubbard [21] have
explained, is not accurate, since robots would not be persons like a
company, but like a human being. Corporations depend directly on one
or several humans, who act for them, and who are the ones who can
decide to sell such corporations or dissolve them without any moral
implications. To speak of the personal identity of a robot in a morally
relevant sense, it could not be at the disposal of any human being in the
same way as corporation.

have personal identity, it is useful to clarify this point about
the relationship between identity and morality.

2 Identity andMorality

Personal identity, the fact that each of us considers and under-
stands ourselves as unique beings, with characteristics that
differentiate us from other human beings, and whose exis-
tence is prolonged in time, is essential for understanding
our moral world. All our human practices, particularly those
related to the moral world, are implicitly or explicitly based
on personal identity. Only if I am the same as I was yester-
day does it make sense to demand justice from the drunkwho
assaulted me in the bar. Only if I recognize my electrician -or
at least recognize that person as an electrician- can I let him
do his job quietly without calling the police to denounce this
individual who is tampering with the wiring in my house. As
Taylor [53, 48] explains, our personal identity allows us to
orient ourselves in the moral world in the same way that our
physical senses and capacities allow us to orient ourselves in
the physical world.

However, the connection between identity and morality
has been questioned by some authors. The most famous and
influential questioning is undoubtedly that ofD. Parfit inRea-
sons and Persons, who concluded in this famous work that
personal identity is not what matters [37, 245–350]. But the
most exhaustive critique of this connection between identity
and morality has probably been that of D. Shoemaker [48].
For this author, the role we normally give to personal identity
in our moral practices collides with the equivocality and con-
fusion surrounding this concept. Shoemaker presentswhat he
calls "the problem of multiplicity": the fact that judgments
concerning personal identity occur in circumstances and con-
texts that are too diverse fromone another, with very different
practical demands and intentions. It is not the same, for exam-
ple, to ask about who committed a crime, as to ask whether a
former friend of ours, after a long time without seeing us, is
still who we remember her to be. In this way Shoemaker tries
to show the difficulties derived from understanding personal
identity in a unitary sense, something ultimately impossi-
ble and which, therefore, should lead us to stop attaching so
much importance to this concept [48, 354–355]

Although these criticisms are reasonable and interesting,
they are based precisely on the recognition that is indeed
given to personal identity in the moral sphere. While it is
plausible to think, as Parfit or Shoemaker argue, that we
should be more accurate and cautious with the use of this
concept; the truth is that, for a large number of scholars,
and I would dare say for a majority of people, there is a very
strong and intuitive connection between personal identity and
moral considerations. As far as this paper is concerned, we
will operate under the idea that personal identity is key to
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morality as we usually understand it; and that therefore the
discussion on robot ethics must include the discussion on the
personal identity of these beings.

3 Personal Identity Theories

To give a better foundation to the subsequent discussion on
robots´ personal identity, I would like to examine first, in
a brief and panoramic way, the main theories of personal
identity. In this way we will then be able to better delimit
which conceptions could be applied to the case of robots,
why and in what sense.

A first conception of personal identity is that defended
by psychological theories of personal identity. These theo-
ries defend that, in order for a person to maintain his or her
personal identity, there must be a psychological connection,
a psychological linkage or a psychological unity between
the different moments of consciousness or mental states of
that person. This is the position usually attributed to Locke
[30] and more recently recovered and reformulated by Parfit
[37]. This position is the one that is usually understood to
be intuitively defended by the bulk of the population [34].
The greatest virtue of this position is its ability to explain our
everyday experience of what constitutes being oneself, that
is, to sustain an auto-biographical account based on a mem-
ory and continued way of behaving over time. The major
problem with these theories has to do with the fallibility of
memory, which is often seen as the key to preserving this psy-
chological unity and continuity. Parfit, for example, tries to
overcome this difficulty by speaking of what he calls "quasi-
memory" [37, 222], which would be the memory originated
by the right cause, while giving much importance to per-
sonality and personal character. However, this way out is not
entirely satisfactory and Parfit is even forced to conclude that
personal identity is not really what matters, as noted above
(for Parfit what really matters is what he calls relation-R
[16]).

Secondly, we have the animalist theories of personal
identity. According to these theories, our personal identity
coincides with our body. Proponents of this position such
as Olson [36] or Degrazia [63] understand that psycho-
logical theories err by taking the concept of personhood
in a substantial, ontological sense, when its meaning is
rather functional or descriptive [36, 69]. The strength of
these animalist or biological theories lies in adequately
reflecting many of our practices involving identity, such
as identification through fingerprints, or through the photo
on our identity card. The shortcomings of these the-
ories have to do with their reductionism, leaving out
key elements such as a person’s personality, memories,
projects, from personal identity. As Schechtman [42, 86]
explains, in the typically human world, others are often

presented to us as something more than "human organ-
isms".

Finally, it isworth discussingnarrative theories of personal
identity. As the name suggests, these theories emphasize the
narrative character of our personal identity, insisting on the
fact that our identity is primarily a construction made by us
and our human circle. Narrative theories do not disregard the
importance of our corporeality in the shaping of our personal
identity; but, unlike animalist theories, they consider that our
corporal dimensionmust always be considered in connection
with that auto-biographical dimension emphasized by psy-
chological theories.However, in contrast to the individualism
and solipsism of psychological theories, narrative theories
emphasize the importance of our body, our institutions and
material practices, and more generally of others, in shap-
ing our identity. For narrative theories of personal identity,
this co-constructed and relational character of our personal
identity, the fact that our personal identity only emerges and
can only be maintained in close and continuous contact with
other human beings, is absolutely fundamental. As authors
such as Lindemann [29] or Schechtman [42] explain, it is
through others, through our interactions, our practices, our
works and even our institutions, that this narrative identity
is sustained and shaped in reality. As we will see below, this
will be a key aspect for the discussion on the possibility of
granting personal identity to robots.

4 Can Robots have Personal Identity?

Thus, after the previous sections we can now address our
initial question of whether robots have or could ever pos-
sess a personal identity. As explained at the beginning of
this paper, there is no doubt that this question is connected
to issues such as what kind of entity the robot is and what
capabilities it has or could have. These questions would
seem to be of particular importance if we use the typol-
ogy of personal identity theories that was just presented.
Therefore, it would seem that animalist theories would reject
on principle the possibility of ascribing a personal iden-
tity to a non-biological being such as a robot. For these
theories, surely the question would only make sense if
technology advanced so far as to create a synthetic being
materially so similar to the human organism as to be almost
indistinguishable. Psychological theories could surely not
be so taxing; but ultimately their answer to our question
would depend, equally, on a material problem of techno-
logical development: if computation were to advance to the
point of creating an artificial mind so similar to the human
mind that we could not properly distinguish it from an
organic one, we could begin to speak of personal identity
in robots.
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As I began by stating in the article, I rather think that these
ontological considerations are in the background, and that the
ethical issue does not depend directly on them. As narrative
theories of personal identity show, personal identity—andwe
could say the same of morality itself—takes place primarily
on the relational plane.3 If this is so, therewould be an avenue
for considering robots to have personal identity, even if their
minds and bodies were not identical to humans. However,
as narrative identity theorists themselves always warn, this
position does not imply a "free bar" for personal identity
and moral consideration. Both auto-biographical capacity
and embodiment itself have a decisive weight in delimiting
the relational possibilities of a given being. This and other
adjacent issues arewhat I would like to explore in the remain-
der of this article. As initially stated, the importance of this
personal identity conundrum for robot ethics is much higher
that what the literature has shown up to this point, given that
morality and personal identity are so strongly intertwined.

4.1 Potential and Limitations of the Relational
Argument

One of themost prolific authors on robotic ethics has beenM.
Coeckelbergh, who has rightly also based much of his argu-
mentation on the relational element that is generated between
robots and humans. This author has criticized approaches
focused on "robot rights" (the idea that robots could have
moral or legal entitlements such as the right to body integrity
or equality), arguing that the rhetoric of rights is too strong a
form of moral consideration, and is not the most appropriate
for the specific case of robots [7, 210]. Coeckelbergh argues
for a "social-relational justification of moral consideration"
[7, 210], a "roboethics (…) consciously anthropocentric" [6,
219], which leaves aside the ontological questions that nor-
mally occupy researchers in this area. The main motivations
for Coeckelbergh to abandon this line of argument are that
the arguments around the ontological basis of morality entail
problems of high thresholds and delimitation of relevant fea-
tures that are irresolvable; the unavoidable existence of the
argument from marginal cases; as well as problems of deter-
mination and moral epistemology [8, 212]. As this author
explains, this relational approach is much closer to how, in
fact, robot developers think: "they care less about conscious-
ness, more about (inter)action and what this does to us" [6,
219]. He therefore concludes that "instead of indulging in
fantasies about moral robots with robot rights, we must be

3 Of course, a distinction could also be made here, as several authors
have done (e.g. [15]) between agency and moral patience. I cannot
elaborate on this distinction, its presuppositions and implications. But
even if one were to adopt this terminology and conclude that robots
could never becomemoral agents and could only bemoral patients,even
then, the point of our argument—that personal identity is central to
morality—would remain undiminished.

attentive to, and imagine, possibilities of living with per-
sonal robots that contribute to, and indeed co-constitute, good
human lives in practice" [6, 221].

Coeckelbergh’s approach, although verymuch in linewith
the proposal made here, surprisingly leaves aside the ques-
tion of personal identity. His approach based on the relational
aspect of robots would seem to demand the treatment of
personal identity precisely as the basis of this relationality.
But on this and other related issues, Coeckelbergh shows no
interest, leaving a certain void in his argumentation. This
author insists that we should not think of morality as some-
thing adhered to a certain entity, but that "instead, moral
consideration is granted within a dynamic relation between
humans and the entity under consideration" [8, 219]. But this
approach, although suggestive and correct to a large extent,
seems incomplete because it does not delve into the neces-
sary conditions for this dynamic relation between a human
being and another entity to actually take place (see [22] for
some of these requisites, such as the ability to concretely
elicit responses and cooperate on a certain level, like the ones
involved in doing something as trivial as bringing someone a
glass of water). Coeckelbergh pretends that the replacement
of features by "features-as-experienced-by-us" [7, 214] phe-
nomenologically resolves the question. But the problem of
how, if at all, such a human–robot relationship can come
about remains highly relevant, in my view.

Authors such as Kahn and his collaborators have pointed
out, in this critical line, that the human–robot relationship
must be examined from a logic of varying degrees of authen-
ticity. These authors draw on Buber’s distinction between
two fundamental types of relationships: "I-You" and "I-It"
[23, 379–380]. From this perspective, the double aspect, pas-
sive and active at the same time, of authentic relationships is
emphasized. The Self needs a true You to become Self, and
vice versa. In a similar vein, Setman [46] has recently argued
for robots to sufficiently emulate the vulnerability and unpre-
dictability of human beings before we introduce them in the
human sphere. While this call for vulnerability and authen-
ticity in the relationship is relevant, I am not sure that this line
of argumentation does much to clarify when the relationship
between robots and humans can be considered truly moral
and when it cannot. That experience of the "You" that Kahn
and collaborators talk about seems like something that could
in principle be experienced from interactions with robots that
are not fully conscious or active in a fully human sense. Pat-
tison has explained that it is already commonplace for us to
relate in a personal way to artifacts (e.g., by naming our cars)
[38]. Other examples could be mentioned, from smartphones
to baseball bats. So the problem seems to persist.
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4.2 Embodiment as a Limit of Relational Morality

M. Schechtman has discussed this and many other related
problems at length in her book Staying Alive: Personal Iden-
tity, Practical Concerns, and the Unity of a Life. In this work
Schechtman proposes a theory of personal identity, the "per-
son life view," in which she attempts to articulate certain
principles of narrative theories with key ideas from psycho-
logical and animalist theories. Particularly valuable, in my
view, is this author’s attempt to defend a relational view of
personal identity without neglecting the importance of the
psychological and bodily characteristics of the subjects. My
argument is supportive of this proposal, seeking a compli-
cated balance between these elements.

As different researchers have argued (e.g., [21, 444],
Schmiljun,[44], 76), a sufficiently human-like robot, in its
appearance and behavior, should be considered human for
all intents and purposes. To prove this, Danaher presents a
hypothetical case. In this case, someone close to us, let’s
say our partner, suddenly reveals herself to be a robot. What
Danaher argues is that it would be very strange if we would
stop considering her a moral being just because of that rev-
elation [9, 2032]. Of course, it would be very strange and
surprising, and perhaps that secret would lead us to cut off
our love relationship,but it wouldmake no sense for us to stop
considering as a moral being someone who had related to us
in a fully human way. Schechtman posits, in an analogous
sense, that if a being had the appearance and behavior of a
human, that being would have to be treated as a human: it
would have to be given a place in the human world, that is, it
would deserve a person-space. In this author’s terminology,
"a nonhumanwho does possess the forensic capacities is also
capable of engaging with others in person-specific ways and
so of living a person life within the social infrastructure that
defines such a life" [42, 132]. In fact, this author will argue,
leaving beings such as these out of person-space would con-
stitute a case of oppression comparable to slavery or racism.
Even if this is not an unproblematic analogy, to defend that
the robot, from its design and even from its etymology ("rob-
ota" is a Czech noun, first used by Karel Čapek, that means
"servitude", "forced labor") implies this condition of slavery,
seems as little defensible as the argument that would pre-
tend to attribute that same condition of slavery to any race
or collective because of its origin. A relevant difference on
this regard is that humans go through a developmental stage
(infancy) where they are subject to a (justified) restriction
of their freedom. Whether this line of argument would be
applicable for at least some robots is up to debate; but even
a paternalistic, freedom-restricting attitude towards robots
would in itself entail that we are already engaging in a moral
relation with them.4

4 I want to thank an anonymous reviewer for this idea.

Returning to the problem of whether robots could really
engage in human relationships and participate in human
space, Schechtman specifies that "the form of our person-
specific interactions is deeply connected to facts about
our embodiment" [42], 132), and that therefore "there will
undoubtedly be some limitations on how different from
human embodiment the embodiment of a nonhuman person
can be" [42, 132]. In my view, here we encounter a key issue,
which advocates of the relational stance in robot ethics often
donot discuss sufficiently. Thus,we see how, as a boomerang,
ontology rears its head again. However, as explained above,
this ontology and these particular characteristics are only of
importance insofar as they make possible, or not, the human
relations that constitute morality.

Thus, the key to the moral consideration of robots lies
in the relationship they enter into with humans. But these
relational capacities are constrained by their very constitu-
tion. Not every form of embodiment allows, according to
Schechtman, to participate in the humanworld and interact in
a humanway. However, the delimitation as to which embodi-
ments allow one to participate in the human world and which
embodiments do not is, for Schechtman, an empirical ques-
tion that cannot be resolved in a purely theoretical way [42,
132]. Authors such as Torrance have defended the "Organic
View" according to which there can only be organic persons
and that the very concept of "artificial person" is a contra-
diction in terms [54]. Less bluntly, Schechtman thinks that
sentience in particular would be a fundamental capacity for
participating in human interactions. She suspects, although
she does not dare to be definitive on this point, that robots
could not properly develop this feature of sentience, and
that this lack would therefore prevent them from engaging
in authentically human relationships. Nevertheless, Schecht-
man, who a few pages earlier had defended the possibility
of considering human beings in a vegetative state as pos-
sessing a certain personal identity [42, 77], has to leave the
door open to the possibility that these non-sentient artificial
persons might just end up being "strange persons" [42, 136].

If Schechtman is right and we are essentially dealing with
an empirical problem, it is very interesting to look at some
studies and experiments that have been carried out on this
issue of the human–robot relationship. The experiments of
psychologist S. Turkle have been showing for decades how
children develop personal relationships with a wide variety
of robots. Also according to this author’s work, the elderly
develop a notorious attachment to their robot caregivers, to
the point of using them as intimate confidants [55, 109–15].
Kahn and collaborators have precisely addressed the question
"can people engage substantively in reciprocal relationships
with humanoids?" [23, 373]. To answer this question, Kahn
and collaborators analyzed the explanations that preschool
children provided about their behavior with the AIBO robot
(a dog-shaped robot), and how this experience comparedwith
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their behavior with a stuffed dog. Among other results, a
particularly significant one was that the children’s attempts
at reciprocity were almost four times more frequent with
AIBO than with the stuffed dog [23, 375]. Studies by Hinds
and coworkers [19] have also shed light on how these robot-
human interactions or cooperations occur. Their findings are
that human-like robots are treated kindlier and respectfully
thanmechanical-like robots [60, 159]. Another similar study,
this time with soldiers, has shown that some soldiers feel
emotionally connected to the anti-bomb robots that have
saved their lives, even becoming saddened when they are
destroyed [20, 49]. It has even been reported that people
develop a strong sense of gratitude regarding the Roomba
cleaning robot [43, 213–14]. All of which is in line with
other research in which considerable empathy for robots has
been observed, to the point that subjects hesitate to "kill" or
"torture" them [10, 52].5

4.3 The Problem of Constructivism

Thus, it seems that most empirical evidence points to the
fact that we can establish personal relationships with robots.
The importance and degree of this relationship is debatable,
and further empirical studies will be needed; but there are
clear indications that such robot-human relationships are not
impossible. If, as everything suggests, robotic engineering
continues to advance and the similaritywith respect to human
beings, both in appearance and behavior, also increases, it
would be logical that the answer to our question would
be more and more in the affirmative. Robots can interact
humanly with human beings, can occupy human roles, and
therefore can have, at least to some extent, a personal identity.
It would be a primarily relational personal identity, but from
the perspective of the narrative theories of personal identity
discussed above, this is already sufficient to argue for their
inclusion in the human sphere. As also explained in previous
sections, this implies that these beings with personal identity
should also have some moral consideration—although the
degree of this consideration is open to debate. I believe that,
as disputable as this idea might be, just pointing out to this
real problem of robot´s personal identity and its relevance
for robot ethics make this these reflections valuable.

5 In relation to all these experiments, it is very interesting the apprecia-
tion of Scheutz who explains that: “while people, when asked explicitly,
might deny that they think of the robot as a person, an animal, or an
otherwise alive agent, this response generated at the conscious level
might be forgotten at the subconscious level at which robots can affect
humans so deeply. Social robots are clearly able to push our “Darwinian
buttons”, thosemechanisms that evolution produced in our social brains
to cope with the dynamics and complexities of social groups, mecha-
nisms that automatically trigger inferences about other agents’ mental
states, beliefs, desires, and intentions” [43, 215–216].

However, mistrust about this approach may persist for
many. Does this mean that any object to which we conven-
tionally grant a personal identity automatically enters our
moral sphere? Would this move not imply falling into an
untenable constructivism? A critic of this position would
object that it does not follow from our tendency to anthro-
pomorphize many of the objects with which we live that
they can have moral status or consideration. Lindemann [28,
35–36] and the aforementioned Schechtman [42, 117–119]
discuss this same problem in relation to the possibility of
granting personal identity to children with hydrocephalus
or elderly people with severe dementia. If we relationally
grant personal identity to these humans, despite their cogni-
tive abilities appearing so impaired, could not we consider
granting personal identity to pets? Lindemann and Schecht-
man’s answer is along the lines mentioned above, that the
different embodiment of our pets -for example, our dogs-
makes our interactions and expectations of these beings rad-
ically different from those of children with hydrocephalus or
elderly people with severe dementia. For this reason, these
authors explain, pets cannot be said to have a personal iden-
tity.

But this is precisely the point that strengthens the case
of the robot. Robots are not just any object, because their
appearance is human-like. Their behavior is also human-
like. Experiments with them grant us invaluable information
about ourselves [62]. That is why the accusation of construc-
tivism is unfounded, since there are indeed elements in robots
that justify this treatment and the relationship established
with them. If the objection is that we are anthropomorphiz-
ing objects, that we are projecting characteristics onto these
beings, the answer would be that, in fact, we always "anthro-
pomorphize" others when we relate to them. This is what the
CASA (Computers Are Social Actors) paradigm showed in
the early 2000s through different experiments [33]. Strictly
speaking, when we are in front of another human, their men-
tal states, their capacity to feel and even their organic interior,
are only assumptions that we do not verify. We are always
projecting these characteristics onto the other—albeit on the
basis that their appearance and behavior give indications in
the same direction. If the appearance and behavior of robots
allow, or even demand, these kinds of assumptions, wewould
have to admit that we are in a situation identical to the one
we usually find ourselves in vis-à-vis other human beings.

5 Robotic Embodiment and Personal
Identity: Some Issues

From what is discussed above, there does not seem to be a
sufficiently solid theoretical objection to deny, a priori, the
possibility of robots having personal identity. If we are really
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facing an empirical question, we have no choice but to exper-
iment and see how technological progress forces us (or not)
to change our answers to these questions. We can, however,
set up some mental experiments that will allow us to gain
more clarity on these issues, assuming, however, that the
answers we obtain in this way will always be precarious and
provisional.

Some authors have already presented hypothetical cases
that would serve tomake some checks on themoral consider-
ation thatwe in fact give to robots. In Sparrow’sTuringTriage
Test, this author argues that "machines will be people when
we can’t let them die without facing the samemoral dilemma
thatwewouldwhen thinking about letting a humanbeingdie"
[50, 307], and predicts this will not happen. This is primar-
ily because, in this author’s view, "machines would never be
capable of the sort of embodied expressiveness required to
establish a moral dilemma about "killing" a machine" [51,
306]. Despite the interest of this approach, I would argue
that this conclusion is not very convincing, and that the pos-
ing of the dilemma is somewhat confused. There are already
many cases of people who are extremely attached to objects,
to the point of preferring them to people. That many of these
people are unwilling to prefer the death of a stranger to the
destruction of that object has more to do with (1) the legal
consequences of translating that preference into action, (2)
the ability to recover or reconstruct that object, a reversibility
that does not exist with respect to human life. The first point
is something that could eventually change, as has happened
with countless legislative changes throughout history. The
second point has to do with an aspect that we will see below
and that could be relevant to this discussion.

One of the problemswith the Sparrow case is that it puts us
in an all-or-nothing situation. For it could be that robots have
moral consideration, but to a lesser degree, as many think is
the case with animals. Thus, preferring for a robot to "die"
instead of a human, even if this preference were invariant
and found no exceptions, would not be evidence that robots
lack status or moral consideration. If we return for a second
to the case of human beings in a vegetative state, it is clear
that preferring their death to that of conscious human does
not imply that the former have no moral status at all.

On the other hand, the Sparrow case does not faithfully
represent the manifold and heterogeneous field of morality.
Alongside mental experiments such as this author’s, I would
find it interesting to present other cases such as the one Levy
presents regarding sex robots [26, 228]. If a romantic partner
were to meet us with a sex robot, would they be offended in
the same way as if finding us with a sex worker? Would she
interpret it as a simple form of masturbation? If, in addition
to a sex robot, this robot had the ability to talk and interact
on other human levels, would the reaction of the spouse or
romantic partner change? I would say that the answers to
these questions would give many clues about the ability to

attribute personal identity and moral consideration to robots.
If our romantic partner sees the robot as a mere object, the
response would expectedly be close to indifference; while, if
the romantic partner believes or feels the robot has some sort
of personal identity, the moral response would expectedly be
much more noteworthy.

A very interesting criterion, also of a largely empirical
nature, is the ability to establish long-term relationships, as
argued by MacDorman and Cowley [31]. For these authors,
this ability to maintain long-term relationships is what, for
example, clearly differentiates the relationship we are able to
establish with a dog -a being that differentiates us from other
people, and that can remember us long after seeing us for
the last time- and a robot. However, it is clear that this point
can be reached by robots eventually. Even so, this allusion
to temporality does contain a problematic point that I would
not want to leave unaddressed.

One important point is that, as narrative theories of per-
sonal identity point out, our personal identity is deeply
intertwined with our experience of temporality; with our
understanding of the passage of time over days, years and
decades, and with how this passage of time is reflected in
our bodies. Robotic embodiment could make it extremely
difficult to grasp this experience of temporality so central
to our understanding of reality and our personal identities.
As Hubbard [21, 448] highlights, the predictably more sta-
ble, and predictably more interchangeable or replenishable
corporeality of robots could result in a personal identity sub-
stantially different from our own. This, however, is not a
given, as any physical embodiment will degrade over time.
And, remarkably, human organic embodiment is nowdegrad-
ing at a slower pace as medicine advances, pointing to a
horizon where our body will deteriorate much slower, if at
all [13].6

Perhaps even more relevant is the problem of the arti-
ficial, computerized mind, susceptible to extremely rapid
and radical change [21, 449], susceptible to duplication [21,
432], and with a memory capacity incomparable to human
memory [21, 449]. As MacDorman and Cowley argue, "to
build a robot that lacks the ability to develop its identity and
beliefs -or at least simulated beliefs- in tandem with evolv-
ing social relationships is to develop a robot that is stuck in
a moment in time" [31, 381]. More concretely, the comput-
erized, perfect memory a robot would have might prove too
dissimilar to humanmemory and its imperfect, malleable and
re-elaborative nature. If a robot had a perfect recall of every
conversation and events, their personal identity might not be
able to develop in a human-like manner.7

But perhaps the strongest contrast is found in the expe-
rience of that temporal limit that is death. What personal

6 I want to thank an anonymous reviewer for this reflection.
7 I want to thank an anonymous reviewer for this suggestion.
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identity would a being have that, like the robot, lacks a notion
of mortality? (Schmiljun [44], 76). It is possible that the only
way for robots to have a sufficiently human-like personal
identity involves introducing into their systems these notions
of temporality and mortality that, due to their different con-
stitution, they could not spontaneously generate on their own.
Likewise, it may be that this "introduction" of these ideas or
beliefs can only be generated through an imitation of what
actually happens in humans, creating robots that gradually
develop through human interactions [43, 218] and progres-
sively grasping the human way of understanding reality in
narrative terms [11, 71]. Also, creating robots that can -or
even have to- die,although this may prove more difficult than
first thought.

6 Conclusions

For some readers, these last objections, as well as others that
may have been left out, demonstrate the inability of robots to
possess personal identity. In my view, what these and similar
objections show is that the personal identity of robots would
have its own defining characteristics. It would undoubtedly
be a personal identity different from the human one. But I
do not think it would be sufficiently different, or different
in the relevant respects, to be considered not properly a per-
sonal identity. For, as Hubbard explains, "though daunting,
these problems should not be overemphasized. We manage
to address issues of human personhood even though issues
about the nature of the human mind and about human self-
consciousness and identity are far from solved" [21, 428].
The problem of personal identity is a complex and contested
issue, and it should be no less so in the case of robotic per-
sonal identity. In a sense,we know (or thinkwe know) robot´s
minds and functioning better than human´s, a knowledge that
might distance ourselves from robots and prevent us from
assigning them human-like morality or personal identity.8

But this can be questioned in two ways. First, our knowl-
edge of human biology is advancing very rapidly. Secondly,
developments in robotics are getting increasingly complex,
even reaching problems of emergent complexities no human
can really grasp, as happens with some black-box AIs [47].
This means that we might get to a point where our robotics´
comprehension (or lack of it) might be on par with human
biology comprehension (or lack of it). In a general sense, as
Coeckelbergh has argued, we cannot place a much greater
demand on robots than on humans [8, 238]. If, as has been
explained, we are willing to grant personal identity to many
borderline cases such as children with hydrocephalus or the
elderlywith dementia, robots should be judged under an anal-
ogous standard. In any case, what this discussion on robot´s

8 I want to thank an anonymous reviewer for this insightful comment.

personal identity also shows is that personal identity, and
narrative identity particularly, is a highly contested issue that
must be continuously revised and reconsidered. Throughout
this article, the plausibility of robots possessing, or coming to
possess, personal identity has been defended. As explained,
this question of personal identity in robots, although hardly
addressedby the robot ethics literature, is crucial for this field,
since morality and personal identity are often understood
as two inextricably linked domains. Finally, some possible
objections to this approach have also been studied, conclud-
ing that none seemcapable of denying, a priori, the possibility
of robots having personal identity.

Asmany authors argue, discussions like this not only have
importance in relation to the restricted field of robot ethics,
but also allow us to improve our understanding of human
morality itself [8, 240].Nevertheless, the problemof personal
identity in robots, and, in a broader sense, the field of robot
ethics, is and will be in the coming years a field of utmost
relevance. The improvement and growth in number of these
human-like robots will only increase the urgency of these
debates, which are not only about the moral consideration of
these new beings, but also about the effect they will have on
humans. Anticipating future discussions and providing some
clarity on these complex issues is therefore a crucial task in
which we must all participate.
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