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Abstract
Source credibility is known as an important prerequisite to ensure effective communication (Pornpitakpan, 2004). Nowadays
not only humans but also technological devices such as humanoid robots can communicate with people and can likewise
be rated credible or not as reported by Fogg and Tseng (1999). While research related to the machine heuristic suggests
that machines are rated more credible than humans (Sundar, 2008), an opposite effect in favor of humans’ information is
supposed to occur when algorithmically produced information is wrong (Dietvorst, Simmons, and Massey, 2015). However,
humanoid robots may be attributed more in line with humans because of their anthropomorphically embodied exterior
compared to non-human-like technological devices. To examine these differences in credibility attributions a 3 (source-type)
x 2 (information’s correctness) online experiment was conducted inwhich 338 participants were asked to either rate a human’s,
humanoid robot’s, or non-human-like device’s credibility based on either correct or false communicated information. This
between-subjects approach revealed that humans were rated more credible than social robots and smart speakers in terms
of trustworthiness and goodwill. Additionally, results show that people’s attributions of theory of mind abilities were lower
for robots and smart speakers on the one side and higher for humans on the other side and in part influence the attribution
of credibility next to people’s reliance on technology, attributed anthropomorphism, and morality. Furthermore, no main or
moderation effect of the information’s correctness was found. In sum, these insights offer hints for a human superiority effect
and present relevant insights into the process of attributing credibility to humanoid robots.
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1 Introduction

A look at the proposed application contexts of social robots
shows that these technological devices can be used in a wide
variety of scenarios in the long term, including as helpers
in elderly care, museum guides, or even teachers [1]. One
similarity between all of these use cases is that they rely to
a greater or lesser extent on communication between robots
and humans and therefore on the exchange of information.
Many social robots are even shaped like humans (humanoids)
signaling that users should exhibit routinized social commu-
nication behaviors learned from interactions with humans.
However, social robots must not only be able to engage in
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conversations but also need to be perceived as competent,
trustworthy, and caring in order to explain, report, and teach
successfully. In other words, effective human-robot interac-
tion can be supported by social robots that are perceived
as credible sources of information. Because in the long run
social robots are expected to fulfill complex social tasks and
roles due to increased abilities, the role of information sharing
and simultaneously the importance of source credibility will
steadily increase. With regard to research on interpersonal
communication it has been shown that a credible source’s
information can have a strong impact on people’s opinions
and behavioral intentions and as a consequence supports
trust-building [2]. In addition, credibility has been shown
to be important not only for human-related attributions but
also for technology artifacts including websites [3] and tech-
nological devices, such as smart speakers [4] and social
robots [5]. Some research works have already investigated
how people make credibility evaluations related to these
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technological artifacts. One example refers to the machine
heuristic by Sundar [6] who postulated that machines (or
rather devices) are rated more credible due to perceived
impartiality. On the contrary, other research works suggest
that people seem to reject input from an algorithmic source if
it showed errors in the past [7]. In these cases, it was demon-
strated that reliance on the information given by humans was
higher even when people witnessed a human giving incorrect
information as well. Such different responses to humans on
the one hand and artificial sources, on the other hand, become
more complex by considering social humanoid robots that are
able to blur boundaries between distinct categories of humans
and technological devices. Because of their anthropomor-
phic embodiment and social demand characteristics people
experience humanoid robots differently than non-human-like
devices such as televisions or laptops and more often show
behaviors derived from human interactions [8]. To a greater
or lesser degree, therefore, these robots may be able to negate
aversions to inaccurate information from artificial sources,
thus promoting long-term interactions and ensuring reliable
information-sharing processes.
The main question we want to address with this paper, there-
fore, concentrates on the extent to which a source’s type
(human, humanoid robot, non-human-like device) causes dif-
ferent credibility attributions depending on the correctness
of the communicated information. Furthermore, we want to
investigate the degree to which human-related constructs like
people’s perception of a robot’s theory of mind abilities are
attributed to humanoid robots and contribute to a more ben-
eficial credibility rating.

2 Theoretical Background

2.1 The Concept of Credibility

Due to the huge importance and quantity of information shar-
ing in people’s daily lives, credibility is of great importance
in a variety of contexts where people act as senders of rel-
evant information, such as testimonial advertisements [9],
politicians on social media [10], or witnesses to crime scenes
[11]. This sender-related credibility can be described as the
“believability of a source” (p. 211) [3]. In other words, it
represents an individually perceived attribute ascribed to a
specific information-delivering entity, rating the probability
of it being a competent, trustworthy, and goodwilling source.
Competence refers to the ability to have access to topic-
relevant knowledge aswell as expertisewhile trustworthiness
includes beliefs about a source’s honesty and independence
from persuasion or manipulation attempts [12]. The last sub-
construct called goodwill can be defined as the perceived
interest of a source for one’s own personal well-being [13].

In combination, these three are the constituents of a source’s
credibility.
However, the concept of credibility attributions is not exclu-
sively applicable to human sources. In 1999, Fogg and Tseng
[14] published a conclusive differentiation of credibility con-
structs referring to technological devices such as computers.
The authors distinguished the concepts of presumed, reputed,
surface, and experienced credibility. The first two constructs
describe credibility perceptions that are formed before get-
ting into the first interaction with a respective device. In
contrast, the last two constructs define credibility evaluations
based on superficial first impressions (surface credibility) as
well as on a more profound basis after some interaction took
place (experienced credibility). However, even if people are
not depending on reputed or presumed judgments of cred-
ibility but can rather make credibility judgments based on
their own experiences, these evaluations will not be an objec-
tive measurement but rather a person’s estimation attempt
based on available information, experiences, and attitudes.
Therefore, credibility has to be regarded as the result of
an information receiver’s attribution process and not as a
source’s stable characteristic [14]. This individual attribution
process has the potential to cause different ratings of credi-
bility which explains why not all people evaluate technology
devices as similar credible and why consequently incredulity
or gullibility errors can occur.
Because the number of technological innovations that are
able to serve as sources in information sharing processes
is increasing steadily (e.g., voice assistants, social robots,
chatbots, etc.) the relevance to investigate the process of
forming credibility attributions to such artificial sources
becomes apparent. Research on human-computer interaction
has already recognized this need and analyzed credibility
attributions to computers and social humanoid robots and
supported the theoretical assumptions postulated by Fogg
and Tseng [14]. The empirical results of these studies will
be discussed after summarizing why in the first place, peo-
ple are able to make credibility attributions about inanimate
technological devices in a similarway as they evaluate human
beings.

2.2 Media Equation and Anthropomorphism

People often interact socially with technological devices in
ways that are highly influenced by their knowledge about
interactions with other humans. Reeves and Nass [15] ana-
lyzed this tendency towards social behavior empirically and
stated that (related to a specific computer product) people
“when in doubt, treat it as human” (p. 22) [15]. This demon-
strates their point of view that people make use of their
social conventions even when confronted with a situation
in which no demand for such social behavior is expressed,
because technological devices do not have an internal need
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for sociality. Reeves and Nass [15] thoroughly explained and
argued that this behavior is not necessarily a product of con-
scious evaluations but rather an unaware and automatically
triggered process, called media equation. Other researchers
integrated this phenomenon into a dual model of anthro-
pomorphism, which on the one hand explains that media
equation is related to a fast, less effort needing, and intuitive
type of attribution process and regard it as an outcome of
implicit anthropomorphism [16]. The most important factor
to let people elicit unaware social reactions to objects like
computers, smart speakers, or other technological devices
like robots is the presence of a sufficient number of social
cues as they can activate people’s internalized communica-
tion scripts equally to human-human interactions. These cues
that trigger the process of media equation, include the usage
of human language in text or speech, signs for the fulfillment
of common social roles (e.g., a tutor or a colleague) as well
as a reciprocal interaction component by reacting to others’
behaviors [17]. Thus, oneway to show these cues is the usage
of verbal communication, a feature inherent in many techno-
logical devices. Empirical research findings demonstrate that
the phenomenon of media equation is not only relevant with
regard to computers but also for interactions with other tech-
nological entities such as virtual agents [18], social robots
[19], and smart speakers [20]. It’s because these devices and
applications can make use of speech systems supported by
artificial intelligence, that they are able to use language, inter-
activity, and social roles to successfully trigger the media
equation.
On the other hand, this implicit and mindless form of social
reactions can be distinguished from explicit anthropomor-
phism which requires more mental capacities, is slower,
and includes an apparent, conscious willingness to pro-
vide human-like treatment to objects such as technological
devices [16]. In contrast to devices such as smart speakers,
robots are often physically and anthropomorphically embod-
ied to mimic the appearance of humans in order to support
this intuitive expression of even more social behaviors [1].
In sum, these human-like physical characteristics such as a
head, a mouth, eyes, limbs, and a torso can be defined as
a robot’s anthropomorphic design [21]. Users’ perceptions
of an anthropomorphic design seem to be especially influ-
enced by four major robot characteristics identified during
a principal components’ analysis by Phillips, Zhao, Ull-
man, and Malle [22]: a robot’s surface look including the
existence of hair or skin, its facial features like eyes or
mouth, its bodymanipulators (e.g., extremities, torso), and its
mechanic locomotion which refers to the way a robot is able
to move around in physical space. Based on these extracted
dimensions, the authors developed a human-likeness score to
measure the degree to which a robot implements an anthro-
pomorphic design. Their measure of human-likeness is a
continuous score ranging from zero (“Not human-like at all”)

to one hundred (“Just like a human”) (p.110) [22]. It shows
that human-likeness cannot be regarded as a dichotomous
variable (meaning a robot can only have an anthropomor-
phic design or not) but rather as a continuous property that
can be expressed and measured in continually increasing
degrees. At best, this anthropomorphic design can ease inter-
actions for users because they consciously react socially to
these higher demand characteristics. One example of this
interaction’s facilitation is the exploitation of the cuteness
expressing Baby Schema [23]. Here, a robot’s facial features
are constructed in ways to replicate the key characteristics
of human infants’ faces (e.g., big head, big eyes, high fore-
head, etc.). This implementation of cuteness helps to support
an immediate understanding of the intended role constel-
lation between a user as the protector and the robot as an
object in need of protection and to promote strong caring
reactions for the as vulnerable perceived device. Although a
robot’s anthropomorphic design by itself is no guarantee for
such explicit anthropomorphism to work because user char-
acteristics [24] and context-specific environment variables
influence this process as well [21], the design can help to
shape expectancies about how the interaction with the robot
will look like. However, it is also important to mention that
the variety of robots’ anthropomorphic designs is huge and
therefore even robots that are somewhat similar to each other
can still be evaluated differently [25].
In sum, although the use of language is an important tool
to allow the media equation to work, the most often used
key feature to distinguish social robots from other devices
is their anthropomorphically designed embodiment, which
is an integral component of several robot taxonomies [1,26].
If, in addition, it is also taken into account that humanoid
robots are very frequently used in practice, the question
arises whether a social robot’s anthropomorphic embodi-
ment, including its human-like components, has a particular
influence on people’s evaluations about it. More precisely
put, does the human-likeness explain differences when it
comes to attributing credibility in comparison to human and
non-human-like devices?

2.3 Credible, Social, Humanoid Robots

Based on the assumptions fromFogg and Tseng [14] it can be
deduced and shown that people are able to make credibility
attributions about robots. As a result, this attribution process
has been a topic of interest formanyyears.Researchers exam-
ined that a robot’s credibility can be supported for example
by improving its rhetorical abilities [27], reducing suspi-
cion [28], or using non-verbal cues [29]. Such papers deliver
meaningful insights into the process of credibility attribution
related to robots. However, they do not allow for comparisons
with humans or technological devices without anthropomor-
phic embodiment.As already explained, humanoid robots are
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meant to work as assistants in elderly care, museum guides,
or as teachers. Because these are jobs that can only be taken
on by humans nowadays, it seems highly relevant to inves-
tigate if credibility differences or similarities to humans, on
the one hand, are recognizable and hownon-human-like tech-
nological devices’ performances are evaluated on the other
hand. One line of reasoning for how technological devices
in contrast to human sources influence perceptions of credi-
bility is the machine-heuristic [6]. It describes the idea “that
if a machine chose the story, then it must be objective in its
selection and free from ideological bias” (p. 83) [6] because
people make use of their stereotypes related to machines
(or rather devices) which most likely include associations
of objectivity rather than partiality. In other words, people
assume a device to work on a mere functional basis with-
out having an own agenda and thus expect a lesser threat of
manipulation which should result in better ratings of trust-
worthiness and goodwill [12]. A similar phenomenon that
includes positive expectancies towards artificial entities is the
concept of algorithmappreciation, postulating that people are
more in favor of recommendations made by algorithms com-
pared to human suggestions. Logg, Minson, and Moore [30]
investigated the robustness of this effect for several applica-
tion contexts provided that the algorithmic information was
correct. However, these studies did not focus on robots or
specific devices and thus do not allow to draw generalized
conclusions independent from device-specific features such
as voice or embodiment. While vocal cues already showed to
be able to trigger the media equation [17] the use of anthro-
pomorphic embodiment influences people’s understanding
of the interaction more consciously. Since social robots are
able tomake use of both features, voice and anthropomorphic
embodiment, we expect that this more profound resemblance
to humanswill also causemore similar credibility attributions
between them and humans. On the other hand, devices such
as smart speakers which do only make use of human-like
voices should receive less similar attributions compared to
human sources. Provided that the communicated informa-
tion is correct, we thus propose the following hypothesis:

Hypothesis H1 Correct communicated information leads to a
higher rating of a source’s credibility in cases of non-human-
like devices compared to human sources and anthropomor-
phically embodied robots.

In addition to the concept of algorithm appreciation,
Dietvorst, Simmons, and Massey [7] collected findings sup-
porting the assumption of a phenomenon’s existence called
algorithm aversion. Here, a shift in preference from an algo-
rithmic information source to a human source occurs when
the algorithmically given informationwas identified as incor-
rect. At first glance, algorithm appreciation seems opposed to
the concept of algorithm aversion, but while algorithm appre-
ciation refers to people’s presumed superiority of algorithms,

algorithm aversion occurs when people are witnessing an
algorithm failing at giving a correct output [7,31]. In such
cases, the algorithm seems to no longer be the preferred
source of information, but instead, human suggestions are
accepted at a better rate even if the respective human source is
giving insufficient recommendations as well. Although these
findings are focused on the domain of information forecast-
ing, the explicitly higher adverse reactions to algorithmic
information output seem applicable to other domains too.
When combining these findings with the often anthropomor-
phically embodied social robots one could argue that these
robots might be able to negate these adverse effects because
robots are often treated similarly to humans rather than
non-human-like technological devices. That means, in cases
of false information their resemblance to humans should
counter the consequences of algorithm aversion and thus
cause higher credibility attributions for robots and humans
in comparison to non-human-like devices.

Hypothesis H2 False communicated information leads to a
worse rating of a source’s credibility in cases of non-human-
like devices compared to human sources and anthropomor-
phically embodied robots.

2.4 A Robot’s Theory of Mind?

As described earlier, the machine heuristic [6] is based on
the idea that people do not attribute a mental state to a device
that prevents it frombeingperceived as suspicious, falsifying,
framing, or manipulating information. Although this expla-
nation seems reasonable to some extent, other researchers
have conducted experiments that give hints to suggest that
people are indeed able and willing to imagine devices and
especially robots to have a consciousness [32–34]. With
regard to human interactions, people are able to understand
that other people are intentional agents whose behaviors are
not randomly chosen but linked to and depending on their
inner states, beliefs, and desires. This phenomenon can be
described as having a theory of mind (ToM). ToM is as an
ability which serves as a prerequisite for successful commu-
nication because it allows people to gain an understanding
of other people’s mind and intentions [35]. Although this
process is primarily important in human interactions, people
are able to attribute this construct to technological devices
such as robots as well. Among others, Krach and colleagues
[36] investigated the effect of ToM processes in human-
robot interactions. Their results showed a relation between
the number of human-like features and the degree to which
people are attributing a mind to an artificial entity. Simi-
lar findings were obtained by Manzi et al. who revealed a
higher tendency for children attributing mind to a human-
like robot compared to a mechanical one [37]. Furthermore,
Benninghoff and colleagues [32] investigated that people
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are able to imagine humanoid robots to have a ToM and
showed that this ToM attribution can for example influence
people’s perception of a robot’s social attractiveness. Addi-
tionally, analyses of neural activation patterns showed partly
similar results for human and robotic stimuli with regard
to empathy [38], indicating that people’s mental represen-
tations of humanoid robots might be comparable to those
of humans to some extent. But also, with regard to source
credibility assessments, this attribution of a ToM could be
an important influencing factor. This is because credibility
is not only defined by competence but also by expressing
the more socially focused attributes goodwill and trust-
worthiness. Especially the subconstruct goodwill implicitly
requires that the source has themental abilities to know about
what other people expect and desire. Thus, it seems reason-
able to suggest that ToM attributions act as a foundation
that supports the attribution of credibility. Due to humanoid
robots’ resemblance to humans, they should on the one hand
receive more similar attributions compared to humans [25]
and as a result on the other hand higher ones in contrast to
devices without anthropomorphically embodied physiques
[37].

Hypothesis H3 People will attribute amore expressed theory
of mind to an anthropomorphically embodied robot than to
a non-human-like device (smart speaker) but in both cases
less than compared to a human source.

As explained before, it is known that it is a foundation of
human communication to attribute a ToM to other human
beings. Nevertheless, with regard to human-robot interac-
tions, this attribution of inner states and intentions seems to
be in conflict with the machine heuristic’ assumptions [6]
which postulate that devices are regarded as more credible
because they do not have motives or desires to manipulate
their communicated information. A possible solution to this
contradiction could be to assume that attributions of men-
tal awareness are only beneficial for credibility judgments
(especially related to goodwill) in cases of correct informa-
tion. Since in such situations, there are no apparent reasons
to doubt a device’s intentions, attributing ToM abilities to
the device could have an exclusively credibility-enhancing
effect, because of the device’s presumably better understand-
ing of its communication partners. On the other hand, this
relationship would be reversed in cases of incorrect infor-
mation. Here, attributions of ToM abilities could cause the
source to be judged as manipulative rather than benevolent,
with negative implications for credibility ratings. Based on
these considerations, the following moderation by the com-
municated information’s correctness is assumed.

Hypothesis H4 People’s degree to which they attribute a the-
ory of mind to a technological device affects its attributed
credibility depending on the information’s correctness.

2.5 Further Influencing Factors

Asalready explained, attributions of credibility are the results
of an individual’s evaluation process and therefore are highly
subjective and not an inherent source characteristic [14]. For
this reason, it seems important to examine further influences
on credibility evaluations including user-related variables but
also additional source-related attributions.

2.5.1 Machine Heuristic

The machine heuristic has been defined as a mental short-
cut that lets users attribute higher credibility to devices and
the information they offer [6]. This means that when see-
ing a robot or smart speaker the machine heuristic should be
triggered and influence credibility attributions related to the
source of information but also to the information’s credibility
as well. However, a study byWaddell [39] could not confirm
a significant effect of this machines heuristic’s strength on
an article’s rated credibility. Because we are interested in
the effect of an information’s correctness on source credibil-
ity attributions, we again want to investigate if the machine
heuristic’s strength mitigates the perception of the informa-
tion’s correctness in the first place, since the information’s
credibility is closely linked to the perception of it being seen
as correct or false. Thus, the machine heuristic’s influence on
the information’s perceived correctness will be investigated
in addition to the main analyses of technological devices’
credibility attributions.

Research Question 1: Does the machine heuristic influences
the perception of a device’s informational correctness?

2.5.2 Reliance on Technology

Due to the immense degree of digitization, people are able
to rely on a large number of technological devices to provide
them with information. The extent of general reliance on
technological recommendations can be defined as a personal
trait, referred to as reliance on technology [40] which seems
relevant to be considered when examining the evaluation
of single devices. Previous research already analyzed how
different attitudes towards technology influence the way we
approach single products (for instance technological affinity
being related to less anxiety towards robots [41]). Reliance
on technology is a product of habituated use of technology,
such as accessing news daily via the same websites because
their information proved to be the most current and accurate
[42]. Thus, similar to trust in human interactions, reliance
on technology could work like an underlying filter through
which technological devices such as robots or smart speakers
will be perceived and evaluated. It seems plausible to expect
a positive relationship between reliance on technology and
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credibility attributions since a higher general willingness for
accepting and using technological outputs will also affect the
evaluation related to the output of a specific device. However,
because we lack empirical evidence of this relation, we want
to analyze it (in combination with other potential credibility
predictors) in our second research question.

2.5.3 Moral Agency

Assuming robots are able to give the impression of being
conscious or even having a theory of mind, the interest-
ing question arises whether humans will grant them moral
decision-making abilities. Jackson and Williams argue that
people do expect social robots to behave according to moral
norms of humans because people automatically expand
this concept of moral agency from humans to robots, thus
seeing the robot as a moral agent [43]. This degree of
attributed moral agency might be a useful predictor for
robotic credibility attributions because it builds upon the pre-
vious assumptions of theoryofmindbut furthermore includes
the idea of internal guidelines which assure that the robot’s
messages are communicated based on an ethical awareness
[34]. Thus, more profound moral agency perceptions could
be connected to higher credibility attributions for robots, as
people will rate their behavior as more integer and bound to
the users’ moral norm perceptions. Again we lack empirical
evidence to support our assumptions. Therefore, we intend
to exploratory analyze the effect of moral agency attribution
on credibility in combination with reliance on technology.

Research Question 2: What influence do other related con-
structs such as reliance on technology and moral agency
attributions exert on a humanoid robot’s credibility?

3 Method

3.1 Design

An online experiment was conducted to investigate the
hypothesized influences on credibility attributions towards
humanoid social robots, and to compare it to humans as well
as technological devices with non-human-like embodiments
based on either correct or false presented information. There-
fore, the experiment employed a three (source type: human
vs. humanoid robot vs. non-human-like device) x two (infor-
mation’s correctness: true vs. false) between-subjects design.
The study’s main stimulus was a short video (∼60s) which
included the manipulation of both independent variables. In
this video, a human, a robot, or a smart speaker communi-
cated either correct or false information during a speech about
a German education reform from 2019. Thus, six different
conditions were created. Before starting the study in Septem-

ber 2020, the study was preregistered on OSF.io and an
approval of the university’s ethical committee was obtained.
Data collection ended in December 2020, after ensuring that
at least fifty valid data files per condition have been gathered.

3.2 Independent Variables

3.2.1 Information’s Correctness

The first independent variable, the information’s correctness,
wasmanipulated by presenting a speechwith either correct or
false information during the stimulus video. The speech with
correct information included statements about the changes
a 2019 German educational reform brought about for stu-
dents, for instance, higher values for basic requirements or
higher allowances. On the contrary, false information condi-
tions declared that the German federal government is about
to rewind the 2019 reform in the next months and as a con-
sequence reduce monetary payments to students. In order
to ensure that this information is easy to distinguish as
being false or correct, a pre-test was conducted at the end
of May 2020 (N = 47). False and correct text versions
for five different topics (Port of Hamburg, cigarette adver-
tising, housing market policy, 2% NATO defense budget
goal, and the 2019 German education reform) were prepared
and randomly assigned to be evaluated by participants in
terms of attributed message credibility. These topics were
chosen because they are known to the German public but
are not so newsworthy that there would have been a risk
of daily changes in the information available about them
what possibly could have jeopardized the further investiga-
tion process. Results of the pretest showed that the perceived
difference betweenmessage credibility of false and true texts
(1 – extremely incredible to 101 extremely credible) was the
highest with regard to the education reform topic (mean dif-
ference of 44.14 points). Furthermore, participants’ rating of
the education reform’s text comprehensibility proved to be
good. Thus, the false and correct education policy texts were
chosen to be used for the manipulation of the information’s
correctness. More precisely, every participant of the main
study was exposed to one of these two texts (presented in
form of speeches) during the experiment’s stimulus video.
The pretest’s data are publicly available at OSF.io.

3.2.2 Source Type

The experiment’s second independent variable was the
source’s type. Participants were assigned to one of three con-
ditions, either showing a video of a human, a humanoid robot,
or a non-human-like device reciting the pre-tested texts about
the recent education reform. Because it was the study’s main
purpose to allow generalizable comparisons between these
three source categories that go beyond comparisons of sin-
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gle devices or persons, different versions of stimulusmaterial
were created for each source condition. This means that each
source type condition included two to three different speak-
ers, and participantswere randomly assigned towatch a video
of only one of these speakers. For instance, participants in the
robot conditions saw one of the two social, humanoid robots,
Pepper or Nao (see Fig. 1). Both have a similar appearance
(e.g., white enclosure, anthropomorphic embodiment), are
frequently used in HRI-studies, and receive similar mediocre
human-likeness scores [22]. Despite these similarities and
the fact that both of them are representative examples of
humanoid robots, they are still different products. The goal
was not to compare these different robot exemplars but to
treat both of these versions of a humanoid robot as part of
the robot condition. This was done to better address the vari-
ance of this product category and thus to allow for more
generalization of our findings. The second source condi-
tion (non-human-like devices) either showed smart speaker
Amazon Echo Show or Google Nest Mini talking about the
education reform (see Fig. 1). As in the robot condition,
participants did only see one of these two smart speakers
if they were assigned to the smart speaker condition. Both
do not have any physical anthropomorphic design elements
and would receive a human-likeness score close to zero con-
sidering the categorization of Phillips et al. [22]. Although
these two smart speakers are not shaped identically due to the
first one having an integrated screen for visual information,
we included both as different smart speaker versions in the
same condition. Again, this was done to take into account the
variety of smart speaker products, equivalently to the robot
condition. During the study, the smart speaker’s screen, as
well as the robot’s screen, were only used to show an image
of an audio symbol. All devices (robots and smart speak-
ers) were programmed to communicate either the correct or
false information, while the robots additionally made use of
supporting human-like hand or head gestures. Lastly, in the
human source condition participants saw a video with one
out of three possible persons as a speaker (two women and
one man in their twenties), who willingly agreed to be filmed
while reciting the pre-tested information in a neutral manner.
A third human was recorded to take into account the higher
diversity of humans compared to technological devices. It is
important to mention that all robots, smart speakers, and per-
sons used their own voice/default voice to communicate the
pretested information. In sum, three different source types
(human, humanoid robot, and smart speaker) were used in
the experiment, each with two to three different versions (7
in total) that were bundled together into the three conditions.
In combination with the information’s correctness manip-
ulation (correct vs. false information), this resulted in six
experimental conditions.

3.3 Measurements

3.3.1 Source Credibility

Source credibility was assessed via the Source Credibility
Measures by McCroskey and Teven [13], measuring the
three credibility subconstructs competence (α = .84), car-
ing/goodwill (α = .73), and trustworthiness (α = .80) with
six items each on a seven-point semantic differential (e.g.,
“untrustworthy”–“trustworthy”).

3.3.2 Attribution of ToM Abilities

ToM attributions were measured by an adapted scale pro-
posed by Benninghoff, Kulms, Hoffmann, and Krämer
[32]. The two subscales awareness (α = .72 to α = .78)
and unpredictable, with eleven items in sum (e.g., “The
human/robot/smart speaker is aware of the fact that people
have own wishes, thoughts and feelings.”) were measured
by a seven-point Likert-scale (1—don’t agree at all to 7—
totally agree). However, the unpredictable subscale did not
receive acceptable reliability results even after considering
excluding specific items (α = .10 to α = .41). Because of
this and the higher fit of the awareness subscale than the
unpredictable subscale to our experiment (a short-term non-
interactive setting) only the awareness subscale was used for
further analyses including attributed ToM abilities.

3.3.3 Further Influencing Factors

Reliance on technology was measured on a seven-point
Likert-scale (1—don’t agree at all to 7—totally agree) using
twelve items (such as “Using Information technology makes
it easier to do my work.”; α = .84; [44]). The same seven-
point Likert-scale (1—don’t agree at all to 7—totally agree)
was used again to measure the machine heuristic’s strength
(four items e.g., “If a machine does a job, then the work was
error-free.”; α = .73; [39]. Moral agency attributions [34]
including the two subscales morality (six items e.g. “This
human/robot/smart speaker has a sense for what is right and
wrong.”; α = .93) and dependence (four items e.g., “This
robot/smart speaker’s actions are the result of its program-
ming.”; α = .77) were measured via seven-point Likert-scale
(1—don’t agree at all to 7—totally agree). Furthermore, the
anthropomorphism subscale of the Godspeed Questionnaire
was embedded in the robot and smart speaker conditions
to check for differences in human-likeness in line with the
manipulation using a semantic differential (five items, e.g.,
1—“machinelike” to 5—“humanlike”; α = .84; [45]).
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Fig. 1 Cut to size frames from the stimulus videos showing all speakers
included for the manipulation of the independent variable source type.
From left to right: three humans (two female, one male), two social,
humanoid robots (Pepper (top) and Nao (bottom)), two smart speak-

ers (Amazon’s Echo Show (top right) and Google’s Nest Mini (bottom
right)). For publication, a blur effect was added to make the identities
of the actors unrecognizable. Participants saw the persons without the
blur effect

3.3.4 Additional Measures

Participants’ individual issue importance was measured via
a semantic differential (four items e.g., 1—“irrelevant” to
7—“relevant”; α = .91; [39,46])) and their self-estimated
issue knowledge was measured by a single-item question
(“How extensive is your knowledge on the topic of state edu-
cation spending?”; 1—very low pronounced to 7—very high
pronounced). Finally, the degree to which participants rated
the presented information credible or not (1—extremely
incredible to 101—extremely credible) in combination with
questions about socio-demographic information and famil-
iarity with the sources were queried. In addition, control
questions andmanipulation checkswere integrated, to ensure
a higher quality data set.

3.4 Procedure

Participantswere recruited through various free channels like
social media (e.g., Facebook, Instagram, Xing, Nebenan.de),
recruitment pages (e.g., Surveycircle, Poll-pool), and printed
flyers. The study was accessible via a computer or mobile
device. Requirements for taking part in the study included
being at least 18 years old, having a good understanding
of the German language as well as being in a quiet envi-
ronment during the course of the study. After participants
were randomly assigned to one of the six conditions, they
were informed about the importance of voluntariness and
anonymity during data processing. A short video with audio

instructions followed to let the participants adjust their audio
settings for the upcoming video stimulus. Participants were
then told to listen carefully to the respective stimulus video
and to remember the communicated information to be able to
answer questions about the video’s content afterward. Then
the video (∼60s) either featuring a human, robot, or smart
speaker communicating either false or correct information
had to be started and watched. On the next page, three ques-
tions about the information presented during the video were
asked. The following pages of the questionnaire included
all self-report scales including the measurements for source
credibility and attributed ToM abilities. On the last page,
participants were debriefed about the experiment’s purpose.
In particular, participants in conditions with incorrect infor-
mation were explicitly informed about the speaker’s false
information and were given the correct information instead.
Finally, as a reward for taking part in the study, participants
could sign up to take part in a voucher raffle (total value
of 200e) by separately entering their email addresses. Win-
ners were chosen by chance and contacted after the study
was completed. On average, participants needed about nine
minutes to complete the study (M = 9.14, SD = 1.94).

3.5 Sample

All in all, 425 people completed our online experiment.
Based on analyses of required time and comparisons to
normal distributions, 22 participants were excluded from
analyses because they needed less than 4.17 minutes to com-
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plete (lower boundary of a 95% intervall centered around the
raw data’s mean of M = 8.72 (SD = 2.31). In addition, these
22 participants were also excluded due to failed manipula-
tion or control checks together with 62 other persons (see
Sect. 4.1). Finally, some participants in the respective con-
ditions stated to know the persons (2,5%), the robots (4%),
or the smart speakers (14%) used in the experiment. The
highest share is accounted for by the smart speaker Google
Nest Mini (22%). Although it is comprehensible for partic-
ipants to know the robots or smart speakers since they are
mass-produced goods, knowing the actors in the videosmight
caused unintended effects of prior knowledge. Therefore, we
decided to exclude these 2.5% (three persons in absolute
numbers). Thus, the study’s final sample consisted of N =
338 participants, distributed approximately equally among
the six conditions (ranging from n = 53 to n = 61). 68% of
these participants were female, 31% male, and 1% divers.
The participants’ mean age was M = 28.01 (SD = 8.58;
MMedian = 25.00, MModus = 24) ranging between 18 and
73 years. The majority stated to be students (65%). Further-
more, the percentage of people holding an academic degree
was high (62%). The topic’s importance was rated high by
the participants (M = 5.81 MMedian = 6.00, MModus = 7)
while self-estimated issue knowledge was medium-high/-
low and more normally distributed around the mean (M =
4.12 MMedian = 4.00, MModus = 5).

4 Results

4.1 Manipulation and Control Checks

Four measures were taken into account to exclude inattentive
participants from the final data sample. Two manipulation
checkswere integrated that asked participants to choosewhat
type of speaker delivered the information to them (woman,
man, robot, smart speaker, smartphone, tv, don’t know) and
what has been the speaker’s main topic during the video
(reversal, lack, or benefits of a recent education reform).
In addition, a control item (“If you are paying attention to
the study, please select ‘disagree’ here”) and a control ques-
tion (“Have you filled out the survey conscientiously [...]?”)
supplemented the manipulation checks. After checking these
criteria, 62 participants were excluded from further analyses,
resulting in the final sample size of N = 338. All raw, as well
as prepared data files, are publicly available at OSF.io.

4.2 Credibility Evaluations Based on Information’s
Correctness and Source Type

The first two hypotheses, H1 and H2, assumed that the level
of credibility assigned to a speakerwould differ depending on
the type of source and on the correctness of its given informa-

Fig. 2 Descriptivemean values of all credibility subconstructs (compe-
tence, trustworthiness, goodwill) for correct information conditions (∗
= Significant differences to the human condition based on a 95% level
of significance.)

tion.More precisely, itwas assumed thatmachinelike sources
would receive higher attributions of credibility in correct-
information conditions and that human(-like) speakerswould
receive better ratings in false-information conditions. To test
these hypotheses amultivariate analysis of variance was con-
ducted including the two experimental variables (source type
and information’s correctness) as independent factors and
all three measured dimensions of source credibility (compe-
tence, goodwill, and trustworthiness) as dependent variables.
In Figs. 2 and 3 the credibility subscales’ mean values for
each condition are presented. Results revealed a significant
main effect of the source type on people’s credibility evalu-
ations (human > robot, smart speaker) (F (6, 660) = 24.25,
p < .001; Wilk’s λ = 0.671, partial η2 = .18).1 Subsequent
post-hoc Tukey-HSD comparisons identified that differences
between source types could be explained by higher ratings
for humans regarding trustworthiness (p < .001) and good-
will (p < .001) compared to the smart speakers and robots
each. With regard to attributed competence humans received
slightly better ratings than robots (p = .032, mean difference
= 0.36, 95%-CI [0.02-0.70]) while the difference between
humans and smart speakers was not significant (p = .227).
However, neither the main effect of the information’s cor-
rectness (F (3, 333) = 1.97, p = .118; Wilk’s λ = 0.982,

1 The study’s aim was to compare social, humanoid robots against
humans and non-human-like devices. Thus, we did not focus on dif-
ferences between our two humanoid robots. However, we uploaded
the results of additional statistical comparisons testing for differences
between them on OSF.io
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Fig. 3 Descriptive mean values of all credibility subconstructs (com-
petence, trustworthiness, goodwill) for false information conditions (∗
= Significant differences to the human condition based on a 95% level
of significance.)

partial η2 = .02) nor the interaction of both factors (source
type * correctness of information: F (6, 666) = .954, p =
.456; Wilk’s λ = 0.983, partial η2 = .01) became significant
during the analyses. Therefore, the results do not support the
assumed information’s correctness’ influencing effect.

Additional analyses of variance revealed that the degree
to which participants rated the devices’ human-likeness/
machine-likeness did not exactly correspond to the exper-
iment’s manipulation. All four devices (robots and smart
speakers) were rated rather machine-like (MNao = 1.40,
MPepper = 1.55, MGoogle = 1.39, MEcho = 1.98) with only
the Echo smart speaker showing slightly higher values (F
(3, 224) = 13.31, p < .001; partial η2 = .15). Thus, hypothe-
ses H1 and H2 cannot be supported based on the empirical
findings. Credibility ratings (measured via its subconstructs
competence, trustworthiness, and goodwill) were almost
always higher for the human speakers compared to robots
and smart speakers and also independent of the communi-
cated information’s correctness.

4.3 Attribution of ToM Abilities

Hypothesis H3 postulated that people attribute differently
high expressed theory ofmind-abilities to humans, humanoid
robots, and non-human-like devices.More specifically, it was
expected that the more human(-like) the subject/object in
question is, the higher the level of attributed ToM abilities.
To test this assumption a one-way ANOVA was calculated
using the independent variable source type and the attributed
ToMabilities (awareness subscale) as the dependent variable.

A significantmain effect of source typewas found (F (2, 335)
= 85.76, p < .001, partial η2 = .34). While subsequent post-
hoc analyses revealed no significant differences (p = .498)
between humanoid robots (M = 2.26, SD = 0.97) and smart
speakers (M = 2.42, SD = 1.09) the human speakers (M =
3.91, SD = 1.05) received significantly higher ratings than
robots (p < .001, mean difference = 1.65, 95%-CI [1.32-
1.98]) and smart speakers (p < .001, mean difference = 1.50,
95%-CI [1.17-1.82]). Therefore, H3 receives partial empir-
ical support as people attributed significantly higher ToM
abilities to humans compared to lower and similar ratings for
both, humanoid robots and non-human-like smart speakers.

4.4 Potential Moderating Influence

The last deduced hypothesis (H4) assumed that a commu-
nicated information’s correctness can affect the degree to
which attributed ToM abilities can influence people’s cred-
ibility ratings of a technological source. For this reason,
moderated linear regressions were calculated. The informa-
tion’s correctness served as the moderator on the influence
of attributed ToM abilities (predictor) on credibility-ratings
including competence, trustworthiness, and goodwill as cri-
teria variables. Small influences of attributed ToM abilities
on people’s ratings of devices’ competence (β = .216, p =
.001), trustworthiness (β = .18, p = .007), and goodwill
(β = .274, p < .001) were detected. Equivalently to the
non-significant main effect of the information’s correctness
on credibility attributions, during none of these analyses a
moderating effect of the information’s correctness became
significant (p = .528 to p =.676). In order to not inter-
pret the influence of attributed ToM abilities without context,
we decided to integrate them as a predictor into the multi-
ple regression analyses which were calculated for Research
Question 2.With regard toH4, however, no empirical support
based on the collected data can be provided.

4.5 Exploratory Research Questions

The first research question tried to address the influence of
the machine heuristic on the evaluation of the information’s
credibility itself. Therefore, correlations between these two
variables were calculated for conditions including techno-
logical devices (robot and smart speakers). No significant
correlations between the machine heuristic’s strength and
the extent to which participants judged the communicated
information to be credible could be discovered (r = .04, p =
.563). Furthermore, no differences in strength of the heuristic
between groups with false and true information communi-
cated by robots or smart speakers were found (p = .628).
Thus, it seems unlikely to assume an influence of people’s
thoughts about the information impartiality of machines on
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the perception of the experiment’smanipulated information’s
credibility.
In order to properly address the second research question,
multiple regression analyses were performed. The aimwas to
gain a better understanding of different constructs’ influences
on robot-related credibility attributions, such as morality,
dependence, reliance on technology, strength of the machine
heuristic, and attributed degree of anthropomorphism. Mul-
tiple regression analyses revealed people’s attributed anthro-
pomorphism to be one of the most influential predictors for
each of the robots’ credibility subconstructs, including com-
petence (β = .39), trustworthiness (β = .33), and goodwill
(β = .24). Also, other constructs such as people’s reliance
on technology (βcompetence = .26, βtrustworthiness = .30,
βgoodwill = .16) and their attributed morality (βcompetence =
.13, βtrustworthiness = .28, βgoodwill = .27) showed to have
influence on credibility attributions. With focus on the sub-
construct goodwill, also the machine heuristic showed some
small negative influence (βcompetence = .14, βtrustworthiness =
-.01, βgoodwill = -.20). Attributed ToM abilities on the other
handdid not turn out to be a prominent predictor of the robots’
credibility ratings (βcompetence = .06, βtrustworthiness = -.02,
βgoodwill = .14)when being included in thesemultiple regres-
sion analyses.

5 Discussion

All in all, the purpose of this research workwas to investigate
the influence of different source types (human, humanoid
robot, non-human-like devices) on people’s respective cred-
ibility attributions depending on either correct or false
communicated information. As outlined in the beginning,
the usage of social robots in information-sharing tasks may
increase continuously in the near future and will thus raise
the importance to understand if and how robotic museum
guides, assistants in elderly care, or robots as teachers are
judged as credible sources of information. Based on theo-
retical considerations related to the embodiment’s influence
in human-robot interactions, it was assumed that the human-
likeness of robots would be able to negate adverse effects
of algorithm aversion which can occur when algorithmically
produced information is false [7]. However, this was not the
case in our experiment. Regardless of the information’s cor-
rectness, human sources always received significantly higher
credibility ratings than the robots, as well as the smart speak-
ers did, while robots and smart speakers barely differed. The
hybridity of the robots’ anthropomorphic physiques did nei-
ther let them be evaluated similar to their human counterparts
nor did it let them be evaluated better than non-human-like
devices after communicating false information. Our findings

receive additional support by the first research question’s
results which did not detect any relationship between the
machine heuristic’s strength and the degree to which par-
ticipants perceived the presented information to be correct.
Nevertheless, this analysis has to be treatedwith care because
the information’s correctness was varied as the independent
variable in this experiment and was only measured as an
additional control question. Furthermore, partly in line with
the derived hypothesis, the humanoid robots as well as the
smart speakers received lower attributions of ToM abilities.
Although these attributions showed to be slightly influential
with regard to the sources’ credibility evaluations, no mod-
erating impact of the information’s correctness was found.
Furthermore, the final exploratory, multiple regression anal-
yses additionally revealed that especially people’s reliance
on technology, their rating of a robot’s degree of anthropo-
morphism, and the attributed level of morality were the most
influential predictors with regard to the robots’ credibility
ratings.
In sum, the calculated results implicate that people are not
simply granting a humanoid robot more credibility because
of its anthropomorphic exterior. The significantmain effect of
source type supports the assumption that humans are in favor
of being perceived in partmore competent but especiallywith
regard to soft skills more trustworthy and good willing than
technological devices independent from the communicated
information’s correctness. Although differences in compe-
tence ratings between smart speakers and human sources
failed to reach this significance the descriptive means also
fit the trend of generally higher credibility attributions for
humans. These findings are in line with the conclusions of
Waddell [39],whodiscovered that news articles are perceived
less credible when a machine instead of a human is listed
as its author. Nonetheless, a similar interpretation of results
seems difficult because Waddell [39] addresses the problem
of expectancy violations due to a task (journalism) mostly
associatedwith humans. This explanation does not seem to fit
here because for example smart speakers are already widely
used for delivering news information butwere rated less cred-
ible thanhumans regardless of the condition. In the following,
we want to discuss two other possible explanations for these
findings. The first one takes into account the probability
that the social cues offered by the robots’ anthropomorphic
embodiments (e.g., facial features such as eyes or body fea-
tures such as arms and a human-like torso) need to exceed a
certain threshold to trigger credibility attributions that could
be observed for the human sources. This relates to the princi-
ple of similarity [47] which describes that computer products
that are more similar to their users will be rated as more cred-
ible and thus be more persuasive in interactions. Although
both robots used in the study (Nao and Pepper) are common
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versions of human-like robots to encounter in research and
public, they only represent an intermediate level of physical
human likeness [22] and thereforemight not have been able to
exceed this threshold. Our analyses support this idea, as they
revealed that although participants’ ratings of anthropomor-
phism were an influential predictor of credibility attributions
related to robots, both robots were rated rather machine-like
than human-like. From this point of view, it seems that more
realistically human-like robotic devices are needed (e.g., a
more similar surface look including skin) in order to observe
more human-like credibility attributions.However, given that
more realism in surface features does not necessarily corre-
late with better evaluations of robots [38] and that people are
often willing to surrender to a willing suspension of disbelief
eliminating the need for a completely perfect realistic design
[48], a more detailed anthropomorphically embodiment does
not necessarily have to be a promising approach. On the
contrary, a second explanation for our results includes the
assumption of a human superiority effect. It could be argued
that technological devices no matter how anthropomorphi-
cally they are embodied will always receive lesser credibility
attributions than humans will. Although competence ratings
did not differ heavily between technological devices and
humans, clear distinctions with regard to the credibility sub-
constructs trustworthiness and goodwill could be detected.
A possible explanation for these results is the fact that com-
petence attributions are more based on the physical ability
to possess meaningful knowledge, while trustworthiness and
goodwill are rather social qualities. These social attributions
might not be applicable to technological devices to the same
degree as they are to humans and therefore cause humans to
be attributed more credible in sum. This conclusion receives
support from the different degrees of ToM abilities attributed
to humans, robots, and smart speakers. However, this result in
part contradicts previous research results which found a dif-
ference in mental state attributions depending on the degree
of human-likeness of technological devices [36,37]. Again,
humans received higher ratings than both, smart speakers
and robots, in our experiment. With regard to credibility
attributions, it seems reasonable to argue that in a first step
a certain degree of consciousness, as well as the ability to
understand the existence of feelings and needs in other per-
sons, are mandatory prerequisites for a technological device
in order to be even able to be attributed good willing in a sec-
ond step. Fitting to this assumption attributed ToM abilities
especially influenced ratings of the robots’ goodwill. How-
ever, our experiment did not include any cues to actively
support the attribution of ToM abilities, but only measured
people’s general likeliness of attributing them to a device
they only experienced through video interaction. Thus, the
overall low attributions of ToM abilities might have been
one further reason why robots were not rated more credi-
ble, especially good willing. The positive effect of perceived

morality further supports this argument and demonstrates the
need to think of attributions of mental capacities as a relevant
influencing factor for robotic credibility attributions.
Another important finding was the non-significant main
effect of the information’s correctness and its lack of inter-
action with the independent variable source type. Based on
these results it should not mistakenly be argued that correct
and false information always causes similar source credibility
attributions. Nevertheless, no differences in attributed source
credibility could be detected in our study despite the support-
ing pre-test results and the topic’s noticeable high importance
for the participants.One explanation for this non-significance
could be that participants did not focus on the communi-
cated information as much as they did on the source itself
(human, robot, smart speaker). This line of reasoning does
not seem satisfactory because all analyses strictly included
only participants which paid attention to the stimulus infor-
mation. Therefore, a probably more fitting argument could
be that the communicated information was too impersonal
to be relevant despite the topic’s general importance. During
the study no participant had to fear immediate consequences
from relying on any false information e.g., receiving a lower
financial compensation. Thus, the information’s correctness
was not decision-relevant at any point during the studywhich
could have caused participants to not consider its value for
their credibility attributions. To investigate this assumption,
future studies should analyze the influence of an informa-
tion’s decision-making relevance on the relation between the
information’s correctness and robotic source credibility attri-
butions.
In addition to all these findings, the influence of user-related
constructs cannot be neglected in the credibility attribution
process, as reliance on technology has been shown to be one
of the most promising predictors of participants’ robot cred-
ibility evaluations. Previous studies have already shown that
technology-related user characteristics like technical affinity
can be meaningful predictors in human-robot interactions
[41] which is supported by our findings. It seems plausible
and consistent that higher levels of reliance on technologi-
cal products correlate with higher credibility ratings maybe
because of generally higher positive experiences with these
devices.
Based on the experiment’s design, all discussed insights are
especially important to consider during short-term human-
robot interactions with unidirectional information-sharing
tasks. Because the effects were analyzed not only for one
specific robot or smart speaker product, it seems reason-
able to expect that similar effects and restrictions concern
comparable social, moderately humanlike robots in equal
manners. However, it is important to keep in mind that this
group of moderately human-like robots should not be seen as
completely identical with regard to every aspect of people’s
perceptions of them because even in this subgroup of robots
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internal differences can be found [25]. Concepts for success-
ful human-robot interactions should therefore consider if a
specific humanoid robot is suited for the respective task and
will not be negatively affected by (at least) initially lower
credibility attributions. Thus, tasks that are purely about com-
municating information, for instance in a shop or a video,
might be less suitable usage contexts for humanoid robot’s,
especially if the interaction time is limited and human-like
abilities such as touch, gestures, or gaze are not necessarily
needed or cannot be used. In addition, such low engaging
interactions night not be sufficient to support people’s attri-
bution of ToM-abilities towards robots compared to more
interactive encounters which could reveal such attributions
[37]. These problemsmight be countered by individuals who
show higher reliance on technological products in general,
but because relying on robots in particular is not common-
place, the discussed problems should be taken into account
when creating successful human-robot interactions indepen-
dent of potentially helpful user characteristics.

5.1 Limitations

When discussing limitations to this study it has to be noted
that due to the study’s convenience sample, it included
above-average female and higher-educated participants. Fur-
thermore, the experimental manipulation only made use of
video stimulusmaterial, thatwas created inways to be similar
between all six conditions. Everyday human or human-robot
interactions, however, are far more complex and include
components that are not applicable and therefore difficult
to compare to communications with smart speakers, for
instance, the usage of locomotive features during interac-
tions or the possibility to make use of touch. It might be true
that more profound interactions are needed which are not
only unidirectional and based on a short information sharing
scene. Thus, future investigations on longer-term and more
dyadic human-robot interactions would be helpful to gain
more ecologically valid results. In addition, it might also be
difficult to assess credibility attributions via the same mea-
surement instrument for humans and technological devices.
Although the Source Credibility Measures [13] have already
been used to measure an artificial entity’s credibility in many
experiments (see for example [5,28]), it was not constructed
and validated for this research purpose. Items like “has my
interests at heart”might bemore applicable to human sources
because they were developed and phrased for human inter-
action partners in the first place. In combination with the
difficulty of reliable, directly measured self-reports, future
studies should ideally try to replicate our results with even
more comparable and indirect measurements of credibility
attributions such as usage rates of decision-relevant commu-
nicated information.

5.2 Conclusion

All in all, the experiment’s aimwas to investigate differences
and similarities in credibility attributions related to humans,
humanoid robots, and non-human-like devices. Our results
show that humans turned out to be the most credible sources,
while all technological devices (robots and smart speakers)
were rated especially less trustworthy and caring/good will-
ing in comparison. Furthermore, higher attributions of theory
of mind abilities to human sources without significant differ-
ences between humanoid robots and smart speakers were
discovered. Although these ToM attributions slightly influ-
enced the robots’ credibility evaluations, more prominent
influential factors turned out to be attributed anthropo-
morphism, moral agency, and people’s general reliance on
technology. In sum, this study concludes that mediocrely
anthropomorphically embodied robots, but also non-human-
like devices might not be credible sources of information by
default if being compared to human sources in short-term,
unidirectional, and mere information delivering interactions.
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