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Abstract
Since social robots are rapidly advancing and thus increasingly entering people’s everyday environments, interactions with
robots also progress. For these interactions to be designed and executed successfully, this study considers insights of attribution
theory to explore the circumstances under which people attribute responsibility for the robot’s actions to the robot. In an
experimental online study with a 2×2×2 between-subjects design (N � 394), people read a vignette describing the social
robot Pepper either as an assistant or a competitor and its feedback, whichwas either positive or negative during a subsequently
executed quiz, to be generated autonomously by the robot or to be pre-programmed by programmers. Results showed that
feedback believed to be autonomous leads tomore attributed agency, responsibility, and competence to the robot than feedback
believed to be pre-programmed. Moreover, the more agency is ascribed to the robot, the better the evaluation of its sociability
and the interaction with it. However, only the valence of the feedback affects the evaluation of the robot’s sociability and the
interaction with it directly, which points to the occurrence of a fundamental attribution error.

Keywords Human-robot interaction · Agency · Autonomy · Attribution theory · Fundamental attribution error · Humanoid
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The ethics committee of the division of Computer Science
and Applied Cognitive Sciences at the Faculty of Engineer-
ing of the University of Duisburg-Essen approved the study
andwritten informed consentwas obtained. The fundamental
attribution error in human-robot interaction: An experimen-
tal investigation on attributing responsibility to a social robot
for its pre-programmed behavior.

1 Introduction

Social robots are rapidly evolving andwith the advancements
of this technology, they are increasingly taking over tasks for
which interactingwith humans is an essential necessity. Since
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social robots are progressively operating in people’s everyday
environments such as homes, work places, schools, hospi-
tals, and museums, human-robot interactions are becoming
more socially situated and multi-faceted [1]. With these
social, multi-facetted interactions the question arises how
people interpret the robots’ actions, i.e., whether and to what
extent they attribute responsibility to a robot for its actions.
According to attribution theory, people constantly attempt to
understand the causes and implications of another person’s
behavior [2, 3]. Based on Kelley’s covariation model, dif-
ferent factors determine whether (problematic) behavior is
attributed to an internal or an external cause [3]. However,
people tend to overestimate the influence of a person’s dis-
position while neglecting situational factors [2]. This is the
starting point for this study,which aims to examine the effects
of feedback by the social robot Pepper that is either believed
to be autonomous or pre-programmed. In addition, different
circumstances such as the valence of the feedback as well as
the robot’s expected future role are considered.

Various studies show that people automatically apply and
react to polite or even flattering behavior when interacting
with a computer [4–6]. Particularly because those interactive
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devices take over the role of an assistant or service provider,
positive feedback is expected and negative feedback leads to
a worsened evaluation of the device [7, 8]. The study’s focus
is to examine whether a robot is evaluated differently when
there a high external justification for the robot’s negative
feedback, i.e., if the robot will be evaluated more positively
if a fixed program is believed to generate negative feedback
opposed to the robot being believed to create the feedback
autonomously by itself.

People’s feelings towards social robots are often mixed
due to the prevalence of two very different prospects for them
[9]. On the one hand, people fear that robots will become
competitors to them, mainly professionally but also in their
private lives [10–12]. With this scenario in mind, people
rather prefer robots to be as controllable as possible and not
to act autonomously. In contrast to this negative view, social
robots are also portrayed and expected tomake people’s lives
easier by functioning as helpful assistants in domestic, pub-
lic, or work environments [11, 13, 14]. Focusing on this
prospect, people rather prefer autonomous robots to reduce
the workload and enhance comfort and convenience. There-
fore, we assume that the expected future role of the robot
affects how its level of autonomy is perceived and evaluated.
Since previous research showed that a social robot is evalu-
ated differently depending on whether it is framed before as
a threatening competitor or a helpful assistant [15], we also
aim to examine whether the feedback-giving social robot is
perceived differently when it is framed as an assistant or a
competitor beforehand.

To sum up, the aim of this study is to examine whether and
what kind of attribution processes occurwhen people interact
with social robots. For this purpose, it is analyzed whether
the information that the either negative or positive feedback
is pre-programmed or autonomously generated by the robot
affects people’s evaluations of this robot and the interaction
with it. Additionally, since expectations regarding robots are
ambiguous but might greatly influence people’s perception,
this study further considers the effect of framing the robot as
becoming an assistant or a competitor in the future.

1.1 Autonomous vs. Pre-Programmed Feedback

In order to shape successful future human-robot interactions,
particularly collaborations, and to avoid frustrations as well
as errors and conflicts, it is crucial to examine the attribution
of credit and blame in those interactions [16]. According to
attribution theory, people endeavor to understand what fac-
tors cause or contribute to other people’s behaviors with the
aim to understand and predict their future behavior better
[2, 3]. Against this background, Kelley’s covariation model
presents three different factors, consensus, consistency, and
distinctiveness, which are critical for determining whether a
(problematic) behavior should be attributed to an internal or

an external cause [3]. Consensus is present if the person’s
response is similar to other persons’ responses to the same
stimulus, consistency maps a person’s uniform response to
the stimulus over time and in different situations, and dis-
tinctiveness describes whether the person only responds to
this stimulus in this way [3]. Low consensus and distinctive-
ness paired with a high consistency should lead to increased
person attribution, high consensus, distinctiveness, as well
as consistency to stimulus attribution, and high consensus
paired with low distinctiveness as well as consistency to cir-
cumstance attribution [17]. The covariation model follows a
logical structure in determining how people supposedly form
attributions. However, empirical studies show that people
pervasively tend to overestimate the influence of an observed
person’s disposition, i.e., internal factors, while underesti-
mating the situational context, i.e., external factors. This was
labelled as fundamental attribution error or overattribution
effect [2, 18, 19]. For instance, in a study by Jones and Harris
[20], people attributed chance-directed behaviors to disposi-
tion rather than to the situation. The attitude of an essaywhich
people were asked to write was determined by a coin toss.
However, people still attributed the imposed attitude as the
writer’s actual attitude [20].

Considering these findings from interpersonal studies
leads to the question which factors, external or internal, are
predominantly considered when a robot’s behavior is evalu-
ated. Thus, in this study it is evaluated whether the presence
or absence of a high external justification for the robot’s
behavior affects how the robot is evaluated afterwards. More
specifically, it is examined whether the robot is evaluated
more positively when a fixed program supposedly generates
the negative, unpleasant feedback opposed to when people
believe the robot creates the feedback autonomously by itself.

Autonomy goes along with an internal locus of causal-
ity, placing the variables to explain a behavior within a
person [21, 22]. However, an internal locus of causality
requires a certain amount of agency, i.e., the capacity to
act independently and free of choice [23]. Agency is a form
of self-motivated governance [24] which manifests in vari-
ous mechanisms such as autonomy [22], animacy [25], and
free will [26]. Since agency presupposes consciousness, it is
rather clearly ascribed to natural agents such as humans in
contrast to artificial agents such as robots [27]. However, bor-
ders between natural and artificial entities are blurring and
it may be more important to focus on whether an artificial
agent is perceived as acting autonomously than whether it is
able to possess an own consciousness.

From an objective point of view, machines are not able
to act completely autonomously since their actions are
controlled by their users and/or programmers. However, fol-
lowing the insights of the media equation theory [28], people
may be inclined to perceive and treat a robot as if it is act-
ing autonomously when it is described to create feedback by
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itself and displays behavior that underlines this expectation.
According to Bartneck and Forlizzi [29], the autonomy of
a social robot represents its technological capability to act
without direct input from a human and those autonomous
actions are perceived as intentional. Here, we argue that
when examining the impact for human-robot interaction,
whether the robot is believed to act independently from exter-
nal input is a critical factor. An experiment by Kim and
Hinds [16] showed that people attribute more blame to a
highly autonomous robot than to themselves or other partic-
ipants compared to when the robot displays low autonomy.
Interestingly, people shifted blame for errors but not credit
for successes to the autonomous robot [16]. This is consis-
tent with findings of attribution theory which indicate that
people tend to blame others for errors and give credit to them-
selves for successes [2]. In a different setting, people feel
less responsible when collaborating with a human-like than
a machine-like robot, which could be interpreted in a sense
that a human-like robot is perceived asmore autonomous and
thus more capable of carrying responsibility than a machine-
like robot [30]. Considering these accumulated findings, the
focus of this work is on the perception of autonomy, inde-
pendent of whether the robot is acting autonomously from a
technological point of view.

Since autonomous behavior is related to perceived agency
[22], a social robot providing feedback which is believed to
be generated by itself should lead to an increased sense of
agency of this robot. Agency was further found to be con-
nected to responsibility, such as deserving punishment for
wrongdoing [31]. Therefore, the robot should be held more
responsible for the content of the feedbackwhen it is believed
to have generated it itself compared to when the feedback is
believed to be pre-programmed by someone else. Further-
more, the robot believed to be acting autonomously should
also be perceived as more competent than a robot which just
bluntly and mindlessly passes on what its programming tells
it to.

Thus, the following is hypothesized:
H1 When a social robot is believed to give autonomous

feedback, this leads to a higher perceived (a) agency of the
robot, (b) responsibility of the robot for the content of the
feedback, and (c) competence of the robot, compared towhen
the robot is believed to give pre-programmed feedback.

A social robot’s believed autonomy should increase how
agentic people perceive this robot since the two concepts
are related [22]. Agency in turn contributes to the notion of
the robot as active social agent causing people to develop
strong affective and emotional bonds with robots [1, 32,
33]. Thus, a social robot which is perceived as more agentic
should be evaluated more positively regarding its sociability
and the interaction with this robot should be evaluated more
positively compared to a robot which is perceived as less
agentic.

Consequently, the following mediation hypothesis is pos-
tulated:

H2 When a social robot is believed to give autonomous
feedback, this leads to a higher perceived agencyof this robot,
which in turn leads to a more positive evaluation of (a) the
robot’s sociability and (b) the interactionwith the robot, com-
pared to when the robot is believed to give pre-programmed
feedback.

1.2 Valence of Feedback

In general, when people receive negative feedback, their
intrinsic motivation and their own perceived competence
decreases [34]. When people experience a discrepancy
between their own performance and internally or externally
set standards, they are motivated to reduce this discrepancy,
usually by attaining the standard [35]. However, other coping
strategies are for instance to change the standards, to reject
the feedback which points to the discrepancy, or to escape or
avoid the situation [35, 36]. People also show increased effort
to evaluate others more poorly when criticized to maintain
their own self-esteem [37].

Since people often react to interactive media as if they
were real persons [28], the question arises how people react
to negative feedback by a social robot. Particularly sincemost
interactive devices provide a service to humans, they are
expected to adhere to social norms, i.e., to be polite and
friendly. According to Sayin and Krishna [38], the more
human-like characteristics a device shows, the more it is
expected to behave politely. Several studies with interac-
tive computers showed that people apply politeness [4] and
respond to flattery [5, 6] as if they were interacting with
another person. For instance, a computer which gives polite,
positive feedback, which does not even have to be sincere or
contingent to people’s actual performance, is evaluated sig-
nificantly better compared to a computer providing neutral
feedback [5, 6]. Consequently, negative, unfriendly feed-
back in comparison to positive, friendly feedback should
pose a negative expectancy violation leading to detrimen-
tal communication and relationship outcomes [39]. In this
vein, negative computer-generated feedback was found to
be related to increased task response times [40], stronger
persuasive effects [41], heightened response evaluation pro-
cesses [42], and surprise as well as frustration [43]. Thus, it
is not surprising that when artificial interlocutors give nega-
tive feedback, they are evaluated negatively [7], particularly
when it is rather personal, emotional negative feedback [8].

Another aspect to take into account is reciprocity, which
is considered as a fundamental norm of social interactions
[44]. Research showed that subjects also display reciprocal
behavior with non-human interaction partners like comput-
ers [45], robots [46, 47], and virtual agents [48–50]. Mostly,
reciprocity is examined in the context of self-disclosure [49],
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establishment of rapport [48], or mimicry [50]. However,
reciprocity may also result in retaliation in case of negative
behaviors. For instance, when people were confronted with
an agent displaying risky behavior in a social game, they
switched from cooperative to competitive strategies [51].
Likewise, after interacting with a tough agent in a negoti-
ation setting, participants were subsequently more willing to
use deceiving negotiation tactics such as lying and negative
emotions [52]. In a study by Fogg and Nass [45], there was
also evidence for retaliation effectswhen participantsworked
with a computer that was not very helpful.

Summing up, people tend to evaluate others more poorly
when criticized [37], in particular technology that provides
criticism [7, 8], and also tend to retaliate when treated in a
negative, uncooperative way [45, 51]. Consequently, when a
robot provides negative feedback, the robot’s sociability and
competence as well as the general interaction with it should
be evaluated more negatively than when it provides positive
feedback.

Against this background, the following hypothesis is pos-
tulated:

H3 When a social robot provides negative feedback, this
leads to amore negative evaluation of (a) the robot’s sociabil-
ity and (b) the interaction with the robot, compared to when
the robot provides positive feedback.

In addition to the main effects of the valence of the
robot’s feedback and whether it is believed to be generated
autonomously or pre-programmed, there should also be inter-
action effects of these two factors. Due to people’s deeply
rooted aversion to personal rejection [53], negative feedback
should lead to a negative evaluation of the robot’s sociabil-
ity and the general interaction with it, particularly when this
feedback is believed to be generated autonomously by this
robot, i.e., when the robot is perceived to have chosen those
harsh words itself. However, when there is a clear external
justification for the robot’s unpleasant behavior, such as that
it was previously programmed to respond exactly this way to
its opponent’s answers, people should perceive and evaluate
the robot’s sociability and the interaction with it not as neg-
atively as with the supposedly autonomously acting robot.

Based on these deliberations, the following is hypothe-
sized:

H4 When a social robot’s feedback is negative and
believed to be pre-programmed, this leads to a more positive
evaluation of (a) the robot’s sociability and (b) the interaction
with the robot, compared to when the feedback is negative
and believed to be autonomous.

1.3 Robots’ Expected Future Roles

Looking at expected future roles of social robots, there are
basically two rather contradicting prospects – one is highly
desired, the other one rather met with fears and worries. Both

images are portrayed prominently in media, which causes
people to have double-minded feelings towards robots [9].
Due to the prominence of those two opposing views, this
study aims to analyze the influence of the views separately
by emphasizing one or the other.

The negative, even feared prospect places social robots
in the roles of competitors. People are worried about losing
control over robots. This, going to the extreme, results in
fears of humans being replaced or dominated by robots and
is called “Frankenstein Syndrome” [11, 12, 54]. Mass media,
which arewidely accessible and thus have an extensive reach,
often depict on these ideas of robots developing their own
consciousness and revolting against humans [10]. In a study
by Horstmann and Krämer [13], the results indicate that the
recall of “bad” fictional robot characters leads people to have
greater fears that robots might outrace and become a threat
to humans. Interacting with a social robot which is described
with the aim to become better andmore efficient than humans
and to take away tasks from them, should be evaluated as
undesirable. Consequently, this robot’s sociability as well as
the interaction with it should be evaluated poorly.

The other opposing view portrays social robots as helpful
assistants in domestic, public, as well as work environments
[13]. The prospect of having social robots take over unpleas-
ant or strenuous tasks, which would make life considerably
easier, is evaluated as highly desirable [11, 13, 14]. Inter-
acting with a social robot which is portrayed as striving to
become a valuable help with the aim to make people’s every-
day life more comfortable, should be highly desirable. As a
result, this robot’s sociability as well as the interaction with
it should be evaluated positively.

A previous study examining the influence of emphasizing
either one of those two contrary prospects already showed
that a social robot expected to become a helpful assistant is
evaluated more sociable than a robot expected to compete
with humans for their jobs [15]. Based on these findings
as well as the theoretical deliberations regarding the two
prominent but contradicting views on social robots, it is
hypothesized that portraying the robot in a negative way
(describing it as a competitor working against humans), the
robot’s perceived sociability as well as the interaction with it
are evaluated more negatively compared to when the robot is
framed in a positive light (describing it as an assistant work-
ing for humans):

H5 When a social robot is expected to take over the role
of a competitor, this leads to a more negative evaluation of
(a) the robot’s sociability and (b) the interaction with the
robot, compared to when the robot is expected to become an
assistant.

According to the assumptions of the expectancy viola-
tion theory [39], people may hold higher standards for a
high reward person compared to a low reward person, which
makes it possible for the high reward person to commit amore
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serious expectancy violation. A person’s reward valence rep-
resents how desirable it is to interact with this person [55].
Transferring this to human-robot interaction, a robot believed
to aspire being a beneficial help should have a high reward
valence, while a robot believed to strive to compete with
humans for their jobs should have a low reward valence [56].
Consequently, assuming that the phenomena described by
the expectancy violation theory also occur when interacting
with humanoid robots, negative feedback provided by the
assistant robot should cause a more severe expectancy vio-
lation, which goes in line with detrimental communication
outcomes, than negative feedback provided by the competi-
tor robot [39]. Based on these deliberations, the current work
aims to analyze whether a favorable, desirable framing of a
social robot leads to a more negative evaluation of its socia-
bility and the interactionwith it when it offers harsh, negative
feedback compared to negative feedback coming froma robot
portrayed in an unfavorable way.

Against this background, it is hypothesized:
H6When a social robot is believed to become an assistant,

the robot’s negative feedback leads to a more negative evalu-
ation of (a) the robot’s sociability and (b) the interaction with
the robot, compared to when the robot is believed to become
a competitor.

Additionally, a three-way interaction of the three manip-
ulation variables - valence of the social robot’s feedback,
believed autonomy of the robot, and expected future role of
the robot - is assumed. As outlined before, negative feedback
provided by a high reward assistant robot should lead tomore
negative evaluations of the robot’s sociability as well as the
interaction with it than negative feedback by a low reward
competitor robot. These effects should be enhancedwhen the
feedback is believed to be generated autonomously by the
robot itself and diminished when the feedback is believed to
be pre-programmed leaving the robot no freedom of choice
over how to react.

Consequently, this hypothesis is postulated:
H7When a social robot is expected to become an assistant,

the robot’s negative and believed to be autonomous feedback
leads to amore negative evaluation of (a) the robot’s sociabil-
ity and (b) the interactionwith the robot, compared to positive
feedbackwhich is believed to be pre-programmed and comes
from a robot that is expected to become a competitor.

2 Method

The online study consists of an experimental 2 (positive vs.
negative feedback) × 2 (autonomous vs. programmed feed-
back) × 2 (assistant- vs. competitor-expectation) between-
subjects design. Participants were randomly assigned to one
of the eight conditions. The ethics committee of the divi-
sion of Computer Science and Applied Cognitive Sciences

at the Faculty of Engineering of the University of Duisburg-
Essen approved the study and written informed consent was
obtained.

2.1 Sample

The link leading to the online study was distributed in vari-
ousFacebookgroups and Internet forums and sent to personal
WhatsApp and Instagram contacts. Furthermore, 122 partic-
ipants were recruited using the panel platform Prolific. In
total, 533 people completed the online study, of which the
first 131 data sets had to be excluded due to a programming
error and another 8were dismissed due to severe signs of inat-
tention (e.g., unrealistically fast response times, conspicuous
answer patterns, or failing all three manipulation checks).
Regarding the manipulation checks, 331 participants passed
all of them and 63 failed one or two of them (38 failed to
choose the correct future role, 14 failed the question regard-
ing the autonomy of the feedback, and 22 did not perceive
the feedback the way it was intended). These 63 data sets
were checked carefully regarding further signs of inatten-
tion. Since no further indications were found, we assume that
these participants chose the wrong answer by mistake. Fur-
ther considering the extensive wording of the answer options
and the fact that there was only one item for each manipu-
lation check, we decided to retain the respective data sets in
the sample. Moreover, the main analyses were repeated with
a data set from which the 63 participants who failed one or
more of the manipulation checks were excluded. There were
no substantial differences regarding the direction and power
of the effects, which is why the full data set was used for the
analyses. The comparison of effects as well as the full and
reduced data sets can be viewed in the online supplementary
material.

In the remaining sample of 394 subjects, 245 declared
to be female, 147 to be male and two regarded them-
selves as diverse (see Table 1 for the sample distribution).
The age range was 18 to 68 with an average of 29.66
(SD � 9.85) years. With regard to education, most of
the participants reported to be in possession of university
entrance-level qualifications (33.8%) or a university degree
(57.1%). Most participants declared to be college students
(50.8%) or employed (33.8%). There was no significant dif-
ference regarding participants’ age (p � 0.649), sex (p �
0.583), education (p � 0.732), and employment status (p �
0.159) between the eight conditions.

Looking at participants’ experiences with robots, 112 had
no prior contact, 27 have never seen a report about real robots,
and 22 have never seen a science fiction movie or series with
robots. Among the remaining participants, the contact fre-
quency with real robots was rather low (M � 1.76, SD �
1.06). The reception frequency of reports about real robots
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Table 1 Sample distribution by
experimental condition, sex and
in total

Future role Assistant Competitor Total

Autonomy of feedback Autonomous Programmed Autonomous Programmed

Valence of feedback Neg Pos Neg Pos Neg Pos Neg Pos

Male 21 20 19 19 15 21 19 13 147

Female 34 31 26 30 31 29 30 34 245

Diverse 0 0 1 0 1 0 0 0 2

Total 55 51 46 49 47 50 49 47 394

Fig. 1 Social robot Pepper as
portrayed in the video

(M � 2.56, SD � 1.21) and science fiction with robots (M
� 2.60, SD � 1.29) was noticeably higher.

2.2 Experimental Procedure

First, people read about the aim and context of the study
and their informed consent was obtained. The study started
with some pretest questionnaires concerning participants’
demographic and technological background. Next, a text
describing the experimental manipulations regarding the
robot Pepper’s expected future role and its autonomy in
giving feedback was presented (see Sect. 2.3 for the exper-
imental manipulations; the vignettes are further uploaded
to the online supplementary material). This was followed
by Pepper introducing itself and repeating the experimen-
tal manipulations once again for reinforcement (see Fig. 1;
the full interaction script and the original videos can be
viewed in the online supplementary material). Although pre-
recorded videos were used, participants were led to believe
they would be interacting live with Pepper. This was impor-

tant for the believability of the manipulations, particularly in
case of the robot’s feedback being created autonomously by
the robot. To enhance people’s impression of a live interac-
tion, a loading screen saying “establishing connection” was
shown before the video started. Moreover, the robot asked
how the participant was feeling and responded according to
the chosen answer option (e.g., when participants answered
“rather good”, Pepper answered “I’m happy to hear that! I
am good as well today.”).

After the robot’s introduction, participantswatched a short
video (3 min 25 s) about a scientific topic, more specifically
about the soil. Afterwards, there were manipulation checks
regarding the robot’s believed autonomy and expected future
role (see Sect. 2.4.4 for further details). Then, another video
with Pepper was played to start with the quiz. The quiz con-
sisted of Pepper asking ten questions regarding the content of
the tutorial video, which were purposely chosen to be hard to
answer (difficult, ambiguous, no answer options; e.g., “How
big are sand grains?”). Participants entered their answers via
free text input for which they had a time frame of 15 s. After
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they entered their answer or the timer expired, they were
transferred to the next page. Participants were told that if they
give no answer, it would be rated as wrong answer. After
every two answers, Pepper gave non-specific feedback to
the participants regarding their general current performance.
This feedback was designed to always fit roughly regardless
of what the participant answered (see Sect. 2.3 for exam-
ple feedback and the online supplementary material for the
complete script).

After the quiz, people completed an implicit association
test and questionnaires asking how they evaluate the robot
Pepper’s agency, sociability, and competence as well as the
interaction with it in general (see Sect. 2.4 for the exact mea-
surements). Negative expectancies regarding and previous
contact with robots were also assessed. After the debrief-
ing, all participants were given the opportunity to enter their
email address to win a gift certificate (1×50 e and 10×
15e). 115 students from the university where this study was
conductedwere able to additionally receive course credits for
their study program. The 122 participants whowere recruited
via the panel platform Prolific received £ 3.15 as compensa-
tion. On average, people took about 28 min to participate in
the online study, of which people interacted about 9 min with
Pepper, spent 13 min on the questionnaires and an additional
5 min on the automatic activation of attitudes task.

2.3 Experimental Manipulations

The exact wording of the vignettes as well as the robot’s
interaction script can be viewed in the online supplementary
material.

2.3.1 Expected Future Role

The social robot Pepper was either described as a competi-
tor (Pepper’s skills will be superior to human skills and it
will take over many tasks which are currently executed by
humans, because it will be able to do them in amore efficient,
reliable, and safe way) or as an assistant (Pepper will be very
helpful and assist humans withmany exhausting and onerous
tasks, to make them easier and more pleasant to do).

2.3.2 Autonomy of Feedback

Participants were told that Pepper was trained to be a tutor
and able to access and analyze their answers in order to give
appropriate feedback. This feedback was supposedly either
autonomous or pre-programmed. The autonomous feedback
was described as the robot creating feedback by itself. Here
it was emphasized that the robot decides freely what to say.
In case of the pre-programmed feedback, participants were
told that a human programmer previously specified which

feedback is presented and when. It was further emphasized
that the robot has no choice about what it will say.

2.3.3 Valence of Feedback

During the quiz, Pepper gave consistently either very pos-
itive feedback (e.g., “I am impressed by how well you are
doing. You have paid close attention! That is great.”) or very
negative feedback (e.g., “I am impressed by how bad you are
at this. Have you not paid attention at all? This is unbeliev-
able!”) after every two questions (five times in total).

2.4 Measurements

2.4.1 Participant’s Background

As part of the pre-questionnaires, participants’ age, sex, edu-
cational level, and current employment or training statuswere
assessed. With regard to technological background, partici-
pants’ locus of control when using technology [57] and their
technical affinity [58] were measured. These technological
backgroundvariableswere assessed as potential further influ-
ences, but no significant effects were found. Therefore, they
are not further considered in the analyses.

2.4.2 Evaluation of the Robot Pepper

All adapted and self-constructed items can be viewed in the
online supplementarymaterial. The robot’s perceived agency
was assessed with an adapted version of the Sense of Agency
Scale ([59]; 11 items; e.g., “Pepper is in full control of what
it does.”; 1 � “strongly disagree” to 5 � “strongly agree”;
M � 2.17, SD � 0.75; α � 0.86). To measure responsibility
for feedback, four self-constructed items asked whether the
robot Pepper or the person(s) who programmed the robot
are rather to be held responsible for the feedback the robot
provided during the interaction (e.g., “The robot Pepper is
responsible for the content of the feedback.”; 1 � “strongly
disagree” to 5 � “strongly agree”; M � 1.73, SD � 0.81; α
� 0.80).

In order to assess how people evaluate the robot Pepper’s
sociability after interacting with it online, an adapted ver-
sion of the social attractiveness subscale of the Interpersonal
Attractiveness Scale ([60]; 1 � “strongly disagree” to 5 �
“strongly agree”; 5 items; e.g., “I think the robot Pepper could
be a friend of mine.”; M � 2.42, SD � 0.97; α � 0.79) was
used. Out of a pool of adjectives coming from several per-
son and robot evaluation scales [49, 61–66], frequently used
adjectives were identified. From these adjectives, 15 were
chosen and adapted which are suitable to describe the robot’s
perceived sociability (e.g., “cold – warm”;M � 3.07, SD �
1.03; α � 0.96) on a 5-point semantical differential.
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The robot’s perceived competence was measured using
the equally adapted task attractiveness subscale of the Inter-
personal Attractiveness Scale ([60]; 5 items; e.g., “The robot
Pepper would be a poor problem solver.”; M � 3.18, SD
� 1.03; α � 0.89). Furthermore, 9 adapted items from the
adjective pool mentioned before were used which are fitting
to measure the robot’s perceived competence (e.g., “inca-
pable – capable”; 5-point semantical differential;M � 2.98,
SD � 0.89; α � 0.92). The theoretical constructs sociability
and competence were verified via factor analysis. A princi-
pal component analysis and varimax rotations of the factor
loading matrix were used. All items meet the minimum cri-
teria of having a primary factor loading of 0.4 or above and
no cross-loading of 0.3 or above (further details in the online
supplementary materials).

2.4.3 Evaluation of the Interaction with Robot Pepper

For a general evaluation of the interaction with the robot
Pepper, an adapted version of the Evaluation subscale ([67];
4 items; e.g., “I was enjoying the interaction with the robot
Pepper.”; 1 � “strongly disagree” to 5 � “strongly agree”;
M � 2.80, SD � 1.20; α � 0.91) was used.

2.5 Further Assessments

Manipulationswere checked by asking how the robot’s future
role (rough answers options: assistant, replacement, infor-
mation guide, or no information on future role) and how the
generation of the robot’s feedback (rough answer options:
autonomous, pre-programmed, randomized, or I would have
to guess) were described. After the interaction, it was asked
how the robot’s feedback was perceived (rough answer
options: rather impolite, rather polite, or neutral).

Moreover the following aspects were assessed within the
study but not needed for the analyses of this paper: human-
likeness (self-constructed), psychological safety [68, 69],
helpfulness of feedback [8], positive and negative affect
[70], expectedness [67] and appropriateness of the robot’s
behavior (self-constructed), contact intentions [71], previ-
ous experiences with robots (based on [13]) and negative
expectancies regarding robots [13].

2.5.1 Automatic Activation of Attitudes

A priming procedure was used to automatically activate atti-
tudes in order to measure people’s implicit attitudes towards
robots [72]. Evaluations based on self-report may not always
reflect people’s underlying attitudes [72–74], which is why
this procedure was used as an additional measurement. Dur-
ing this task, which was labeled as memory task for the
participants, twelve different objects were shown for one sec-
ond to the participants which worked as picture primes (cf.

[74]). These objects included three robots (Pepper, Nao, and
Aibo), three objects expected to produce positive evaluations
(dog, butterfly, and guitar), three objects expected to pro-
duce negative evaluations (cockroach, spider, and skull) and
three objects expected to produce neutral evaluations (fork,
letter, and broom). A pool of positive, negative, and neu-
tral picture primes were retrieved from Giner-Sorolla et al.
[74]. They were evaluated in a pilot test (N � 15), based
on which we chose the final three objects for each category.
After each picture, participants were instructed to catego-
rize 20 different adjectives (e.g., “appealing” or “repulsive”;
[72, 74]) either as positive or negative by pressing a des-
ignated key on their computer keyboard (“D” for positive
and “K” for negative). The adjective remained on the screen
until the participant pressed one of the two keys. Participants
were instructed tomemorize the shown object and to respond
quickly to the adjectives, but to avoid making too many mis-
takes. For this priming task, participants’ responses and their
reaction times were recorded and compared between the dif-
ferent picture primes. Previous research has shown that in a
priming paradigm, pictures of objects which are evaluated
as extremely positive speed the evaluation of same-valence
targets, i.e., positively valenced adjectives, when displayed
for a very short time beforehand [74, 75]. The same was
shown to be true for pictures of objectswhich are evaluated as
extremely negative and negatively valenced adjectives. The
aim for this study was to assess whether pictures of robots
likewise may lead to a quickened categorization of positively
or negatively valenced adjectives which would suggest an
automatic activation of either positive or negative attitudes
towards robots.

3 Results

An overview of the descriptive values of themain influencing
and dependent variables are presented in Table 2.

3.1 Autonomous vs. Pre-Programmed Feedback

To test the first hypothesis (H1), which postulates that feed-
back which is believed to be generated autonomously by
the robot leads to an enhanced perception of (a) the robot’s
agency, (b) the robot being responsible for the feedback, and
(c) the robot’s competence compared to pre-programmed
feedback, a multivariate analysis of variance (MANOVA)
was calculated.

Using Pillai’s trace, there was a significant main effect
of the believed autonomy of the social robot’s feedback
on its perceived agency, responsibility for the feedback,
and competence, V � 0.14, F(4389) � 15.48, p < 0.001.
Separate univariate ANOVAs on the different outcome vari-
ables revealed a significant effect of autonomous feedback
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Table 2 Descriptive statistics of
the main dependent variables by
feedback autonomy, feedback
valence, and expected future role

Feedback autonomy Feedback valence Expected future role

Autonomous
(N � 203)

Programmed
(N � 191)

Negative
(N � 197)

Positive
(N � 197)

Competitor
(N � 193)

Assistant
(N � 201)

M SD M SD M SD M SD M SD M SD

Agency 2.43 0.76 1.90 0.63 2.14 0.75 2.20 0.75 2.16 0.72 2.18 0.78

Responsibility 1.97 0.87 1.48 0.67 1.72 0.79 1.74 0.84 1.74 0.82 1.72 0.81

Task attract 3.21 1.03 3.15 1.02 2.82 1.00 3.55 0.92 3.21 1.02 3.15 1.04

Competence 3.07 0.89 2.88 0.88 2.80 0.91 3.16 0.83 3.01 0.82 2.95 0.95

Social attract 2.48 1.00 2.35 0.94 2.30 0.93 2.54 1.00 2.43 0.94 2.40 1.00

Sociability 3.10 0.99 3.05 1.07 2.27 0.73 3.88 0.53 3.06 1.02 3.09 1.04

Evaluation 2.77 1.19 2.82 1.22 2.14 1.01 3.46 1.00 2.78 1.17 2.81 1.24

Fig. 2 Values for sense of
agency, perceived responsibility,
competence, and task
attractiveness for autonomous
and programmed feedback
respectively

on the robot Pepper’s perceived agency, F(1392) � 56.60,
p < 0.001, ηp

2 � 0.13, supporting H1a. There was also a
significant effect on its perceived responsibility for the feed-
back content, F(1392) � 38.79, p < 0.001, ηp

2 � 0.09,
supporting H1b. Furthermore, there was a significant effect
of the robot’s believed feedback autonomy on competence,
F(1392)� 4.46, p� 0.035, ηp2 � 0.01, but not on task attrac-
tiveness, F(1392) � 0.36, p � 0.549, which partly supports
H1c. Summing up, a robot believed to be creating feedback
autonomously by itself led people to evaluate the robot’s
agency, its responsibility for the feedback content, as well
as its competence higher than a robot which only provided
strictly pre-programmed feedback (see Table 2; Fig. 2).

To test H2, which postulates a mediation effect of the
robot’s believed feedback autonomyvia the robot’s perceived
agency on (a) its perceived sociability and (b) the evaluation
of the interaction, three mediation analyses were calculated
(number of bootstrapping samples � 5000; see Fig. 3). The
criterion of the first mediation analysis was social attractive-
ness, for the second it was sociability, and for the third it was
the evaluation of the interaction. There were significant indi-
rect effects of the robot’s believed feedback autonomy via its
perceived agency respectively on social attractiveness, b �

0.25, 95% CI [0.16, 0.36], on sociability, b � 0.09, 95% CI
[0.01, 0.18], and on the interaction evaluation b � 0.22, 95%
CI [0.12, 0.34]. Consequently, H2a and H2b are supported.
Direct effects of the believed feedback autonomy on social
attractiveness, b � −0.11, p � .253, and on sociability, b �
−0.05, p � 0.658, were not significant. However, there was
a significant negative direct effect of the believed feedback
autonomy on the interaction evaluation, b� −0.27, p� .033.

To explore these results further, the mediation analyses
were conducted again but this time the data set was split
by participants who received negative and participants who
received positive feedback. For negative feedback, therewere
significant indirect effects of the believed feedback autonomy
on social attractiveness, b � 0.16, 95% CI [0.06, 0.29], and
on the evaluation of the interaction, b � 0.13, 95% CI [0.03,
0.27]. However, there was no significant indirect effect of the
believed feedback autonomy on sociability, b � 0.06, 95%
CI [0.01, 0.15] and no significant direct effects on all three
criterion variables (social attractiveness: b � 0.07, p � .602;
sociability: b � 0.04, p � .719; interaction evaluation: b �
−0.04, p � .801). Only looking at participants who received
positive feedback, there were significant indirect effects of
the believed feedback autonomy on social attractiveness, b�
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Fig. 3 Mediation models: Believed autonomy of feedback, sense of
agency, and social attractiveness, sociability, or interaction evaluation
respectively

0.37, 9% CI [0.23, 0.54], sociability, b � 0.08, 9% CI [0.01,
0.16], and the interaction evaluation, b � 0.29, 9% CI [0.15,
0.46]. There were significant direct effects as well on social
attractiveness, b� −0.32, p� .026, and the interaction eval-
uation, b � −0.47, p � .002, but not on sociability, b � −
0.07, p � .407. Interestingly, when people received positive
feedback, direct effects of the believed feedback autonomy
on the evaluation of the robot’s social attractiveness and the
interaction with it were negative while indirect effects were
positive. Thus, a robot believed to be giving autonomous
positive feedback directly leads to a more negative eval-
uation of the robot’s social attractiveness and the general
interaction with it. However, positive feedback believed to
be autonomous also leads to a heightened perceived agency
of the robot, which then in turn leads to more positive evalu-
ations of the robot’s sociability, social attractiveness, and the
interaction with it.

3.2 Feedback Valence, Believed Feedback
Autonomy, and the Robot’s Expected Future Role

To test the remaining five hypotheses (H3−H7), which
assume amain or interaction effect of the threemanipulations

(feedback valence, expected future role, and believed feed-
back autonomy) on the evaluation of the robot’s perceived
sociability and the interactionwith it, anotherMANOVAwas
calculated.

The third hypothesis (H3) assumes an effect of the valence
of the robot’s feedback on (a) its perceived sociability and (b)
the evaluation of the interaction with the robot. Using Pillai’s
trace, a significant effect of the feedback valence on the eval-
uation of the robot’s sociability and the interaction with it
was revealed, V � 0.66, F(3, 384) � 248.61, p < .001. Sepa-
rate univariate ANOVAs on the outcome variables revealed a
significant effect on social attractiveness, F(1, 386) � 6.67,
p � .010, ηp

2 � 0.02, sociability, F(1, 386) � 633.75, p
< .001, ηp

2 � 0.62, as well as interaction evaluation, F(1,
386) � 169.32, p < .001, ηp2 � 0.31. Positive feedback led
to a better evaluation of the robot’s social attractiveness and
sociability as well as of the interaction with the robot (see
Table 2; Fig. 4). Thus, H3 is fully supported.

Hypothesis H4 further takes into account a combined
influence of the feedback valence and whether it is believed
to be generated autonomously or pre-programmed on (a) the
robot’s perceived sociability and (b) the interaction evalua-
tion. Using Pillai’s trace, there was no significant effect of
the combined effect of the feedback valence and believed
autonomy on the evaluation of the robot’s sociability and the
interaction with it, V � 0.01, F(3, 384) � 0.62, p � .602.
Based on these results, H4 needs to be fully rejected.

The next hypothesis (H5) looks at the effect of the robot’s
expected future role on (a) its perceived sociability and
(b) the evaluation of the interaction. Using Pillai’s trace,
there was no significant effect on the evaluation of the robot’s
sociability and the interaction with it, V � 0.00, F(3, 384) �
0.29, p � .834. Consequently, there is no support for H5 in
the data.

Next, hypothesis H6 postulates a combined effect of the
feedback valence and the robot’s expected future role on (a)
the robot’s perceived sociability and (b) the interaction eval-
uation. According to Pillai’s trace, again no significant effect
was detected on the evaluation of the robot’s sociability and
the interaction with it, V � 0.01, F(3, 384)� 0.95, p� .419.
According to these results, H6 needs to be rejected as well.

The last hypothesis (H7) considers the combined effect of
all manipulation factors, i.e., the believed autonomy of the
robot’s feedback, the valence of the feedback, and the robot’s
expected future role on (a) the robot’s perceived sociabil-
ity and (b) the interaction evaluation. Using Pillai’s trace,
there was a significant effect on the evaluation of the robot’s
sociability and the interaction with it, V � 0.03, F(3, 384) �
4.20, p � .006. However, separate univariate ANOVAs only
revealed a significant effect of the three-way interaction on
social attractiveness, F(1, 386)� 4.97, p� .026, ηp2 � 0.01,
but not on sociability, F(1, 386) � 1.43, p � .233, and not
on the interaction evaluation, F(1, 386) � 0.12, p � .726.
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Fig. 4 Values for social
attractiveness, sociability, and
interaction evaluation for
positive and negative feedback

A follow-up simple effect analysis for social attractiveness
revealed that when the feedback was programmed and the
robot was framed to become an assistant, there was a sig-
nificant difference between negative and positive feedback,
p < .001 (see Fig. 5): The robot’s social attractiveness was
evaluated higher when the feedback was positive (M � 2.63,
SD � 0.96) compared to when it was negative (M � 1.91,
SD � 0.78). Therefore, H7a is partly supported (with regard
to social attractiveness). H7b is rejected.

3.2.1 Automatic Activation of Attitudes

To receive some further results, a mixed design ANOVAwas
calculated to analyze the results of the implicit measure of
automatic activation of attitudes. Since the automatic activa-
tion of attitudes task could only be completed via computer,
the task was not presented to individuals participating via
smartphone.As a result, 335 data setswere available for these
analyses. Error responses (wrong classification of adjectives;
8.86% of all responses) as well as responses lower than 300
ms (2.45% of all correct responses) or greater than 2.500 ms
(1.36%of all correct responses)were excluded from analyses
following the procedure by Giner-Sorolla et al. [74].

Mauchly’s test indicated that the assumption of sphericity
was violated for the interaction effect of the prime picture
(robot vs. positive vs. negative vs. neutral prime picture)
and the target adjective valence, X2(5) � 27.11, p<
.001. Therefore, degrees of freedom were corrected using
Greenhouse-Geisser estimates of sphericity (ε � 0.94 for
the interaction effect of prime picture and target adjective
valence).

There was a significant interaction effect between the tar-
get adjective valence and the type of prime picture, F(2.83,
922.64) � 3.62, p � .014, ηp2 � 0.01, indicating that partic-
ipants’ response times after different types of prime pictures
differed between positive and negative target adjectives.
Contrasts were performed comparing robot, positive, and

negative prime pictures to neutral prime pictures across neg-
ative and positive target adjectives. These contrasts revealed
a significant interaction when comparing positive to neutral
prime pictures, F(1, 326) � 12.48, p < .001, ηp2 � 0.04. The
interaction graph and estimated marginal means show that
after seeing a positive prime picture, participants responded
faster to positive target adjectives (EMM � 795.63, SE �
7.27) compared to a neutral prime picture (EMM � 812.74,
SE � 8.75). Likewise, a positive prime picture leads to
greater response times for negative target adjectives (EMM
� 818.82, SE � 7.45) compared to the effects of a neutral
prime (EMM � 811.42, SE � 7.57). Contrasts revealed no
significant interaction when comparing negative (F(1326)�
1.71, p � .192) as well as robot (F(1326) � 1.37, p � .243)
prime pictures to neutral prime pictures.

Further, there was no significant interaction effect of
the target adjective valence, the type of prime picture, and
the valence of the robot’s feedback, F(2.83, 922.64) � 0.92,
p � .427. This indicates that there was no significant differ-
ence regarding the robot’s positive or negative feedback in
participants’ response times for the different types of prime
pictures, neither for positive nor for negative target adjec-
tives.

4 Discussion

Since successful interactions with humans are pivotal for the
further development of social robots, frustrations and misun-
derstandings should be avoided. To reach this goal, further
insights are necessary to understand themechanisms that take
place in human-robot interactions. Against this background,
the aim of this study was to explore which circumstances
may affect whether and to what extent responsibility for a
social robot’s actions is attributed to the robot and how this
affects the evaluation of the robot and the interaction with it.
For this purpose, participants were told that they will either
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Fig. 5 Three-way interaction of the believed feedback autonomy, the feedback valence, and the robot’s expected future role (Aut � autonomous,
Pro � programmed, Pos � Positive, Neg � Negative, Ass � Assistant, Com � Competitor)

receive feedback which has been pre-programmed or which
is generated autonomously by the robot itself. In addition to
examining how the presence of an external justification for
the robot’s behavior affects people’s judgements, it was fur-
ther considered whether the valence of the feedback (positive
vs. negative) and the robot’s expected future role (assistant
vs. competitor) have an influence.

4.1 Autonomous vs. Pre-Programmed Feedback

Autonomy is connected to internal locus of causality [21,
22], for which a certain amount of agency, i.e. the capac-
ity to act independently and free of choice, is a prerequisite
[23]. Objectively speaking, robots are neither completely
autonomous, since their actions usually depend on others
such as users or programmers, nor in possession of full
agency, since they lack consciousness, intention, and a free
will [27]. However, interactive devices are often treated as if
they were living beings [28] and thus it is more important to
ask how autonomous a robot is perceived or believed to be
than whether it can actually be defined as autonomous.

Confirming our assumptions, results show that when the
robot is believed to give feedback autonomously, more
agency as well as responsibility for the content of the feed-
back is attributed to it, compared to when the feedback
is believed to be determined by programmers beforehand.
According to the effect sizes, these were the strongest rela-
tionships found in the analyses. Likewise, in case of feedback
that is believed to be generated autonomously, the robot is

evaluated as more competent (however, not with regard to
task attractiveness and also with a rather small effect size).
Since autonomy is perceived to stem from agency[22] and
own intentions [29], this may explain why people ascribe
more agency, responsibility, as well as competence to a robot
which they believe creates feedback autonomously. This is
also in line with previous research showing that the more
autonomous a robot is perceived, the more responsibility is
attributed to it [16, 30]. In accordance with attribution theory,
results indicate that people used the information available to
them to decide who is responsible for the content of the feed-
back [2, 3].

Results further show a full mediation indicating that
feedback believed to be autonomous compared to pre-
programmed increases the robot’s perceived agency which
then enhances how sociable the robot and how positive the
interaction with it is evaluated. However, how the feedback
is generated has no significant direct effect on the evalua-
tion of the robot’s sociability and even a significant negative
direct effect on the evaluation of the interaction. Looking at
the effects for negative and positive feedback respectively,
positive feedback believed to be generated autonomously
directly leads to a more negative evaluation of the robot’s
social attractiveness and the interaction with it, despite the
positive indirect effects. Many participants reported that the
positive feedback did not match their own impression of
their performance which caused them to perceive the feed-
back as unfitting and thus neither credible nor trustworthy.
In previous research, people were found to prefer accurate
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feedback about themselves over positive feedback [76]. They
also seek consistent information particularly when they are
certain about themselves and feedback challenges these self-
perceptions [77]. Since participants may have expected more
accuracy in case of the autonomously generated compared to
the strictly pre-programmed feedback, this may explain why
for positive feedback, feedback believed to be autonomous
led to worsened evaluation outcomes. The sociability evalu-
ation was probably not affected by this since the items here
ask about general characteristics of the robot, for example
whether it is rather rude or kind, impolite or polite, which
was likely directly affected by the robot’s positive or nega-
tive feedback. This is also reflected by the effect sizes which
show substantially greater effects of the feedback valence on
the sociability and interaction evaluation than on the social
attractiveness evaluation. The social attractiveness items ask
whether the participants would like to be friends with Pep-
per, which they probably rather decline in case of perceived
insincerity due to inadequate feedback. Furthermore, the pos-
itive, pre-programmed feedback could have been perceived
to rather come from a person (since it was programmed by
a person) which due to people’s pronounced need to belong
[53]might have been evaluated better thanwhen it is believed
to come directly from the robot.

With negative feedback, there was no direct effect of the
believed autonomy of the feedback on any evaluation mea-
sures. This could be due to the intensity of feelings elicited by
the negative feedback, which may push the influence of any
other justifications, such aswhether the feedback is generated
autonomously or pre-programmed, aside. Previous research
already points to the central influence of behavior in interac-
tions with artificial entities [15, 78].

4.2 Valence of Feedback

When looking at the effects of the feedback valence alone,
negative feedback clearly causes people to evaluate the
robot’s sociability as well as the general interaction with it
more negatively compared to positive feedback. This extends
previous findings that negative feedback by an artificial entity
leads to a detrimental evaluation of the entity [7, 8]. On
the one hand, this may be explained by people’s need to
protect their self-esteem, which was shown to result in a
de-evaluation of others [37]. Furthermore, several studies
deliver evidence for reciprocal, sometimes even retaliating
behavior in human-computer interactions [45–50]. Thus, a
simple explanation might be that people just evaluated the
robot poorly because they were evaluated poorly by the
robot. Furthermore, due to their field of application and their
human-like characteristics, interactive devices are expected
to be polite and friendly [38]. Considering this, negative feed-
back should also violate people’s expectations in a clearly
negative way, which usually results in detrimental commu-

nication and relationship outcomes [39]. In our case, the
negative expectancy violation may have caused people to
evaluate the robot’s sociability and the general interaction
with it poorly.

4.3 Believed Autonomy Interacting with Feedback
Valence

People pervasively tend to overestimate the influence of inter-
nal factors, while underestimating external factors, which is
described as fundamental attribution error [2, 18, 19]. This
study’s predominant focus was to explore whether an exter-
nal justification for the robot’s behavior affects how the robot
is evaluated after giving negative or positive feedback. Since
direct effects of the valence of the feedback on evaluations of
the robot’s sociability as well as the interaction with it were
found which appear not to be affected by the external justi-
fication that the feedback was not created by the robot but
programmed in advance, this suggests the occurrence of a
fundamental attribution error [2]. Results indicate that when
evaluating the robot, it was not taken into account whether
the robot created the feedback itself or whether the feedback
was programmed in advance by someone else.Negative feed-
back led to a poor evaluation regardless of the information
whether the robot was the creator or the transmitter of the
feedback. This points to an underestimation of the situational
constraints under which the robot was acting and an overes-
timation of the robot’s (not existent) intentions behind the
feedback, i.e., the fundamental attribution error [2].

4.4 Robots’ Expected Future Roles

In addition to the valence and the believed autonomy of the
robot’s feedback, this study further examined whether fram-
ing the robot in a positive or negative lightmight influence the
evaluation of the robot’s sociability and the interaction with
it as well. For this purpose, the two most prominent expec-
tations for social robots’ future roles were emphasized, one
pleasant and desired, the other unpleasant and worried about
[9]. Consequently, the robot Pepper was either described as
a helpful assistant or as a threatening competitor [11–13].

Although previous research showed that describing the
robot either as an assistant or a competitor affects people’s
evaluation of the robot’s sociability and the interaction with
it [15], no main or interaction effects of the robot’s expected
future role were found in this study. Looking at the effect
sizes of the feedback valence on sociability and interaction
evaluations, an explanation could be that the effect of the
robot’s behavior was so strong that the previous description
of the robot’s future role was superposed and did not play
a decisive role when evaluating the robot. People experi-
enced the robot’s behavior themselves while the expected
role was only described to them. Moreover, which role the
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robot aspires may be perceived as distant future and thus not
as present as the behavior displayed in that moment [15]. As
Rickenberg and Reeves [78] point out, an agent’s behavior
during an interaction plays a pivotal role for a subsequent
evaluation of the agent.

4.5 Automatic Activation of Attitudes

Implicit measures showed that participants responded faster
to positive and slower to negative target adjectives after see-
ing a positive compared to neutral prime pictures, which
confirms previous results [72, 74]. However, no differences
in the response times for classifying negative and positive tar-
get adjectives were found when comparing negative as well
as robot prime pictures to neutral prime pictures. There was
also no significant interaction effect of the target adjective
valence, the type of prime picture, and the valence of the
robot’s feedback. Thus, whether the robot gives positive or
negative feedback appears not to affect how people implic-
itly evaluate the robot. However, it is interesting that positive
prime pictures led to the intended difference in response
times, while robot prime pictures did not differ significantly
from neutral pictures. An explanation could be that the robots
we showed (Pepper, Nao, and Aibo) are generally evaluated
neutrally since they are clearly identifiable as robots which
people state to prefer over too realistic human-like robots
[11, 13]. Furthermore, the one-time online interaction with
the robot Pepper probably did not change people’s attitude
toward robots in general even if they received harsh, negative
feedback by one of their specimens.

4.6 Limitations and Future Research

In this study, self-reported variables were extended by
implicit measures. However, additional behavioral measure-
ments may bring further insights, for example regarding
verbal and non-verbal expressions, reciprocity, and retal-
iation behaviors. Since the questionnaires were presented
in the same sequence to all participants, order effects may
have occurred. Moreover, some of the obtained effect sizes
were strikingly lowwhichmay indicate a limited explanatory
power.

Another aspect which needs to be mentioned is the fail-
ure of manipulation checks, which may mean that not all
participants remembered the robot’s future role and how its
feedback is generated correctly as well as that the valence
of the feedback was not always perceived as intended. How-
ever, manipulations were reinforced in written form as well
as orally by the robot itself, which gives us the confidence
that all participants received the information, even though
some failed to recall it correctly later. In future studies, the
manipulations may also be reinforced by behavioral means.

Several participants further reported that they perceived
the positive feedback to be incredible and inaccurate since
it did not match how they evaluated their own performance.
This may have affected the evaluation of the robot and the
interaction with it as well. Therefore, in future studies the
perceived credibility and accuracy of the feedback should be
assessed. For this study, specific feedback in accordancewith
the participant’s actual performance would not have allowed
Pepper to showeither consistently positive or negative behav-
ior, which would have counteracted the study’s research aim.
However, we recommend that future studies control for the
feedback to be similarly accurate across conditions. For this
purpose, a different task (e.g., an estimation task) may be
more suitable.

Considering different contexts and environments as well
as long-term effects would further extend our insights. Nev-
ertheless, we would like to emphasize that this study used
well thought out videos of a real social robot with whom
people thought to be interacting with online. This was done
to receive realistic reactions.

5 Conclusion

With the rapid advancement of social robots, multi-facetted
and socially situated interactions with humans in their every-
day environments become increasingly common [1]. For a
successful design of these interactionswhile avoidingmisun-
derstandings, errors, and subsequent frustrations, this study
considers insights of attribution theory [2, 3] to examine
whether the perceived autonomy of a social robot’s actions
causes people to attribute agency and responsibility to the
robot and how this together with the valence of the behavior
and the robot’s expected future role affects how the robot and
the interaction with it are evaluated.

Summing up, when the feedback was believed to be
created autonomously by a social robot,more agency, respon-
sibility, as well as competence were attributed to the robot
compared to when the feedback was believed to be pre-
programmed. Moreover, the more agency a robot is ascribed
to, the better the evaluation of its sociability and the inter-
action with it. However, only the valence of the feedback
affected the evaluation of the robot’s sociability and the inter-
action with it directly. Since a robot giving negative feedback
was also evaluated more negatively than a robot giving pos-
itive feedback when the feedback was programmed by some
programmers beforehand, this points to the occurrence of the
fundamental attribution error [2]. The external justification of
the pre-programmed feedback should have led to an external
attribution of the negative, unpleasant behavior [3]. However,
looking at the evaluation measures, the negative feedback
appears to be attributed internally to the robot. Thus, when
designing social robots, it should be kept in mind that the
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believed autonomy of a robot might affect the attribution of
agency, responsibility, and competence to it, however, the
valence of its behavior alone decides how the robot’s socia-
bility and the interaction with it are evaluated.
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