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ABSTRACT

Introduction: A framework that extracts onco-
logical outcomes from large-scale databases
using artificial intelligence (AI) is not well
established. Thus, we aimed to develop Al
models to extract outcomes in patients with
lung cancer using unstructured text data from
electronic health records of multiple hospitals.
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Methods: We constructed Al models (Bidirec-
tional Encoder Representations from Trans-
formers [BERT], Naive Bayes, and Longformer)
for tumor evaluation using the University of
Miyazaki Hospital (UMH) database. This data
included both structured and unstructured data
from progress notes, radiology reports, and dis-
charge summaries. The BERT model was applied
to the Life Data Initiative (LDI) data set of six
hospitals. Study outcomes included the perfor-
mance of Al models and time to progression of
disease (TTP) for each line of treatment based on
the treatment response extracted by Al models.
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Results: For the UMH data set, the BERT model
exhibited higher precision accuracy compared
to the Naive Bayes or the Longformer models,
respectively (precision [0.42 vs. 0.47 or 0.22],
recall [0.63 vs. 0.46 or 0.33] and F1 scores [0.50
vs. 0.46 or 0.27]). When this BERT model was
applied to LDI data, prediction accuracy
remained quite similar. The Kaplan-Meier plots
of TTP (months) showed similar trends for the
first (median 14.9 [95% confidence interval
11.5, 21.1] and 16.8 [12.6, 21.8]), the second
(7.8 6.7, 10.7] and 7.8 [6.7, 10.7]), and the later
lines of treatment for the predicted data by the
BERT model and the manually curated data.
Conclusion: We developed Al models to extract
treatment responses in patients with lung can-
cer using a large EHR database; however, the
model requires further improvement.

PLAIN LANGUAGE SUMMARY

The use of artificial intelligence (Al) to derive
health outcomes from large electronic health
records is not well established. Thus, we built
three different Al models: Bidirectional Encoder
Representations from Transformers (BERT),
Naive Bayes, and Longformer to serve this pur-
pose. Initially, we developed these models based
on data from the University of Miyazaki
Hospital (UMH) and later improved them using
the Life Data Initiative (LDI) dataset of six
hospitals. The performance of the BERT model
was better than the other two, and it showed
similar results when it was applied to the LDI
data set. The Kaplan-Meier plots of time to
progression of disease for the predicted data by
the BERT model showed similar trends to those
for the manually curated data. In summary, we
developed an Al model to extract health out-
comes using a large electronic health database
in this study; however, the performance of the
Al model could be improved using more train-
ing data.
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Key Summary Points

Why carry out this study?

The structure for extracting oncology
clinical outcomes from large-scale
electronic health records databases using
artificial intelligence (Al) is not well
established.

Thus, adapting AI models for various
countries or regions is required. Our
research planned to develop Al models
(Bidirectional Encoder Representations
from Transformers [BERT], Naive Bayes, and
Longformer) to extract clinical outcomes in
patients with lung cancer by utilizing the
unstructured/structured text data from
Japanese EHR of multiple hospitals.

These models were developed to evaluate
tumors using the University of Miyazaki
Hospital (UMH) database, and this was
then applied to the Life Data Initiative
(LDI) data set of six hospitals.

What was learned from the study?

The BERT model exhibited higher
performance compared to Naive Bayes
and Longformer models, respectively
(precision [0.42 vs. 0.47 or 0.22], recall
[0.63 vs. 0.46 or 0.33], and F1 scores [0.50
vs. 0.46 or 0.27]).

When the BERT model was applied to LDI
data, prediction accuracy remained quite
similar.

The Kaplan-Meier plots of TTP for the
predicted data by the BERT model showed
similar trends to those for the manually
curated data.

Although Al models could extract
treatment responses in patients with lung
cancer using a large EHR database, they
require further improvement by using
more training data.
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INTRODUCTION

Research utilizing real-world data (RWD)
obtained from various sources such as claims
data, electronic health records (EHR), and dis-
ease and product registries are growing signifi-
cantly [1]. Randomized clinical trials (RCTs) are
usually conducted under controlled conditions
and may limit the generalizability to real-world
clinical practice. On the contrary, RWD more
specifically exhibits real clinical practice envi-
ronments such as patient demographics, treat-
ment adherence, and concurrent treatments [2].
Compared to administrative claims databases
that have been used in medical research for
decades, EHR databases provide access to a
wider range of variables recorded during medi-
cal examinations. However, EHR databases pre-
sent inherent challenges such as unstructured
data [3]. Unstructured data includes narrative
data present in clinical notes, surgical records,
discharge summaries, radiology reports, medical
images, and pathology reports stored in EHRs.
Though adequate valuable information can be
extracted from unstructured data, it can often
be difficult to process and analyze them owing
to their association with different contexts,
ambiguities, grammatical and spelling errors,
and the usage of abbreviations [3].

Manual review of unstructured EHR data has
been a conventional method for extracting
clinical outcomes but it is a laborious and cost-
intensive process [3, 4]. With the increasing
number of clinical texts, methods for analyzing
this type of EHR data using natural language
processing (NLP) are emerging rapidly [S, 6].
Several studies have reported using the NLP-
based methods to extract clinical outcomes in
patients with cancer using the EHR database
[7-9]. Conventional methods of NLP can extract
key terms but gaining an understanding of the
context of key terms is equally important to
better assess the outcomes and accuracy of
information; thus, advanced NLP must be
combined with artificial intelligence (Al).
Transformers are one of the most advanced
deep learning-based architectures in Al; and

Generative Pre-trained Transformer 3 (GPT-3),
Bidirectional Encoder Representations from
Transformers (BERT), and Longformer are some
advanced transformer-based models for clinical
utility. BERT was developed and openly sourced
by Google [10-12]. Although studies have
applied Al to extract treatment responses from
EHR texts for patients with cancer [7, 13], the Al
methods have not been rigorously validated for
reproducibility and generalizability to evaluate
treatment responses using oncology imaging
data [14, 15].

Research that aims to assess outcomes from
large-scale EHR databases using Al models has
the potential to generate real-world evidence at
a fast pace. However, a framework that can
extract outcomes using Al models such as dic-
tionaries for pre-training, preparing training
data sets for a correct and false response, struc-
ture and type of Al model, validation of Al
model, and application of data extracted by Al
models in clinical research is not well estab-
lished. The aggregation of unstructured text
data in EHRs from multiple institutions is also a
challenge. In particular, most studies in this
field have used US EHRs. In a systematic review
that examined literature reporting NLP on
clinical notes for chronic disease, only 24 out of
106 studies were outside of the USA [16]. How-
ever, text data of medical records (progress
notes, etc.) vary in terms of language, clinical
practices, the structure of the medical record
system, etc. for different countries. Therefore,
adapting the Al model for various countries/re-
gions is required, and no study has reported
clinical outcomes from the Japanese EHR using
Al models. The current research was planned to
develop Al models (in particular, a transformer
of the BERT model) for extracting clinical out-
comes in patients with lung cancer by utilizing
unstructured text data from the Japanese EHR of
multiple hospitals. We assessed the perfor-
mance of our BERT model and demonstrated its
practical use in estimating the time to progres-
sion (TTP) for each line of treatment of lung
cancer based on the treatment responses
extracted by the BERT model.
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METHODS

Study Design and Population

We conducted two retrospective studies. One
study used the University of Miyazaki Hospital
(UMH) data, and the other used the EHR data-
base of the General Incorporated Association
Life Data Initiative (LDI) which consisted of
data from six hospitals. The LDI has a central-
ized data center for regional medical networks
with an interface to receive data from each
medical facility though different standards
designed for exchange, integration, sharing,
and for retrieving electronic health information
such as medical markup language (MML),
health level 7 (HL7), etc. [17, 18]. LDI was the
first certified organization by the Japanese gov-
ernment under the Japanese Next Generation
Medical Infrastructure law that enables certified
organizations to collect and analyze non-
anonymized medical data [19]. We developed a
BERT model for assessing treatment responses
in adults (at least 18 years old) with lung cancer
who received anticancer drug treatment. No
exclusion criteria such as type/stage of lung
cancer were considered as this study was per-
formed to develop a BERT model that inter-
preted relationships between words related to
treatment responses and we did not aim to
evaluate treatment efficacy. The BERT model
was first developed using the UMH data and
pre-training data, and was then applied to the
LDI data and further improved using the EHR
data at six hospitals (Fig. 1).

Data Sources

UMH: Data of eligible patients were captured
from the EHR of UMH. It included structured
data (patient background information, pre-
scription, and injection information) and
unstructured data (progress notes, radiology
reports, and clinical summaries) between April
2018 and September 2020 (Fig. 1).

LDI: Data of eligible patients were captured
from the LDI EHR of six hospitals with varying
sizes (100-400 beds, n = 1; 400-800 beds, n = 2;
and 800-1200 beds, n = 3) from October 2017

to January 2021. Of the six hospitals, only two
were university hospitals (400-800 beds, n = 1;
800-1200 beds, n =1) which provided desig-
nated advanced oncology care to patients and
were in West Japan. Of the other three desig-
nated cancer hospitals, two (400-800 beds,
n = 1; 800-1200 beds, n = 1) were in East Japan,
and one with 800-1200 beds was in West Japan.
However, only one hospital was not a desig-
nated cancer hospital and only housed 100-400
beds in West Japan. The variables were similar
to those from the UMH data set (Fig. 1). The
data used for this study was extracted from the
LDI EHR system, which was connected to
regional medical facilities and consisted as
electronic medical records and claims data. The
extracted data was analyzed in a secure system
for secondary use by the NTT DATA corporation
following the implementation of the Next
Generation Medical Infrastructure law as certi-
fied by the Japanese government.

Model Development

UMH Study

The training data set was created by abstractors
who manually evaluated treatment responses
from the UMH data. Data were extracted from
discharge summaries, progress notes, radiology
reports, radiological test records, and drug
administration records, and were tabulated
electronically. The abstractors reviewed the
extracted data during the study period, and
recorded treatment responses for individual
documents on each date. If a document was not
related to treatment response, it was marked as
“not evaluable”. These responses were catego-
rized as either objective response (OR),
stable disease (SD), or progressive disease (PD).
The OR was defined as any shrinkage in tumor
size seen in images compared to baseline. The
PD was defined as any tumor progression from
baseline or discontinuation of cancer treatment
due to lack of efficacy or intolerance. The out-
come was considered SD when neither OR nor
PD was observed. The first 15 patients were
evaluated by two physicians and the remaining
patients were evaluated by two pharmacists
who had sufficient knowledge of lung cancer
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Fig. 1 Data sources for model development. A7 artificial intelligence

treatment and the RECIST criteria [20]. Any
discrepancy in tumor evaluation that was
identified by the pharmacist was then addressed
by the physician.

The development of the BERT model con-
sisted of four parts: pre-training, training, vali-
dation, and tuning of the hyperparameters.
Details of model development are provided in
Fig. 2 and Table 1. Pre-training of the model was
performed on the basis of the current guideli-
nes, concerning papers from journals, electronic
medical records of UMH, web crawling, etc.
(Fig. 2 and Table 1). Each record (document)
was sectioned as the BERT model could handle
up to 512 tokens, and each section had a
meaningful relation between sentences. One
document had several topics and was divided
into segments based on different topics. This

helped the Al model to learn the relationships
between words in a meaningful group of sen-
tences. In other words, we prevented the Al
model from learning the wrong relationship
between words. The BERT model was applied to
classify texts into four labels, namely OR, SD,
PD, or not evaluable, and was developed on the
basis of a validation approach that included
section-level and document-level validation by
integrating section-level results. During this
process, cross-validation was performed using
training and test data sets prepared by parti-
tioning data sets into three sets of training and
test data, and the same patient data was not
included in both data sets. Model performance
was assessed and improved by analyzing the
error patterns. Hyperparameters were tuned
during section-level validation. The
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Data preprocessing

Pre-training of data: guidelines, published
papers, UMH, etc.

Partitioning data into training and test datasets

Data segmentation

Section-level training and validation

Tuning hyperparameters of section-level Assessment of results and
BERT model adding training data

Document-level validation by integrating
section-level results

Final BERT model

Performance assessment with other methods

Application of BERT model developed using UMH
data to LDI EHR
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«Fig. 2 Model development. AI artificial intelligence,
BERT Bidirectional Encoder Representations from Trans-
formers, EHR electronic health records, ZDI Life Data
Initiative, UMH University of Miyazaki Hospital

performance of the final BERT model was
assessed by comparing it with the Longfomer
and Naive Bayes model of machine learning.
The Longfomer used long records without sep-
arating them into sections with shorter records
whereas Naive Bayes is a typical machine
learning method and is extremely popular for
document classification in various fields
including medicine [10, 21, 22].

LDI study

The BERT model developed on the basis of the
UMH data was applied to the LDI EHR of mul-
tiple hospitals. This model was improved using
the same methods applied to the UMH data,
and the model performance was assessed. Based
on the treatment responses of each record
obtained from the BERT model, the TTP for
each line of treatment was estimated for each
patient.

Statistical Analysis

The accuracy of Al models was calculated using
accuracy, precision (positive predictive value),
recall (sensitivity), and F1 scores (Fig. S1 in the
supplementary material). Continuous data were
summarized using descriptive statistics of mean,
standard deviation, median, first quartile (Q1),
and third quartile (Q3). For categorical data,
frequencies (n, %) were presented. Missing val-
ues for each variable were summarized but they
were not counted while calculating the sum-
mary statistics.

The TTP for each line of treatment was
defined as the time from the start date of a given
treatment until the date when PD was con-
firmed. For patients who did not have PD, TTP
was censored at the date of the last record of no
tumor progression or continuation of treat-
ment. The TTP was summarized using

descriptive statistics and the 95% confidence
interval based on the Kaplan-Meier method.

Ethics and Approval

The study was approved by the ethics commit-
tee of the UMH (application no. 0-0845), and
the opt-out consent process was granted under
the ethical guidelines for the Medical and
Health Research Involving Human Subjects by
the Ministry of Education, Culture, Sports, Sci-
ence and Technology (MEXT), and the Ministry
of Health, Labor and Welfare (MHLW). The
anonymized data were analyzed. The study was
conducted following the Helsinki Declaration
of 1964 and its later amendments.

The LDI data was collected by the opt-out
consent process that was per the Next Genera-
tion Medical Infrastructure law, and the use of
LDI data for this study was approved by the
review board of LDI (application no.
2021-MIL0011).

RESULTS

Patient Disposition and Demographics

The LDI study included EHRs of 713 patients,
and the UMH study included EHRs of 85
patients. Demographic and clinical characteris-
tics of patients are summarized in Table 2. Most
patients had stage III/IV lung cancer in the
UMH (56/85, 65.9%) and LDI (260/713, 36.4%)
data sets, and more than 60% of patients were
hospitalized at the time of analysis because of
primary cancer. Recurrence of primary cancer
was seen in 1.2% (1/85) and 1.1% (8/713) of
patients in the UMH and LDI studies,
respectively.

Training Data

The training and test data used to build and
validate the BERT model in the UMH study
comprised 1029 documents (Table 3). The LDI
data set included 824 records in progress
reports, radiation reports, and discharge sum-
maries. In the UMH study, the treatment
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Table 1 Step-by-step description of model development

Step

Description

Data preprocessing

Pre-training of data

Partitioning of data into training and test

data sets

Data segmentation

Section-level training and validation

Tuning hyperparameters of section-level
BERT model

UMH text data were processed such as deleted html tags and extra spaces,
and the double-byte characters (of English letters) and numbers were

converted to single byte characters

The BERT model was pre-trained on the Masked Language Model Task and
NExt Sentence Prediction Task via prepared corpus [20]

Data used for pre-training included:

- 138 documents (51,688 sentences) of clinical guidelines, published case

reports, etc.

- Websites of 50 URLs (6501 sentences) such as the National Cancer
Center, Japan

- Progress notes, radiology reports, discharge summary of 84 patients in
electronic medical data of UMH (33,978 sentences)

- Web crawling text (907,833 sentences) of 1156 domain words from 84

patients
- General information such as news articles, blogs, and wikipedia (30 GB)

Data was partitioned into 3 sets of training and test data for cross-validation

A long document was divided into several sections as follows:

- The document was divided when there was a specific symbol (e.g, #, , %),

consecutive new lines, and date at the beginning of a sentence

- Past descriptions (patient history) that were completely consistent with the

past records

The BERT model was trained using the section-level training data, and

classified the sections into treatment responses of CR, SD, PD, or NE

Owing to the high proportion of NE data, down-sampling of NE data was
applied at 3 sampling proportions of 25% 50%, and 75% each. The highest

F1 score was shown by 50% sampling and was selected

Hyperparameters of the BERT model trained at the section level were tuned

with the following conditions:

Learning rate, [2e—5, 5¢—05, 8¢—05]; warm-up proportion, 0.1; maximum

number of the epoch, 20
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Table 1 continued

Step Description

Document-level validation by integrating

section-level results

examined:

Section-level prediction results were integrated into document-level results.

In case there were multiple responses within a document, 3 rules were

(1) The priority order of PD, OR, SD was applied considering the original

definition of treatment response

(2) The F1 scores of sections were totaled for each response and the

response with the highest total score was selected

(3) Selected the response in the section with the highest F1 score

Then (3) was selected because of the highest accuracy

Assessment of results and adding training

Accuracy (precision, recall, F1 score) and error patterns were analyzed.

data Additional training data was created by combining the expressions related

to treatment responses and those with tumors or examinations to

supplement the weak area based on error patterns. Then the step returned

to “Section-level training and validation” until underfitting was found

Final BERT model

The model was fixed when model fitting was saturated

Performance assessment with other methods The accuracy (precision, recall, F1 score) of the final BERT model was

compared with that of the Longformer and Naive Bayes models to

evaluate which model was the best

Application of BERT model developed using The final BERT model using the UMH data was applied to the LDI EHR

UMH data to LDI EHR

data from 6 hospitals. Afterwards, the error patterns of the BERT model

were applied to LDI EHR data and evaluated. Depending on the error

patterns, additional training data was created combining the expressions
similar to the UMH study. The BERT model was redeveloped on the

basis of this training data

UMH University of Miyazaki Hospital, LDI Life Data Initiative, OR objective response, SD stable discase, PD progression
disease, NE not evaluable, BERT Bidirectional Encoder Representations from Transformers

responses of OR, SD, and PD were recorded in
27, 22, and 17 patients, respectively. In the LDI
study, OR, SD, and PD were recorded in 109, 60,
and 79 patients, respectively (Table 3).

Model Performance

In the UMH study, compared to the tumor
evaluation model constructed using Naive
Bayes or the Longformer model, the model
constructed using BERT showed significant
improvement in accuracy for the average of

response, stability, and progression as indicated
by higher precision (0.42 vs. 0.47 or 0.22), recall
(0.63 vs. 0.46 or 0.33), and F1 scores (0.50 vs.
0.46 or 0.27). Similar trends were observed in
the LDI study, i.e., higher precision (0.40 vs.
0.36 or 0.43), recall (0.54 vs. 0.26 or 0.28), and
F1 (0.45 vs. 0.40 or 0.27) score in the BERT
model in comparison with Naive Bayes or the
Longformer model. The accuracy showed the
same relative relationship among the models as
F1 scores (Table 4).
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Table 2 Demographic details

Patient UMH study LDI study
background (N = 85) (N = 713)
Age (years), 67.3 + 104 682 + 102
mean £ SD
Gender
Female 48 (56.5) 231 (32.4)
Male 37 (43.5) 482 (67.6)
Body weight
N 64 352
Mean £ SD 57.7 £ 109 58.7 £ 12.8
Eat/smoke tobacco
Could be present 35 (41.2) 317 (44.5)
Never 41 (48.2) 293 (41.1)
Not mentioned 9 (10.6) 103 (14.4)
Primary disease stage
Stage 1 4 (4.7) 62 (8.7)
Stage 2 3 (3.5) 79 (11.1)
Stage 3 9 (10.6) 93 (13.0)
Stage 4 47 (55.3) 167 (23.4)
Not mentioned 22 (25.9) 312 (43.8)
History of hospitalization due to primary disease
Present 52 (61.2) 433 (60.7)
None 9 (10.6) 166 (23.3)
Not mentioned 24 (28.2) 114 (16.0)
Surgery for underline disease
Present 6(7.1) 31 (43)
None 0 559 (78.4)
Not mentioned 79 (92.9) 0
No linkage data - 123 (17.3)
History of radiation therapy for the original disease
At present 8 (94) 200 (28.1)
None 5(5.9) 513 (71.9)
Not mentioned 72 (84.7) 0

Table 2 continued

Patient UMH study LDI study
background (N = 85) (N = 713)
Recurrence of primary disease
At present 1(1.2) 8 (1.1)
None 84 (98.8) 705 (98.9)
Metastasis of primary discase
At present 26 (30.6) 116 (16.3)
None 59 (69.4) 597 (83.7)
Multiple-primary cancer
At present 4 (4.7) 158 (22.2)
None 81 (95.3) 555 (77.8)

UMH University of Miyazaki Hospital, LDI Life Data
Initiative, SD standard deviation

When the BERT model (developed on the
basis of the UMH data) was applied to LDI data,
prediction accuracy decreased by 0.03 points for
OR, and by 0.28 points for SD as shown by the
F1 values (Table 4). This could be due to the
difference in using the expressions for OR and
SD by UMH and LDI institutes. On the other
hand, the prediction accuracy for disease pro-
gression improved by 0.18 points, which could
be attributed to the frequent use of the expres-
sion for PD, e.g., “enlargement/grow” and “ag-
gravation” at UMH that is used commonly at
LDI institutions. In patients with multiple
tumors, treatment response is estimated indi-
vidually for each tumor, which poses a chal-
lenge for estimating response by Al models.
However, the patients with multiple lesions
were fewer in LDI than in the UMH database,
which might have contributed to the higher
accuracy of Al models for LDI data. Overall,
when the final BERT model was applied to the
LDI data set, no remarkable decrease was found
in precision, recall, and F1 scores. The accuracy
showed similar relative relationships among the
models as F1 scores.
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Table 3 Response to treatment classified by the volume of source data (progress notes, radiology reports, and discharge

summaries)

UMH study LDI study

Documents Patients Documents Patients
OR 153 27 191 109
SD 98 22 81 60
PD 75 17 140 79
Not evaluable 703 31 412 215
Total 1029* 31 824* 322°

OR objective response, SD stable disease, PD progression disease, UMH University of Miyazaki Hospital, LDI Life Data

Initiative

*Represents the sum of all categories of response mentioned in all evaluated documents

# . . . .
Represents the total number of patients evaluated for all categories of response; as one patient could be counted in more

than one category based on extracted data from document, total patients might not equal the sum of all categories of a

response

Time to Progression

The Kaplan-Meier plots of TTP showed similar
trends for the first (median 14.9 months [95%
confidence interval 11.5, 21.1] and 16.8 months
[12.6, 21.8]), the second (7.8 months [6.7, 10.7]
and 7.8 months [6.7, 10.7]), the third
(5.1 months [3.0, not reached] and 5.1 months
[3.0, not reached]), and the fourth ( 2.6 months
[2.4, not reached] and 2.6 months [2.4, not
reached]) lines of treatment for the predicted
data by the BERT model and the manually
curated data (Fig. 3, Fig. S2 in the supplemen-
tary material). Table 5 demonstrates the num-
ber of patients experiencing disease progression,
number of patients who discontinued treat-
ments, and the number of censored patients
who were stratified on the basis of the line of
treatment.

DISCUSSION

In this study, we developed BERT models to
extract treatment responses in real-world clini-
cal practice in patients with lung cancer from a
large EHR database of multiple medical insti-
tutes. The performance of the BERT model was
superior to the Longformer model, and was
similar or slightly better than the Naive Bayes

model. The Kaplan-Meier plots of TTP for the
predicted data by the BERT model showed
similar trends to those for the manually curated
data.

The performance of our BERT model could
be improved with some adaptations. Firstly,
since there was a shortage of training data, there
may be some expressions that the model has
not learned yet. However, this can be improved
by incorporating large training data sets. Sec-
ondly, a document may sometimes include
descriptions of treatment responses for other
diseases or non-pharmacological treatment. We
handled this by segmenting the document into
related sentences in our study as meaningful
sections, but the scope for adding rules for seg-
mentation still exists. Thirdly, text records of
the last visit are often copied for future records
to document any progress from previous visits,
which can lead to prediction errors and can be
improved by eliminating duplicated texts. We
found this trend of text duplications in both
UMH and LDI EHRs of multiple hospitals in
Japan, but these errors have not been reported
for other countries [23].

To set outcomes that bring feasibility and
serve the research objective remains critical for
any research that uses EHR. Achieving effective
outcomes in a real-world setting should differ
from those in clinical trials. Some studies have
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Third line treatment

Sunvival probabilty

Fourth line treatment

Fig. 3 Time to progression using treatment response estimated by the BERT model and curated manually. 77 time to

progression, CI confidence interval

examined the RECIST response using radiology
reports; however, it is important to consider
that RECIST criteria are a standardized tool for
evaluating tumor responses in clinical trial set-
tings. Our study employed simplified treatment
responses (OR, SD, and PD) in real-world set-
tings. A study that used the EHR database of
multiple medical institutions in the USA
reported that as a result of incomplete data and
insufficient clarity of radiology reports for the
strict RECIST criteria, RECIST could not effec-
tively assess PD for non-small cell lung cancer
(NSCLC) [24]. On the other hand, in another
study that utilized EHR of a single medical
institution in the USA, a deep learning model
was successfully developed to estimate the
RECIST response assessments using the text of
clinical radiology reports in patients with
advanced NSCLC treated with programmed
death 1/programmed death ligand 1 (PD-1/PD-
L1) blockade [13]. This difference in the feasi-
bility of RECIST response from EHR could be
due to variations in the information recorded in
the EHR, and how strictly the RECIST criteria
were followed at any given institute. In Japan,
recordings of the RECIST response in clinical

practice are unlikely at medical institutes [20].
Rather, a real-world treatment response evalu-
ated by physicians in clinical practice may be
extracted using EHRs from multiple medical
institutes that could aid in clinical decision-
making. With this objective, we developed an
Al model to extract treatment responses using
large EHR in real-world clinical practice. We
could estimate the TTP based on the treatment
response extracted by our Al model.

Human curation can extract clinical out-
comes from large-scale EHR data and generate
RWE for efficacy and safety of the anticancer
treatment. In a study by Kehl et al,
machine learning (deep learning model) and
human curation reported similar measurements
for disease-free survival, progression-free sur-
vival, and time to improvement/response. This
study used EHR data from a single institution
and suggested that this model could reduce
both the time and expense required to review
medical records and could help accelerate
efforts to generate RWE from patients with
cancer [7]. In our study, the BERT model was
developed on the basis of one hospital’s data
with a relatively smaller set of training data
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Table 5 Summary of events for time to pI‘Ogl‘CSSiOD

Line of Patients with event

Median (days)

Censored

treatment

baseline treatment

Tumor progression from  Discontinuation of

(Q1, Q3)

Total patient

BERT model predicted event

Ist line 62 (9%) 179 (25%)
(N = 713)

2nd line 15 (7%) 71 (34%)
(N = 209)

3rd line 7 (9%) 23 (29%)
(N =78)

4th line NA NA

(N = 26)

Manually curated event

1st line 57 (8%) 177 (25%)
(N = 713)

2nd line 14 (7%) 72 (34%)
(N = 209)

3rd line 8 (10%) 22 (28%)
(N = 78)

4th line NA NA

(N = 26)

241 472 (66%) 454 (140, 981)

(34%)

86 123 (59%) 237 (84, 523)
(41%)

30 48 (62%) 155 (52, NR)
(38%)

9 (35%) 17 (65%) 78 (54, 187)

234 479 (67%) 510 (150, 981)

(33%)

86 123 (59%) 237 (84, 523)
(41%)

30 48 (62%) 155 (48, NR)
(38%)

9 (35%) 17 (65%) 78 (54, 187)

QI 1st quartile, Q3 3rd quartile, NR not reached, NA data was not available for anonymization in the cell with a small

number of patients

applied to the EHR database of multiple hospi-
tals with little loss in the model performance.
This could be attributed largely to pre-training
using the dictionary, guidelines, etc., and the
additional training was based on error patterns.
Recently, Rasmy et al. proposed a “Med-BERT”
model, which is a BERT model adapted with
pre-training data of a large EHR dataset of
28,490,650 patients [25]. This model was built
to benefit disease prediction studies with a small
training data set. Al, including machine learn-
ing, is also used to develop various prediction
models [26-28]. However, continuous
improvement of the existing Al models by uti-
lizing more extensive EHR data is important to
improve the accuracy of outcomes.

A large database originating from multiple
institutions offers the advantage of immediate
availability of information without needing
primary data collection which shortens the
overall timeline of the research. However, con-
structing an extensively large EHR database to
enable Al-based research is a tremendous chal-
lenge. In addition, the secondary use of EHR
data is limited because of the sensitive nature of
personal information in medical records in
many countries [29]. However, in Japan, the
“Act on Anonymized Medical Data that Are
Meant to Contribute to Research and Develop-
ment in the Medical Field” (Next Generation
Medical Infrastructure law) can address this
issue of data accessibility. The LDI database used
in this study consists of medical records from
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multiple hospitals and the hospital pool is
growing rapidly, allowing the application of
this model in a larger and more diverse patient
population of the newly included hospitals
across Japan. This has the potential to provide
timely RWE for decision-making.

This study has some inherent limitations
such as the lack of connection among hospitals
and clinics in Japan, which resulted in the
inability to analyze survival time/death out-
comes using Japanese EHR. In addition, imag-
ing tests and treatments that were conducted
outside the hospital were also not included.
Information about death and death date (con-
firmed date) is available in the city government
database but could not be accessed because of
the personal information protection act. Our
study aimed to develop Al models to extract
outcomes using unstructured text data, and
analyzing larger data sets was a priority over
enrolling a homogenous patient cohort. The
present study included patients with both small
cell lung cancer (SLCLC) and non-small cell
lung cancer (NSCLC) and those with early
(stage I/I) and advanced stages (III/IV) of can-
cer. It is likely that patients with early stage of
diseases have localized disease and are thereby
managed surgically (with/without perioperative
systemic therapy), whereas advanced diseases
require multiple treatment regimens. Thus,
comparing different treatment regimens in the
heterogeneous population of our study is inap-
propriate. In addition, our study aimed to
develop Al models to extract outcomes using
unstructured text data, analyzing larger data
sets was a priority over enrolling a homogenous
population. However, future studies could enrol
a homogeneous population and add another
dimension by comparing different treatment
regimens.

CONCLUSION

In the current study, we developed BERT models
to extract treatment responses in real-world
clinical practice in patients with lung cancer
from a large EHR database of multiple medical
institutes. The performance of the BERT model
was superior compared to the Longformer

model, and similar or slightly better than the
Naive Bayes model. The Kaplan-Meier plots of
TTP for the predicted data by the BERT model
showed similar trends to those for the manually
curated data. However, continuous improve-
ment of the models by using more learning data
is required to improve the accuracy of
outcomes.
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