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Abstract
I emphasize the general character of the central claim made by Terrence Deacon 
about the necessity of complementary description of evolving cognitive systems. 
Next, I clarify and augment one of the claims made in the paper about the tools 
offered by information theory. Finally, I point to the need of further clarification of 
some central notions, which should help to make connections across discourses.
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In his target paper Terry Deacon presents a possible scenario of “How molecules 
became signs”. The title echoes (or rather acknowledges and presents a possible 
answer to) the famous question asked by Howard Hunt Pattee in 1969: “How does a 
molecule become a message?”. The crucial contribution of the paper is that it shows 
compellingly that focus on the structure of a message itself will never tell us what 
it is about or what functions it has within a system. The statement may sound obvi-
ous but the pervasive tendency (in the biological, cognitive, neuro- and language 
sciences) to treat the structure of a message as the source of information “about” 
external events or “about” the system, and then searching for its grounding in such 
entities, warrants such deeper analysis and reflection.

In consequence, Deacon (2021) rightly points out that the information-theo-
retical notions (and measures), which were designed to characterize such internal 
structures for the purpose of message transmission (by Shannon and followers) will 
not account for its meaning. Concepts are needed that are able to give justice to the 
richness of historical processes of signification, of which any “messages” present 
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in living systems are a part. For that, Deacon uses the semiotic framework of CS 
Peirce, with its hierarchical structure of signification, which helps to understand, 
how complex messages may be scaffolded by the workings of iconic and indexi-
cal constraints. The applicability of such framework is illustrated with the basic 
model of an autogen, in which the primary “interpretive competence”, namely dis-
tinguishing self from non-self, is progressively enriched by the ability to distinguish 
favourable environmental conditions (contextual autogen), and finally, leads to the 
template-mediated autogenesis, in which dynamical constraints find their embodi-
ment in a copy-able structure. The latter gives an energetically cheaper, faster, and 
more reliable way of reproducing the self-recreating and self-maintaining dynamics 
than the low-probability process of recreating a constellation of dynamic constraints 
from scratch. This is the basis for the process of adaptation through evolution and 
selection.

As I basically agree with the proposed view and find the illustration convincing, 
in this short commentary I would like to do three things, with a goal of generalizing 
the conclusions and clarifying some points. First, I will emphasize the general char-
acter of the central claim made by Deacon, about the necessity of complementary 
description, and point to its immediate and wide consequences for the explanations 
in the cognitive and language sciences. Second, I would like to clarify and augment 
one of the claims pertaining to the tools offered by the information theory, regard-
ing their usefulness and limitations for the study of cognition. Third, I would like 
to point to the necessity of further clarification of some central notions, which, due 
to their differential history of use in various domains are still, in my view, not suf-
ficiently individuated to provide for connections across discourses.

The Poverty of the Cognitive Sciences Toolbox

Deacon’s exposition makes it clear that the explanations of living and cognitive pro-
cesses and systems  need a complementarity of description. This thesis was posed 
already by von Neumann (1966) and developed by Pattee in the context of both 
biological information (Pattee, 1969, 1972), and the theory of cognition in general. 
Pattee’s discussion and commentaries on the necessity of both formal (syntactic) 
descriptions of symbolic structures and descriptions of the dynamical processes 
constrained by such structures are already a classic in some circles (see e.g., Pat-
tee, 1982, Pattee & Rączaszek-Leonardi, 2012). By demonstrating this necessity, he 
has put in dialogue, instead of in opposition, two of the prevailing frameworks for 
cognitive psychology and cognitive science of the times: the information processing 
paradigm and ecological psychology/dynamical systems paradigm. Deacon (2021) 
powerfully illustrates the claims of von Neumann and Pattee with the model of an 
“autogen”, in which the two descriptions are necessitated by  two kinds of function-
ing of a physical structure, which arise in complementary processes: as a copy-able 
record and as an instruction for reconstruction. Only the first one can perhaps be 
understood in terms of coding, while the latter requires a description of how dynam-
ics of a growing organism are constrained by these information structures.
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Here I wish to underscore that this general principle of complementarity, demon-
strated by Deacon at the level of molecular biology, pertains to all levels of organiza-
tion engaged in the process of adaptive complexification, and thus has profound con-
sequences for other domains of cognitive and language sciences. The consequences 
include the necessity for enriching the theoretical toolbox with concepts that can 
better account for the processes of control of dynamics by replicable constraints, and 
enriching the researchers’ toolbox with the methods and measurements that can bet-
ter capture such processes.

One important implication of the proposed scenario for the emergence of autogen 
is that in the process of transferring a complex set of constraints from substrate to 
substrate, the “message”, never becomes an abstract and immaterial “thing” – or a 
set of abstract symbols, which seem to be a staple substance of mind in a dualistic 
Cartesian picture. On the contrary: the process can be viewed, in some sense, as an 
opposition to what is usually meant by abstraction: it embodies, in a concrete physi-
cal structure, the complex dynamical and relational constraints that maintain an 
organism far from thermodynamic equilibrium. The physicality of the “generalized 
language system” in Pattee’s work or of Deacon’s templates, warrants their causal 
properties in harnessing the laws of physics by binding selected degrees of freedom 
to perform the work of re-creating and maintaining the system, while the harnessed 
dynamics warrants the ever present plasticity and creativity of the process. The sub-
strate effectuating the harnessing may change but it never vanishes into an abstract 
realm. This brings us to the second point, that, being physical, and being engaged 
in physical processes these structures have properties, which are not easily captured 
by the standard information-theoretical tools that were designed to describe internal 
structure of one-dimensional messages for the purpose of their transmission.

Deacon’s (2021) claim that the information-theoretical tools will not suffice to 
give justice to the richness of processes that are pertinent to the organization of liv-
ing and cognitive processes is thus worth emphasizing and elaborating. It reveals the 
poverty of our toolbox as forgers of explanations in cognitive and language sciences. 
Since the significance of messages does not reduce to a simple mapping between 
a ‘sign’ and its ‘referent’ but rather  is based on a hierarchical control infrastruc-
ture, which involves relations that are time-based and topological, methods that deal 
with transformations and internal organization of one-dimensional structures are not 
convenient to capture them. This has been pointed out in the past by the cognitive 
scientists (among others, Dreyfus, 1972, 1992) and ecological psychologists (Tur-
vey & Carello, 1981). However,   the proposed – alternative – frameworks seem to 
chiefly concentrate on (and develop tools for) bringing back the dynamics and its 
organization into the picture, which is necessary but not sufficient. The comprehen-
sive nature of Deacon’s approach lies in   capturing the relation between the struc-
tured messages and these dynamics. Deacon turns to the semiotic framework, which 
allows for complex, under-defined and dynamic objects (that elude simple map-
pings) and a variety of relations, of which some are spatial. It becomes evident that 
the semiotic explanation provides not just another set of labels for known processes, 
amenable to information-theoretical analysis, but is based in a richer ontology: more 
suitable to deal with causal structures, historical and long-range dependencies and 
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topological relations. These are crucial when talking about constraining dynamics, 
but are smothered or ignored by the analyses which pertain to uni-dimensional sym-
bol strings.

The Usefulness and Limits of “Symbolic” Description

Since Deacon’s framework, following Pattee, gives due place for both the structured 
replicable templates and the dynamics of the reconstruction and functioning of an 
organism, it allows for a better understanding just where the information-theoretical 
tools are useful in describing and explaining cognition. Judging from their immense 
popularity, they indeed prove useful for some processes or stages of a cognitive pro-
cess. Thus even though, as Deacon (2021) rightly claims, they do not reveal what 
the message is about, it is possible to read off of the message some properties of the 
dynamical processes in the control of which they are engaged. Deacon admits this 
in his paper in passing, but it is perhaps good to indicate, that substantial work still 
needs to be done to understand which properties of those processes, and at which 
level, can be captured this way. It will be helpful both for revealing the nature of the 
processes (amenability to certain kinds of description) and – most importantly – for 
indicating in a clearer way the limitations of the information-theoretical methods.

Thus, although I agree that “what makes information meaningful is interpreta-
tion”, that is, the form and history of the interpretive process, and not the intrin-
sic properties of vehicles, the properties of the vehicles are correlated with the 
properties of the semantic processes, i.e., are unlikely to be completely arbitrary 
with respect to them. Thus the structure of constraints is informative about the 
processes they constrain, but, of course not in a direct-referential way. As Dea-
con says, the properties of sign vehicle do not ‘determine’ reference (being con-
straints they bias rather than determine the dynamics) but they are informative 
about some abstract properties of those processes.

This pertains to such properties as, for example, the order of the elements in a 
message, which often correlates with the order of events it is designed to control 
(which is clear in the case of vehicles that are time-ordered such as language, 
where one element precedes another and thus constraints exerted by the latter 
may “count on” those exerted by the former). Similarly, the range of variability 
of the message elements and the global complexity (though not necessarily its 
length) might correlate with the complexity of the processes that they evolved to 
constrain; the frequency of the elements of the message and/or relations among 
the elements might be correlated with the frequency of the control processes 
effectuated by these structures (or, in Deacon’s terms, of the particular interpre-
tive processes). Finally, and perhaps most importantly for the contemporary brain 
and cognitive sciences, similarities in message structures (and structures-in-time) 
might inform about the similarities of control and coordinative processes that 
those structures participate in. The sheer physical improbability of encountering 
such structures by chance, makes such similarity informative. Thus the usefulness 
of such measures as mutual information, correlations and lag-correlations among 
various signals generated by the cognitive systems, which in-form differences 
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in the controlled processes, but can also inform the observer about such differ-
ences, especially of she knows the differences in the respective systems’ bound-
ary conditions.

To sum up, the similarity of intrinsic properties of messages can be informa-
tive about the relation between meaning-creating processes. Importantly, the 
information-theoretical tools will never touch upon directly on “what the message 
is about”, because it lacks information on how those structures harness dynamical 
process, how they engage in the flow of energy to make sure that the work per-
formed serves the organism. But they may be informative about relations among 
such meaningful processes – which is (relationally) meaningful.

Towards a Common Language

Finally, a short terminological note, which is motivated by the desire to establish a 
better contact among different discourses. Deacon’s paper (2021) does an excellent 
job explaining in what respect we can talk about representations in cognitive and 
living systems. First, the interplay of dynamic constraints re-presents (over and over 
again) the favorable conditions for self-maintenance. Second, due to transferability 
of relations to a different substrate, “a molecular template literally re-presents the 
topology of the dynamical network of interactions that functions to re-present and 
re-produce itself”. This is an important step in showing that talking about represent-
ing as an abstract mental entity standing for something concrete in the world is way 
too simplistic to be of use in the theory of cognition (see e.g., Freeman & Skarda, 
1990 for the analysis of the damage it usually does). The “interpretive competence” 
of an organism, which consists in its re-presenting its own boundary conditions can-
not be usefully reduced to any simple mapping relation, which is  usually evoked in 
the context of mental representations (Rączaszek-Leonardi, 2016).

However, other terms that Deacon uses in a different way than in the standard 
cognitive or linguistic discourses, were not so explicitly redefined. Although one can 
fully agree that what constraints do is “preserving a trace of past instantiations and 
past work”, calling this “reference” might be misleading. The “trace of past instanti-
ations and past work” is not what most linguists or cognitive scientists would call “a 
reference”. Those traces, as Deacon writes, are “semiotic affordances” (a great term 
by the way), and as affordances, they do not “refer”, but rather enable a favourable 
dynamics  within a given environment. Similarly, the influence that such semiotic 
affordances exert, i.e., their preserving a trace of past instantiations and past work 
in order to re-present and reconstruct the self in various environments is not what a 
common passerby (nor cognitive scientist or linguist) would term “interpretation”. 
Deacon’s use of these terms follows Peirce, but it seems that such use is not preva-
lent enough to provide a stable link through these concepts to the literature in the 
cognitive and language sciences.

The term ‘interpretation’, it seems, can gain much clarity through the work 
by Deacon (1997, 2021), which gives it such a concrete physical-historical read-
ing. In (folk) cognitive science it usually evokes an individualistic process of 
making sense in one’s mind about external events, which – if any – has only a 

593Complementarity of Description and the Promise of Semiotics…



1 3

partial overlap with the above recording and reconstructive processes. The pre-
sent approach allows to construct the relation of aboutness in terms of non-men-
talistic constraining of processes of physical re-creation. It allows to ask in a 
novel and promising way: What parts of those processes can usefully be called 
mental? Are they necessarily individualistic? However, asking: “What form of 
molecular process is necessary and sufficient to interpret some property of a mol-
ecule as providing information about other molecular properties?” or “how a mol-
ecule can become about other molecules” might unnecessarily narrow down the 
meaning of the term “interpretation” and not be conducive to such clarification. 
It is not information about concrete molecular properties but rather complex con-
stellations of constraints on dynamical processes that finds its way into structured 
constraints. Returning to Deacon’s (2021) autogen illustration and taking a point 
of view of the autogen itself: no simple objects in the environment of the autogen 
will constitute the meaning of any messages exchanged between autogens (gener-
ationally or in interactions). Whatever messages are needed for, they are, as Dea-
con remarks, about the complex networks of dynamical constraints, and thus non-
reducible to e.g., simple molecules or properties of molecules. The ‘Object’ of 
the aboutness remains under-defined and we should somehow learn to deal with 
that within the theory of cognition.
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