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Abstract
New structural sheet metal parts are developed in an iterative, time-consuming manner. To improve the reproducibility and 
speed up the iterative drawability assessment, we propose a novel low-dimensional multi-fidelity inspired machine learn-
ing architecture. The approach utilizes the results of low-fidelity and high-fidelity finite element deep drawing simulation 
schemes. It hereby relies not only on parameters, but also on additional features to improve the generalization ability and 
applicability of the drawability assessment compared to classical approaches. Using the machine learning approach on a 
generated data set for a wide range of different cross-die drawing configurations, a classifier is trained to distinguish between 
drawable and non-drawable setups. Furthermore, two regression models, one for drawable and one for non-drawable designs 
are developed that rank designs by drawability. At instantaneous evaluation time, classification scores of high accuracy as 
well as regression scores of high quality for both regressors are achieved. The presented models can substitute low-fidelity 
finite element models due to their low evaluation times while at the same time, their predictive quality is close to high-fidelity 
models. This approach may enable fast and efficient assessments of designs in early development phases at the accuracy of 
a later design phase in the future.

Keywords Machine learning · Meta-modeling · Drawability · Deep drawing · One-step

Introduction

The development of new deep-drawn sheet metal parts is 
a complex engineering task. Low costs, structural durabil-
ity, improved crash properties, aesthetics, and sustainabil-
ity are contrasting requirements. Another constraint in part 
development is ensuring manufacturability, which has to be 
guaranteed from the beginning of the early design phase 
until a part is produced in a press. It needs to be re-assessed 
for design changes, uncertainties in material and sheet metal 
properties, and changes in the drawing configuration. To 
reduce the complexity in development, engineers define the 
shape and drawing configuration for a part iteratively. This 
experience-driven process leads to a compromise in the 
aforementioned requirements and lacks reproducibility. On 
the other hand, existing methods like optimization are often 
impractical for manufacturability assessment. This is due to 
the limitations of the corresponding large-scale simulation 
models, which are computationally expensive [5].

As we focus on the deep drawing production step, we 
investigate drawability rather than full manufacturabil-
ity. There have been ongoing scientific contributions to 
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improve drawability assessment. Baseline formulas to esti-
mate drawability are given in [12]. The method is based on a 
cylindrical cup drawing setup. It rather aims to give feedback 
on whether a part should be deep-drawn or not than to give 
reliable feedback in part development. A simplified two-
dimensional approach of a stamping analysis is presented 
in [14]. We employ the finite element method (FEM). It is a 
widely used numerical technique for simulating the behavior 
of complex systems, such as the deep drawing of sheet met-
als. The method has become an essential tool in this field, as 
it allows engineers and scientists to predict the behavior of a 
system under different loading conditions, material proper-
ties, and addendum geometries. The main advantage of FEM 
is the flexibility and low cost in comparison to real-world 
experiments.

Machine learning (ML) has shown promising results for 
hybrid modeling in engineering environments. Ambrogio 
et al. [1] proposed a kriging meta-model on incremental 
sheet forming to predict sheet thicknesses. A surrogate 
model for textile forming applications was presented in [25]. 
Here, simulation results are evaluated with an image-based 
data representation to investigate the influence of different 
base geometries on the surrogate model extrapolation qual-
ity. Morand et al. [16] presented a surrogate model that pre-
dicts the final geometry and field variables of a deep-drawn 
cup, focusing on selected process and geometry parameters. 
Slimani et al. [20] developed an artificial neural network 
surrogate for the flat rolling process based on a combination 
of the slab method and FEM to predict the rolling force. A 
dimension-reduced neural network based on features is used 
to predict the springback behavior in [11].

In our hybrid approach, we utilize the concept of multi-
fidelity (MF) modeling to create surrogate models. Illustrated 
by Kennedy et al. [13], the goal is to achieve high-fidelity 
(HF) model accuracy at the computational cost of a low-
fidelity (LF) model. Accordingly, a combined MF surrogate 
with decreased evaluation time is set up. Song et al. [22] 
mixed an LF and an HF model using radial basis functions to 
decrease computational cost for surrogate setup. It was tested 
on numerical and engineering problems. For a comprehensive 
overview of MF modeling, readers are referred to [24].

To decrease evaluation times and save expensive simula-
tion runs while preserving the prediction quality of sophis-
ticated simulation models, we propose a novel approach 
named 2S-ML here, an ML-based MF-inspired architecture. 
It incorporates information from both, LF and HF simula-
tion schemes as well as non-simulated information to train 
low-dimensional surrogate models based on a data set. Our 
approach differs from existing MF methods in two ways. 
First, our surrogate models do not depend solely on simu-
lation parameters but also on additional ML features that 
contain complementary drawability information. These fea-
tures improve applicability to a more diverse set of shapes. 

Second, unlike MF scaling functions, space mappings, and 
difference mappings, 2S-ML does not explicitly use mixing 
or tuning factors, as the mixing is performed implicitly dur-
ing the training of the ML surrogate models. Third, as our 
method is intended to work on an established historic data 
set, we focus on surrogate performance, not computational 
efficiency in their setup.

Using the 2S-ML architecture, we build a regression 
surrogate that allows us to continuously assess drawabil-
ity and rank drawable designs in a large, industry-relevant 
design space. Subsequently, the same architecture is used to 
train a classification model that can exclude non-drawable 
designs. In that regard, we introduce an extension to an 
existing drawability measure to be able to distinguish dif-
ferent drawable states of drawable designs, which enables 
continuous ranking of designs. Furthermore, this approach 
assesses drawability without specific knowledge of tooling. 
Therefore, it can map the drawability assessment of a later 
design stage to the early design stage.

The paper is structured in the following manner. In Sect. 
"2S-ML Machine learning architecture ", two FEM simula-
tion schemes involved in the generation of the data set are 
presented. Their material model is introduced in Sect. 3. 
The measure used for drawability assessment is outlined 
in Sect. 4. Section 5 describes the Design of Experiments 
(DOE) used for data set generation. It serves as the basis for 
the development of the regression and classification model 
presented in Sect. 6. Afterward, the results of the ML models 
are presented and discussed in Sect. 7. Finally, conclusions 
are drawn in Sect. 8.

Finite element simulation models

The cross-die geometry used in the simulation schemes is 
similar to the ones presented in [4, 10]. Its shape contains 
convex, concave, and planar faces that yield a variety of 
representative multiaxial stress and strain states.

Low‑fidelity one‑step scheme

The one-step scheme, also known as the inverse approach [7], 
is based on the principle of virtual work, Hencky deforma-
tion, and kinematic-based geometric mapping [6]. It flattens 
the final workpiece to the initial flat blank. One-step simula-
tions allow for a fast calculation of the sheet thicknesses, thin-
ning, and plastic strains of a sheet metal. The inverse approach 
lacks precision, as it does not recreate a deep drawing process 
itself. Important effects such as incremental plasticity and the 
influence of tooling contacts cannot be modeled. Therefore, it 
is considered the LF model here. A simulation configuration 
for an exemplary LF model is shown in Fig. 1.
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One-step simulations are suitable for early design stage 
evaluation since they do not require tooling. We use implicit 
time integration1 to calculate the flattened state of equilib-
rium. The short simulation times are beneficial for practical 
part-to-part comparisons and iterative methods like optimi-
zation. For example, to define the initial blank size as was 
investigated in [18].

High‑fidelity incremental deep drawing scheme

The incremental deep drawing simulations scheme returns 
high precision results by calculating the deep drawing pro-
cess time-dependently, including tooling, contacts, and 

manufacturing boundary conditions. On the downside, the 
simulation scheme is computationally expensive. Tooling 
including drawbead design has to be created and embed-
ded before the simulation can be run. Therefore, it can only 
be implemented at the later design stage. As deep drawing 
simulations represent the most sophisticated results, they are 
the last virtual step before the experimental tryout process. 
The incremental deep drawing scheme is defined here as the 
HF simulation. A sample configuration is shown in Fig. 2.

We use reduced integrated bilinear Belytschko-Tsay 
shell elements and limit the hourglass energy to 5% of 
the internal energy. For the HF scheme, we use explicit 
time integration[1]. This has several reasons. Nonlineari-
ties induced by the contacts or the material model require 
small time steps. This counteracts the advantage of unlim-
ited time step sizes of implicit time integration. Also, the 
explicit scheme here benefits the convergence behavior for 
discontinuous boundary conditions. Deviations from the 
exact solution are accepted, as the overall process time is 

Fig. 1  The one-step simulation 
setup contains the geometry in 
its final state. To take the influ-
ence of drawbeads into account, 
a subset of nodes on the free 
edge of the convex hull of the 
model are selected to apply 
restraining forces. We enforce a 
maximum edge length of 2 mm 
for each element, resulting in 
roughly 5 elements over the 
radius. It provides interpretable 
results like thinning and a pre-
liminary blank shape suggestion

Fig. 2  Four geometries are used 
in the incremental deep draw-
ing simulation. The tooling, 
composed of the die, punch, and 
blankholder, forms the blank 
into its final geometry state. The 
initial maximum edge length 
of blank elements is 4 mm. 
The minimum edge length of 
re-meshed elements is set to 
0.3 mm, which results in about 
15 elements per radius for the 
formed blank. Drawbeads are 
considered analytically. Field 
quantities are evaluated at the 
last time step when the maxi-
mum drawing depth is reached

1 The commercial solver is the shared memory parallel (smp) R13 
LS-DNYA™ solver with single precision for HF and double preci-
sion for LF. Computation times depend on the geometry, but are 
approximately 10 min and 3 min on 10 cores.
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small (considering time scaling). In addition, we employ 
four techniques to reduce computational costs. First, an ini-
tially coarse mesh for the blank is refined adaptively over 
the simulation time based on two heuristics. We re-mesh 
regions where neighboring elements are deformed beyond 
an angle of 25° and when tooling surfaces are approaching 
to cope with contact interaction. Second, we apply time 
scaling to reduce the overall simulation time. Third, the 
tooling is considered rigid. Fourth, we utilize element-
wise mass scaling to limit the minimum time step size to 
Δtmin = 1.0 ⋅ 10

−7s . To obtain a thorough summary of deep 
drawing FEM models, readers are directed to [2].

Hockett‑Sherby hardening model

We use an elasto-plastic material model with Hill48 
[8] as yield criterion, assuming transverse anisotropy 
and plane stress condition in the thin-walled sheet. To 
embed a variety of different hardening properties in our 
upcoming surrogates, we need a tunable and representa-
tive hardening law for deep drawing steels. The isotropic 
hardening is calculated based on the Hockett-Sherby 
saturation law [9]

with �s as saturation and �y as yield stress, N  and p as 
material constants, and � as the plastic strain. Strain rate-
dependent effects are considered negligible. To generate 
only monotonically increasing hardening curves and to rep-
resent different hardening trends, a stress ratio

between the true stress equivalent of the tensile strength Rm , 
converted with the elongation without necking Ag and yield 
stress �y is introduced. By setting �y and i�c , the computation 
of the hardening curve can be conducted.

By adjusting the parameter ranges (see Table 4), we gener-
ate representative material properties. Figure 3 shows a com-
parison of our sampling range to standardized cold rolled (CR) 
forming steels. All flow curves used afterward are drawn from 
the sampling range.

Drawability measure

The HF simulation model itself calculates nodal defor-
mations, but no direct measure for drawability. There-
fore, there is a need to further evaluate the FEM model 
to describe and calculate drawability. A commonly 
used method for this is using the forming limit diagram 

(1)� = �s − (�s − �y)e
−(N�)p

(2)i�c =
Rm ⋅ (1 + Ag)

�y

(FLD). It allows for element-wise subdivision of the 
minor and major true principal strains of a formed sheet 
metal into regions of cracks, wrinkles, and good (draw-
able) points. Sun et al. [23] calculate a weighted sum 
of element-wise vertical distances from crack points 
to the forming limit curve (FLC) and wrinkle points to 
the wrinkling limit curve (WLC). In [15], a strain path-
dependent distance between the FLC and each point in 
the crack region is presented.

We select the function proposed by Sun et al. [23] as an 
outset because of its sophisticated drawability representa-
tion. It is originally defined in a positive semidefinite manner, 
where non-drawable configurations can be distinguished from 
one another. Drawable setups cannot, because their distance 
inherently is 0. Therefore, we extend the drawability measure

with fn−d for non-drawable configurations and fd for draw-
able ones. This allows ranking of different levels of drawable 
designs. As most drawing setups tend to have some minor 
wrinkling, especially near the blankholder region where the 
mesh is relatively coarse, we introduce a setup-specific, user-
adjustable drawability threshold of fdt = 1.395 ⋅ 10

−6 . Setups 
with values below the threshold are considered drawable. 
The calculation of the two domains

(3)fdrawability =

(
fn−d, if fn−d > fdt
fd, otherwise

(4)fn−d =

nc∑

c=1

Ae
c
⋅ de

c−f lc
+ ww ⋅

nw∑

w=1

Ae
w
⋅ de

w−wlc

(5)fd = −wg ⋅

ng∑

g=1

Ae
g
⋅

de
g−f lc

+ ww ⋅ de
g−wlc

1 + ww

Fig. 3  The parameter ranges are chosen so that sampled stress–strain 
curves (within green sampling range) represent typically used form-
ing steels. This is exemplified by the two depicted standardized CR 
steels
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is conducted with Ae as the surface area of an element nor-
malized with the total surface area of the formed blank, de 
as an element’s minimum Euclidean distance to the FLC or 
WLC, respectively, n as the number of elements, and w as 
weights. The indices c , w , and g denote the affiliation with 
the crack, wrinkle, or good (drawable) regions in the FLD. 
We set the weights for wrinkling at ww = 0.1 and for good 
points at wg = 0.2.

We make four modifications to the original function to 
improve robustness and simulation-specific mechanics. 
First, we use the minimum Euclidean distance because 
it more accurately represents the deformation process, 
especially for wrinkles. Second, by element-wise area 
weighting, we mitigate the effect of different element 
sizes in the mesh to minimize overall mesh dependence. 
Third, as we do not delete cracked elements during simu-
lation, each cracked element’s surface area is set to the 
surface area at the time step at which the crack occurred. 
Otherwise, the weighted distances calculation would be 
affected by non-realistically deformed crack elements 
with a high surface area. Fourth, a maximum element-
wise distance for crack elements de

c−f lc,max
= 2.35 is intro-

duced. This limits the effects of heavily distorted or 
failed elements on distance calculation. The cumulative 
distance approach adopted here is preferred over a per-
haps more intuitive maximum distance approach for two 
reasons. First, it mitigates the impact of single heavily 
distorted elements on the drawability measure. Second, 
cumulative distances provide more consistent feedback, 
which benefits surrogate training and optimization tasks 
conducted with them.

The resulting weighted distribution in the drawable 
domain is depicted in Fig. 4.

Design of experiments

To embed a learnable drawability threshold, a data set 
containing drawable and non-drawable parts is needed. 
To avoid imbalanced learning, the ratio between draw-
able and non-drawable setups should not exceed about 
85% instances of one label. We use a Sobol sequence, 
originally published in [21], to on the one hand sample 
material parameters and on the other hand sample the 
remaining parameters separately. Parameters are then 
combined randomly. The parameters and their ranges are 
shown in Table 4. The resulting parameter combinations 
are depicted in Fig. 5.

The mixing of lines to the left of the r axis shows the 
random combinations of material parameters with respect 
to the remaining parameters. Otherwise, the uniformity of 
the Sobol sequence can be seen from evenly intersecting 

parallel lines. Regions of thicker blue lines indicate that 
there are more feasible combinations of geometric param-
eters (e.g. without undercuts). Regions with fewer lines 
are prone to less accurate predictions. As a result of fea-
sible parameter combinations and error-free simulation 
runs, we end up generating a data set of 2541 samples. 
This relatively large design space represents a variety of 
setups, making it harder to obtain high-quality results 
with a limited number of samples.

2S‑ML Machine learning architecture

Noteworthy industrial appearance of complex deep drawn 
parts with multiple development iterations is mostly 
found in car structures. A chassis contains approxi-
mately 200—500 sheet metal parts, of which only a vary-
ing fraction is deep drawn due to cost implications [3]. 
Same-part strategies, symmetric structures, inconsistent 
documentation, and changes in the state-of-the-art of 
the deep drawing process further narrow the number of 
usable sheet metals for ML. In this limited data environ-
ment, deep learning is unlikely to provide the best model 

Fig. 4  The drawable domain is defined within the area bounded by 
the FLC (red), the WLC (blue) and the line of undefined deformation 
state (black). The color represents the influence of the failure mode 
(red for cracks and blue for wrinkles). The predominant red filling is 
caused by the implementation of the wrinkling weight ww . The more 
cracks influence a region, the larger the black dots
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performance. To promote applicability, we use domain 
knowledge to set up the 2S-ML architecture with appli-
cation-dependent feature and label engineering.

We interpret drawability assessment in two ways:

• The ML model distinguishes whether a setup is drawable 
or not using binary classification.

• The ML model assigns a target value representing drawa-
bility using regression to rank drawability of different 
configurations.

We use supervised learning to ensure the best possible 
model performance. An overview of the proposed 2S-ML 
architecture is given in Fig. 6.

In the training phase, the first step involves setting 
parameter ranges. Next, the DOE is employed using the 
Sobol sequence to sample parameter combinations. For 
each parameter set representing a drawing configuration, 
all cross-die-related geometry is created using the geo-
metric parameters.2 The punch geometry here is derived 
by offsetting the die geometry. Analytical drawbead sets 
are used directly in the incremental simulation to apply 
restraining forces to nearby blank nodes. The material 
parameters are used to specify the Hockett-Sherby hard-
ening and the anisotropic elasto-plastic material model. 

Fig. 5  There are 12 independent parameters for cross-die geometry, 
process simulation conditions, and material models. A comprehensive 
overview of their meaning can be obtained from Table 4 and Fig. 15. 
Sheet thickness t is chosen in a range where the FLD is known to 

give reliable results. Geometry parameters are set to produce dissimi-
lar cross-die shapes. Every parameter combination represents a data 
point in the data set (blue lines)

parameter
ranges

Sobol sequence
sampling

parameter

Hockett-Sherby
material model

cross-die
generator

high-fidelity
incr. deep drawing
simulation

low-fidelity
one-step
simulation

feature
generation

feature
set

machine
learning

surrogate
model

die
blank

area-weighted
minimum distances
drawability measure

regression: target value
classification: label

training and
testing input

training and 
testing output

inference phase
training phase

prediction

drawbeads
cross

combinations

late design stage

Fig. 6  The 2S-ML architecture can be used to train both, regression and classification models. The training phase is enclosed by the dashed blue 
line. The solid red line marks the inference phase. Steps enclosed by the dotted green line are only available from the late design stage onwards

2 For more complex shapes, sophisticated tooling geometry is 
derived via method planning and not parametrically. The effects of 
different tooling shapes per part are further neglected.
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An HF simulation is then set up using the die, drawbead, 
and blank geometry, along with the material model and 
process parameters. The drawability measure evaluates the 
incremental simulation to generate a label for classifica-
tion or a target value for regression. Additionally, an LF 
simulation is set up and run using the cross, the material 
model, and process parameters. Here, restraining forces 
are mapped from the drawbeads to the boundary nodes 
of the cross. Features are generated based on the material 
model, the one-step simulation, and the parameter combi-
nations. These features are then used as input for a clas-
sification or regression ML model, while the label or target 
value is used for the supervision of the training.

In the inference phase, the first step involves defin-
ing the parameter set of interest. Next, a representative 
feature set is generated as described above. Finally, the 
label or target value is predicted using the feature set 
on the trained ML model. It should be noted that no 
incremental forming simulation needs to be run during 
the inference phase.

We establish a set of 40 initial features that contain 
baseline simulation parameters and supplementary fea-
tures. An in-depth overview of their calculation is given 
in the Appendix 2. The goal of the features is to capture 
all necessary information for drawability assessment. 

Features associated with the shape of the part are 
inspired by differential geometry. Most material fea-
tures are intended to embed the hardening behavior. The 
simulation-based features are application-dependent and 
should contain relevant drawability information. We do 
not propose features to characterize tooling geometry, as 
it is generated parametrically here.

Using this combination of information, a surrogate 
model captures the representative underlying drawa-
bility problem, which helps to generalize to new con-
figurations. Additionally, the supplementary features 
are independent of the cross-die geometry. They can 
therefore be applied to a variety of shapes. The assign-
ment of all computed features to their source domain is 
shown in Fig. 7.

Computing the feature set for every configuration in the 
whole data set includes five aberrations. These are further 
excluded from the upcoming training and testing process. 
The features of the resulting data set are shown in Fig. 17.

Further investigation of the data set is done by calculat-
ing the Pearson correlation coefficient

(6)rX,Y =
cov(X, Y)

�X�Y

Fig. 7  The features can 
be related to four different 
domains. 16 (40.0%) of them 
belong to the geometry source 
(brown), 9 (22.5%) to material 
(green), 4 (10.0%) to manufac-
turing (orange), and 11 (27.5%) 
to simulation (blue)



 International Journal of Material Forming (2023) 16:56

1 3

56 Page 8 of 17

between two features X and Y  , cov(X, Y) as the covariance 
between the features, and the standard deviation of the fea-
tures �X and �Y . A high correlation of features can lead to 
worse prediction quality. The features hmin , h� , h� , hmax , Kmax , 
and psm1 are neglected due to one or more Pearson correla-
tion coefficients greater than 0.9.

Despite feature deletion, there remains redundant 
information (colinearities) in the feature set, which can 
limit surrogate quality. Still, further deletion would 
reduce relevant information and likewise decrease sur-
rogate quality. To address this issue, principal compo-
nent analysis (PCA) is utilized. While losing the inter-
pretability of a feature’s influence, PCA enhances the 
model’s generalization ability and here guarantees the 
applicability of the proposed approach to non-parametric 
data sets. To find the most optimal compromise between 
small dimensionality and variance loss, we make the 
number of principal components available for hyperpa-
rameter optimization.

For regression, the drawability domains are min–max-
normalized each. The resulting distribution is shown in Fig. 8.

Due to the piecewise definition of the drawability meas-
ure, there exist two separable histograms. The drawable 
setups are quite evenly distributed, while the non-drawable 
setups show an agglomeration near the drawability thresh-
old. The data set is sparsely filled for values greater than 
0.75. The resulting label ratio for classification is within the 
limits of imbalanced learning.

Because there is no prior knowledge of which ML 
algorithm will build the most suitable surrogate for 
drawability assessment, we heuristically select a subset 
of training algorithms (compare Figs. 9 and 12) pub-
lished in [19]. For an in-depth overview of low-dimen-
sional ML algorithms, interested readers are referred to 
[17]. As ensemble methods usually provide gains in pre-
diction quality, we train bagging meta-models that use 

the selected algorithms as base estimators. Also, a stack-
ing and a voting ensemble model are built based on the 
aforementioned meta-models. We tune the hyperparam-
eters of the PCA, the base estimators, the bagging meta-
model, and of the voting and stacking models via cross-
validated grid search optimization. The same ensemble 
approach is applied to both, regressors and classifiers.

To measure surrogate performance, appropriate met-
rics must be defined. For classification, the most costly 
misjudgments are false positive predictions, as this 
means continuing to develop a part that is not drawable. 
Therefore, we use

with the weight factor � = 0.5 , TP for true positive, TN for 
true negative, FP for false positive, and FN for false negative 
predictions as our binary classification metric for training.

is used subsidiarily to measure overall performance. For 
regression, we utilize the coefficient of determination

where n is the number of data points, yi is the true value, ŷi 
is the predicted value, and yi is the observed mean value to 
investigate the overall regression quality. The relative maxi-
mum absolute error

is used to indicate local accuracy.

Results and discussion

For regression and classification, the data is randomly 
divided into 80% training data and 20% test data. Cross-
validation with five iterations eliminates the need for vali-
dation data.

Regression

Independent of the regression training algorithm, we ini-
tially evaluate two different modeling approaches. The 
first approach includes setting up a regressor to predict 
drawability for both, drawable and non-drawable setups. 

(7)F� =
(1 + �2 ⋅ TP)

(1 + �2) ⋅ TP + �2 ⋅ FN + FP

(8)Accuracy =
TP + TN

TP + TN + FP + FN

(9)R2 = 1 −

∑n

i=1
(yi − ŷi)

2

∑n

i=1
(yi − yi)

2

(10)RMAE =

n
max
i=1

(|yi − ŷi|)
n

max
i=1

(|yi|)

Fig. 8  The distribution of the non-drawable (red) and the drawable 
(green) domains is separated by the abscissa. There are 955 (37.7%) 
non-drawable configurations and 1579 (62.3%) drawable ones
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In the second approach, two separate regressors are 
trained, one for the drawable and one for the non-draw-
able domain. Results of the best-performing surrogates 
are listed in Table 1.

It can be noted that the overall high prediction scores 
illustrate the applicability of our method. For regression, 
splitting the data set into drawable and non-drawable 
subsets significantly improves prediction quality. This 

is caused by the piecewise definition of the drawability 
measure. Yet, using two surrogates in parallel raises the 
necessity for a model that decides which regressor should 
be used for prediction. This can be done by the classifier 
introduced in Sect. 7.2.

We further concentrate on the separated approach because 
of its higher prediction quality. A comparison between dif-
ferent models for the regression is shown in Fig. 9.

It can be observed that all models achieve higher R2

-scores for the drawable domain. The authors attribute this 
to the fact that the failure composed of cracks and wrin-
kles is mechanically more complex compared to the good 
points in the drawability measure calculation. The stacking 
regressor shows the best R2-scores of 0.918 for the draw-
able (green) and 0.859 for the non-drawable domain (red). 

Table 1  The prediction quality of the best regression surrogates of 
the combined and separated approaches

Metrics Combined Separated

Drawable Non-drawable

R2 0.815 0.918 0.859
RMAE 60.1% 21.8% 23.6%

Fig. 9  The prediction quality 
of all investigated regressors, 
measured by R2 and RMAE
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It also has the lowest RMAE s of 21.8% and 23.6%. The 
voting regressor’s prediction quality suffers from being 
based on all depicted models, including worse-performing 
models.

In Fig. 10, predicted target values are compared with 
the true ones for the best-performing regressor.

The overall true-predicted comparison is homogene-
ous. There are no severe outliers affecting the prediction 
scores and errors, which can also be deduced from the low 
RMAE s. This allows for a drawability ranking of differ-
ent drawing setups in the whole design space. Drawable 
configurations are overall very accurately predicted. In 
the non-drawable domain, there is a slight trend towards 
predicting worse drawability for nearly drawable designs. 
This agglomeration of slightly too poor drawability esti-
mation near the drawability threshold could be influenced 
by the defined drawability threshold.

Furthermore, there are sources of noise in the features 
and labels. As mass scaling is only applied to shell ele-
ments below a certain size, there is uneven mass induction 
for different cross-die geometries, which influences the 
calculation of the drawability measure. Also, the coarse 
blank mesh in the region of the addendum affects the 
regression. Those elements often are wrinkled elements 
and due to their element size relatively strongly weighted 
in the drawability computation. A finer mesh produces 
distinctive wrinkled geometry. Therefore, more realistic 
element surface areas are combined with more precise 
strain results, which results in more accurate drawability 
values. Also, low-dimensional feature-based approaches 
work on the basis of feature sets that condense the neces-
sary information to describe the problem at hand. Adding 
features that contain supplementary information benefits 
the training process.

Another possibility for improved surrogate performance is 
to increase the number of training instances. To get insights 
into how many data points are needed for what model quality, 
training is conducted for different data set sizes for the stack-
ing regressor. The results are shown in Fig. 11.

It can be noted that the R2-scores rise with additional 
training data. Below 240 training samples, the drawable and 
non-drawable curves alter significantly. A notable conver-
gence in R2-score for the stacking regressors starts at about 
240 training samples. Therefore, a minimum ratio of about 
20 ⋅ d with d as the number of parameters is required for 
reliable surrogate performance. Above 240 training samples, 
there is still a slight trend of increasing R2-scores. Therefore, 
to achieve maximum R2-scores, a higher ratio than 20 ⋅ d is 
necessary for our 12-parameter problem (compare Fig. 5). 
From the convergence trend of the drawable surrogate (green 
line in Fig. 11), we conclude that to achieve even higher R2

-scores, additional features would be necessary. Based on the 
convergence trend, we expect a lasting gap between draw-
able and non-drawable curves, at least for an industrial stock 
of training samples. Besides the more complex non-drawable 
state, more training samples are likely to still decrease the 
gap between R2-scores of the domains.

None of the models presented in Fig. 9 show a notewor-
thy different convergence trend—including the limited data 
environment with less than 240 training samples. Still, it is 
possible that other surrogate techniques or ML algorithms 
(e.g. naive Bayes, cokriging) could achieve higher R2

-scores in the region smaller than 20 ⋅ d . If there is no data 
set or trained model for drawability assessment, a compro-
mise between computational investment to set up a surro-
gate and running the original model has to be considered.

Fig. 10  The joint predictions for the drawable (green stars) and non-
drawable (red circles) domains of the stacking regressor on the test 
data. The dashed black line represents ideal prediction, where true 
and predicted values would coincide

Fig. 11  The R2-scores for the drawable (green) and non-drawable 
(red) domain for the stacking regressor over the number of training 
samples. The drawable domain contains 1581 data points (1264 for 
training). The non-drawable domain 955 (764 for training). The black 
dashed line marks the threshold of around 10% relative error to maxi-
mum R2 for both regressors, which is at 240 training samples each
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When 2S-ML regression surrogates are used to rank mul-
tiple drawing configurations in an optimization scheme, there 
is an increased requirement for short evaluation times. As 
part of 2S-ML, a one-step simulation is run to retrieve the 
full feature set required for prediction (compare Fig. 6). To 
determine whether the loss in prediction quality is justifiable 
by the decrease in evaluation time, we investigate the sur-
rogate model performance by omitting one-step features in 
the training of a new regression surrogate. Furthermore, in 
early-stage part design, sheet metal geometry is often the only 
existing decision basis for the drawability assessment. There-
fore, we challenge our 2S-ML surrogate to be trained solely 
on geometry-based features. The results of the reduced feature 
set investigations are listed in Table 2.

Considering the benchmark values shown in Fig. 10, 
it is apparent that relying only on geometric features has 
a substancial negative impact on the R2-scores. The non-
drawable domain cannot be assessed correctly, while the 
prediction quality in the drawable domain is only mod-
erate. Consequently, the approach solely with geometry 
features is not a feasible way to assess and rank drawa-
bility. On the other hand, neglecting simulation features 
leads to practically no difference in prediction quality, 
but results in a significant reduction in evaluation time 

(instantaneous feedback compared to several seconds to 
minutes). Forgoing one-step simulation in the architec-
ture eliminates the need for a commercial license, as 
there is currently no open-source one-step code avail-
able. Additionally, it reduces the risk of unstable simula-
tion runs and subsequent infeasible predictions. If there 
is a need to generate new samples, this can be done with-
out conducting a one-step simulation. For existing data 
sets, simulation-based features can be used to slightly 
improve prediction quality. We emphasize though that 
one-step results have the potential to improve prediction 
quality for other data sets that are less uniformly filled 
and that contain less similar setups.

Table 2  The best regressor without simulation features and only on 
geometry features both is the stacking regressor. The omitted features 
are affiliated to certain domains (see Fig. 7)

Metrics Only geometry features Without simulation 
features

Drawable Non-drawable Drawable Non-drawable

R2 0.712 0.179 0.916 0.843
RMAE 35.7% 53.1% 21.5% 26.4%

Fig. 12  The prediction quality, 
measured by F

0.5
-score and 

Accuracy , on the test data set of 
the investigated classifiers
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Classification

For classification, the model needs to distinguish between 
drawable and non-drawable configurations. We use the 
same feature set as for regression. Figure 12 shows the 
test scores for each trained model.

Overall, most models perform similarly in the drawa-
bility assessment. The best predictor is the bagging linear 
support vector classification (LSVC) model with an F

0.5
-

score of 0.950 and an Accuracy of 95.7%. Although the 
bagging LSVC model shows the best test scores in the data 
set, the stacking model can also be considered for further 
evaluation. Due to its inherently robust predictions, it might 
perform better on data sets with less similar geometries.

The test scores for the bagging LSVC model are based on 
the predictions displayed in Fig. 13.

The bagging LSVC classifier’s hyperparameters are opti-
mized regarding the F

0.5
-score. A low number of FP values 

is desirable, in addition to good overall prediction scores. It 
can be seen that there are 11 FP (2.2%) predictions, which 
represent exactly half of the false predictions. It can be noted 
that there exist both, drawable and non-drawable predictions, 
proofing balanced learning.

To check how many data points are needed to build a 
sophisticated binary classifier, we train and test the bagging 
LSVC model for different data set sizes. The results are shown 
in Fig. 14.

It is evident that the prediction quality of the bag-
ging LSVC is nearly constant over different data set 
sizes. Adding more samples has no effect on the scores. 
Therefore, the classifier is suited to limited data envi-
ronments. However, less uniform data sets are likely 
to start with lower prediction scores and an increase in 
prediction quality over larger data set sizes. Similarly 
to the regression model, we expect further potential in 
adding features.

As described in Sect. 7.1, there exist scenarios where there is 
a lack of features. To investigate the performance of classifiers in 
this environment, we train equivalent classification models. Table 3 
lists the most accurate geometry-only and LF-free features models.

There is a noticeable decline in the prediction scores 
for the geometry model, considering the reference val-
ues of F

0.5
− score = 0.950 and Accuracy = 95.7% . Key 

information is missing for proper assessment. Still, if 
no other reproducible methods exist, this approach can 
be further investigated to address early-stage drawability 
assessment from the perspective of a worst-case assump-
tion. The prediction quality of the classifier without 
simulation features is slightly lower compared to the 
full model, but still comparable. Neglecting simulation 
features only leads to a small reduction in prediction 
quality. Furthermore, there are no noteworthy differ-
ences regarding convergence behavior.

Fig. 13  The confusion matrix for the binary classification of the bagging 
LSVC model. The test subset contains 507 (20%) data points in total

Fig. 14  The trend of the test scores of F
0.5

-score and Accuracy for the 
trained bagging LSVC over an increasing number of training samples

Table 3  Scores for models trained solely on geometry features (bag-
ging adaptive boosting classifier) and without LF features (bagging 
LSVC classifier). The feature affiliation as the basis for neglection 
can be seen in Fig. 7

Metrics Only geometry Without 
simula-
tion

F
0.5

-score 0.823 0.943
Accuracy 75,5% 94.5%
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Conclusion

In this paper, an ML approach to developing a regression 
and a classification model for drawability assessment 
in the early design stage in deep drawing is presented. 
To generate the data sets for their training, a DOE with 
a Sobol sequence is followed by a one-step and incre-
mental forming simulation. Feature computation is 
performed to obtain a drawability representation. An 
evaluation using an enhanced area-weighted minimum 
distance drawability measure is applied to the HF model 
to obtain supervision for the training.

The purpose of the classifier is to distinguish between 
drawable and non-drawable configurations to detect scrap 
configurations. It is shown that high prediction scores 
of F

0.5
-score of 0.943 and an Accuracy of 94.5% can be 

achieved using LSVC. A major finding is that even for a 
much smaller data set, almost identical prediction quality 
can be achieved for the classifier. Small potential lies in 
adding one-step-based features at the cost of running the 
simulation. Very accurate, late design phase FEM models 
will remain irreplaceable in a limited data environment. 
However, the calculation of many small to medium-
sized simulations during the early design process can be 
significantly reduced. Another benefit of our method is 
that it can be used by component developers who are not 
simulation engineers. Reproducible evaluations by the 
classifier allow decision pathways to be traced for pro-
cess improvements. Saving calculation time and licens-
ing costs is another advantage.

The regressor can be used to rank the drawing setups 
at hand. The goal to accelerate assessment while keeping 
its prediction quality is achieved by the regressor, which 
is split into a regression model for the drawable and one 
for the non-drawable domain for reasons of higher pre-
diction quality. The stacking regressors have R2-scores 
of 0.916 for drawable and 0.843 for non-drawable con-
figurations for a data set size of 2536 samples. If the 
data set size is limited, R2-scores of 0.835 and 0.744 
can be achieved for about 240 samples ( 20 ⋅ d ) each. The 
classification model can be used to decide which model 
to choose for prediction.

The use of classification and regression for drawa-
bility assessment allows saving and speeding up design 
iteration loops, decoupling part design and simulation 
to some extent. We can conclude that our cross-die 
showcase illustrates the applicability of the method to 
sheet metal deep drawing. Moreover, the 2S-ML archi-
tecture is not limited to deep drawing. The application-
dependent features and labels can be adapted to assess 
other manufacturing processes if a hierarchy between 
different sources (e.g. simulation, measurement) of 

information can be defined. Other manufacturing pro-
cess surrogates trained with this architecture, espe-
cially forming applications, can benefit from the pre-
sented features.

To apply the proposed method, a data set of previ-
ously investigated drawing configurations has to exist. 
Given these setups have diverse shapes, cross-die-spe-
cific features zslant , Ψslant , rdie , xdie , and ydie (12.5% of 
proposed features) cannot be utilized. Also, there typi-
cally is more than one feasible tooling configuration per 
part. To account for this influence, we note that fur-
ther features to describe the tooling geometry have to 
be complemented to the feature set to ensure the appli-
cability of our proposed method. As most documented 
configurations are likely to be drawable, there is a risk 
of imbalanced learning. Another aspect of our method 
is the loss of local space-resolved feedback. There is no 
way to determine where, and to what extent drawability 
is given on a part. The surrogate models only allow for a 
global assessment. As no measured data from a press is 
included in the architecture, the prediction can only be 
as accurate as the incremental deep drawing simulation. 
Further influences like tailor-rolled or welded blanks, 
simultaneous multiple-part drawing, edge crack sensitiv-
ity, and springback are not considered in the presented 
workflow. Furthermore, additional criteria for drawabil-
ity such as dimensional accuracy and surface irregulari-
ties have to be taken into account once automotive body 
parts are assessed. The 2S-ML architecture has the flex-
ibility in its feature set and labeling process to consider 
these influences.

Future investigations could focus on overcoming the current 
limitations. Furthermore, we identified the following promis-
ing aspects:

• Investigating the sensitivities of the surrogate models will 
allow insight into which models rely on what features. This 
has the potential to detect further features, estimate the pos-
sible risk of overfitting by reliance on one or a few features, 
and reveal a nonsensical correlation of features to a predic-
tion that will not generalize well to unseen data.

• Assuming there is an adequate number of industry-standard 
geometries available, deep learning approaches are likely 
to further improve the drawability assessment.

• If not directly applicable to optimization, the regression 
surrogate could be the source domain for transfer learning 
to a fine-tuned part-specific model. This approach is likely 
to decrease the number of necessary samples for part-spe-
cific surrogates. It could also be used in an MF scheme.

• Alternative training methods such as semi-supervised 
learning can be applied to decrease the number of compu-
tationally intensive HF simulation runs.
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Appendix 1. Parameters for the design 
of experiments       415 

Appendix 2. Calculation of the features

The feature set contains parameters and supplementary 
features. Here, the calculation of the non-parameter fea-
tures that were not neglected from the training process is 
presented. Table 5 gives an overview of the meaning of 
the features.

Geometry features

zdd = rdie + zslant + rpunch

ri =
fblkh

Ix+Iy

rs =
Ablank

Across

c
2
=

Ablank

lcross
convexhull

c
3
=

Vcross
boundingbox

Ablank

c =
Ablank

Asphere(V
cross
boundingbox

)

rb =
Ablank

Apunch

�total =
ne∑
e=1

Ae
⋅ He

Hmax =
ne

max
e=1

(He)

Table 4  The parameters used in the DOE (compare Fig. 5). The true 
strain equivalent of the elongation without necking Ag is computed as 
follows: �c = log(1 + Ag)

Parameter Range Meaning

t (0.8–2.0) mm sheet thickness
zslant (12.0–20.0) mm height of the cross-die sidewall
Ψslant (6.0–12.0)° angle of the cross-die sidewall
rdie (7.0–10.0) mm die radius of the cross-die
xdie (200.0–270.0) mm x-dimension of the cross-die
ydie (100.0–140.0) mm y-dimension of the cross-die
�s (0.05–0.10) static coefficient of friction
fblkh (130.0–190.0) kN blankholder force
r (1.0–2.2) Lankford coefficient
�y (160.0–350.0) MPa yield strength of the blank
�c (0.18–0.22) true strain equivalent of the 

elongation without necking
i�c (1.9–2.1) stress ratio (s. Section 3)

Fig. 15  Schematic cross-section of the cross-die in the yz-plane. 
Parameter x

die
 is analogous to y

die
 , but in the xz-plane

Table 5  The features are inspired by differential geometry, material 
models, and the forming process itself

Feature Meaning

zdd measure of draw depth
ri inertia ratio to embed blank geometry
rs surface ratio to indicate forming energy
c
2

compactness for two dimensions to one dimension
c
3

compactness for three dimensions to two dimensions
c crinkliness
rb ratio to embed blank geometry
�total total curvature to indicate shape
Hmax maximum mean curvature to capture intricate geometries
harea area below hardening curve to indicate inner energy
htorsion torsion to differ between hardening types
sh strain hardening
r
sp

speed ratio for strain-rate effects
smin minimal thinning to indicate crack risk
psmax maximum plastic strain to indicate crack risk
fl distance measure to cumulate total deformation
rcu ratio to reveal challenging configurations
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are calculated with rdie as the die radius, zslant as the 
slant depth of the cross-die, and the punch radius rpunch . 
It is calculated here based on geometry parameters 
rpunch = rdie − t ⋅ (1 + ts) and a safety gap of ts = 0.05 . The 
blankholder force is fblkh and the geometrical moments of 
inertia about the x and y-axis (compare Fig. 1616) of the 
cross geometry are Ix, Iy . Additionally, A denotes the surface 
area and V  the volume of either the cross, punch, or blank 
geometry. lcross

convexhull
 denotes the arc length of the boundary 

edge of the convex hull of the cross. An exemplary bounding 

box and convex hull edge curve involved in the feature com-
putation is shown in Fig. 16.

Asphere(V
cross
boundingbox

) refers to the surface area of a sphere 
whose volume is equivalent to the volume of the cross’s 
bounding box Vcross

boundingbox
 . ne represents the number of ele-

ments with He and Ae the element-wise mean curvature and 
surface area, respectively. The features K� and K� are the mean 
and standard deviation of a probability density function of all 
element’s Gaussian curvatures. The features spar , shyp , sell , and 
spla are the percentages of the cross’s nodes that meet the 

Fig. 16  The bounding box and 
convex hull edge curve (red) of 
the cross geometry used in the 
calculation of features c

2
 and c

3

Fig. 17  The proposed 40 initial features to train the regression and 
classification models. After removing aberrations, there is a distribu-
tion of feature values that fills the feature space, except for psm1 and 

hmin . The values of these features have no variability and are therefore 
not useful for training surrogates. To be suitable for training with all 
algorithms, all features are min–max normalized
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differential geometry criteria parabolic, hyperbolic, elliptic, 
and planar, respectively.

Material features are

where � is the true stress and � the true strain of the harden-
ing curve.

The manufacturing source contains the feature

with vpunch as the velocity of the punch, if the strain-rate 
influence is considered relevant. fdwb is the drawbead force 
proposed by the one-step simulation scheme.17

Its features are

with te
0
 as the initial and te

f
 as the final sheet thickness. E is 

the Young’s modulus. de
0
 is an elements Euclidean distance 

from its final state f  to its unformed state 0 . Ae
c
 , Ae

w
 , and Ae

g
 

denote a cracked, wrinkled, or good element’s surface area. 
osdrawability is the drawability measure (see Eq. 3) applied to 
the LF simulation. Features psm2 and pst are coefficients of 
a fit with a polynomial of degree nine and stm1 , stt and sth are 
coefficients of fit using a polynomial of degree three.
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