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Abstract
Vision-based human activity classification has remarkable potential for various applications in the sports context (e.g., 
motion analysis for performance enhancement, active sensing for athletes, etc.). Recently, learning-based human activity 
classifications have been widely researched. However, in sports scenes in which more detailed and player-specific classifi-
cations are required, this is a quite challenging task; in many cases, only a limited number of datasets are available, unlike 
daily movements such as walking or climbing stairs. Therefore, this paper proposes a time-weighted motion history image, 
an effective image sequence representation for learning-based human activity classification. Unlike conventional MHI based 
on the assumption that “the newer frame is more important,” our method generates importance-aware representation so that 
the predictor can “see” the frames that contribute to analyzing the specific human activity. Experimental results have shown 
the superiority of our method.

Keywords  Temporal template · Motion history image (MHI) · Human activity classification

1  Introduction

The ability to analyze an athlete’s motion is essential for 
understanding sports scenes. It is crucial to analyze the 
motion of specific individual athletes since their form often 
differs significantly from one athlete to another. Thus per-
sonalized analysis enables us to identify their weaknesses 
and provide feedback to improve their performance. Vari-
ous human activity analysis methods have been proposed [1, 
2]. Specifically, vision-based approach that uses video has 

been preferred because it does not require the athlete to wear 
a sensor for each match and can be installed in real-world 
scenarios [3, 4].

Many recent vision-based human activity classification 
approaches are learning-based [5–7], which require a large 
amount of training data. Unlike the tasks easily collect a 
lot of data that classify daily activity such as walking or 
climbing stairs, data collection for sports activity analysis 
has a severe issue. The sports context often demands a more 
nuanced level of prediction. Examples include predicting 
whether a player is going to kick a ball to the left or right or 
whether they’ll throw a straight or curved ball. Furthermore, 
these predictions often need to be athlete-specific (because 
every athlete has their own unique mannerism.) This issue 
causes a lack of available data due to the difficulty of collect-
ing enough data since it takes a long time and effort from the 
athletes. Thus, methods in which classification models can 
be trained with only a small dataset are required.

There have been many efforts to train network models 
with a small dataset. One well-known data-level approach 
is data augmentation, which lies at the heart of all suc-
cessful applications of deep learning [8, 9]. However, due 
to the high degree of freedom of video sequence data and 
its individual-specific manner of sports scene data, it is 
difficult to cover the variants of data space exhaustively 
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using data augmentation. Another possible way is the 
parameter-level approach, which is known for meta-learn-
ing [10–12]. Generally, it consists of two different models 
(i.e., a teacher model and a student model) for teaching 
one network how to learn which features are important 
in the task. The teacher model learns how to encapsulate 
the parameter space, while the student model learns how 
to recognize and classify the actual items in the dataset. 
That is, it still requires a large dataset for a teacher model. 
However, as far as we know, there is no publicly avail-
able large dataset that contains different motions included 
in the same sports action, e.g., motions with two differ-
ent pitch types (straight, curve) included in the pitching 
action.

Unlike the above approaches, this paper explores the 
potential for a feature extraction approach. Previously, tem-
poral templates [13–16] have attracted great attention due 
to its use in vision-based scene analysis. If we use temporal 
templates as input, we can use learning-based approaches 
with small amount of data because temporal templates are 
not video but image [17]. In particular, motion history image 
(MHI), in which the motion information extracted from con-
tinuous frames are combined into one grayscale image, is 
widely used for human activity analysis [18, 19]. There are 
various features that represent motion, such as optical flow 
[20, 21], for human activity recognition. However, in our 
case, with the small amount of data available, we consider 
that MHI is particularly effective because it can be generated 
stably for all samples without training. Therefore, MHI, a 
simple yet effective method, helps learning-based methods 
to be trained only on a small amount of data.

However, conventional MHI has a limitation that it 
assumes “the newer frame is more important,” which is 
not always true [22]. Figure 1 explains the case in which 
this assumption is not supported. Suppose the tennis player 
in Fig. 1 has the mannerism of keeping an open stance by 
spreading and bracing his feet just before the cross shot, 
while he takes a semi-open stance before the straight shot. 
Also, suppose we want to classify his tennis strokes. In this 
case, the latter half of motion is almost identical, and the 
important part that distinguishes the stroke is the former of 
the motion. Now we can see, even though the beginning of 
the motion is completely different, the appearance of gener-
ated MHI based on the “newer-is-more-important” assump-
tion is almost the same; the information to be contributed to 
classification is missing.

To overcome this limitation of conventional MHI, we 
propose a time-weighted motion history image (TW-MHI) 
that introduces a frame level of importance into MHI. Fig-
ure 1 (top) shows the example of TW-MHI. Compared to 
conventional MHI, the appearance of generated TW-MHI 
is largely different for a straight and cross shot, retaining the 
mannerisms of the tennis player. We also describe a way of 
generating the temporal importance function that reflects a 
change of frame level of importance into TW-MHI. TW-
MHI is effective for the activity classification of specific 
athletes since it focuses on the mannerisms that appear in 
the form. At the same time, it keeps the advantages of MHI 
that enable us to train our method on a small dataset. To 
summarize, our contributions are as follows: (1) We propose 
TW-MHI, a novel feature representation that introduces a 
frame level of importance into MHI. (2) We also propose 
a way of generating a temporal importance function that 

Fig. 1   An example of conven-
tional MHI (top) lacks clues for 
the classification of two differ-
ent shots due to the “newer-is-
important” assumption. The 
player has the mannerism of 
keeping an semi-open stance 
just before the straight shot, 
while he takes a open stance 
before the cross shot. Even 
though the player’s motions 
are different at the beginning 
of the sequences, the gener-
ated conventional MHIs have 
almost no differences. On the 
other side, TW-MHI (bottom) 
can represent the difference 
between a straight and a cross 
shot because it can emphasize 
important frames, such as the 
beginning of shot motion
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defines the frame level of importance for TW-MHI. (3) We 
provide extensive experimentation and show that our method 
outperforms other baseline methods.

2 � Method

This paper proposes TW-MHI, an enhanced MHI with the 
frame level of importance. We first briefly introduce a con-
ventional MHI in Sect. 2.1 and next describe our proposed 
TW-MHI  in Sect. 2.2. Finally, we describe a method of 
designing a temporal importance function that defines the 
frame level of importance for TW-MHI  in Sect. 2.3.

2.1 � Conventional MHI

Conventional MHI [13] combines spatio-temporal motion 
information that exists in several continuous frames into one 
static image template. The pixel intensity of MHI represents 
a function of the motion history at that coordinate, where 
brighter values correspond to a more recent motion. That is, 
the silhouette sequence of input video frames is condensed 
into one grayscale image, where dominant motion informa-
tion is preserved so that we can see the motion flow. Con-
ventional MHI Ĥ

𝜏
 is computed as follows:

Here, (x, y) and t show the position and time, and D(x, y, t) 
represents the object’s presence (or motion) in the current 
frame. The duration � determines the temporal extent of the 
movement and � is the decay parameter. Figure 2 shows an 
example of conventional MHI.

Since MHI compactly represents motion sequences and 
it is less susceptible to image noise (i.e., holes, shadows), 
it helps effective training even though the dataset is small. 
However, it has a limitation that it assumes “the newer frame 
is more important,” which is not always true. In the follow-
ing section, we propose an enhanced MHI to overcome this 
limitation.

(1)

Ĥ
𝜏
(x, y, t) =

{

𝜏 if D(x, y, t) = 1

max(0, Ĥ
𝜏
(x, y, t − 1) − 𝛿) otherwise.

2.2 � Proposed method: time‑weighted motion 
history image (TW‑MHI)

Our goal is to develop a TW-MHI  capable of reflecting 
the frame level of importance to MHI. To this end, TW-
MHI  introduces a weighted parameter as a function that 
determines the importance of each frame. We refer to 
this function as the “temporal importance function.” TW-
MHI  denoted as H is generated as follows:

where (x, y) and t show the position and time. Being the 
same as in the conventional MHI, the duration � determines 
the temporal extent of the movement. M(x, y, t) denotes the 
weighted D(x, y, t) that represents the object’s presence (or 
motion) in the current frame as below:

Here, k(t) represents the temporal importance function.
By designing k(t) as we describe in the following subsec-

tion, TW-MHI can be dedicated to each classification task so 
that it effectively works. Figure 3 shows an example of TW-
MHIs corresponded to two different temporal importance 
functions. Unlike the conventional MHI that linearly pre-
serves most recent motions, TW-MHI represents weighted 
motions as designed.

2.3 � Temporal importance function

This section describes two different ways of designing 
temporal importance functions. First, we show the way of 
heuristically determining the temporal importance function. 
Then, we show the way of the method for auto-generated 
temporal importance function.

2.3.1 � Heuristically determined temporal importance 
function

An advantage of our approach is its easiness to reflect the 
heuristic knowledge of human experts, which is an important 
characteristic in the context of learning with a small data of 
individuals.

(2)H(x, y, t) = max
t=0⋯�

(M(x, y, t))

(3)M(x, y, t) = D(x, y, t) ⋅ k(t).

Fig. 2   An example of conven-
tional MHI generated from 
tennis shot sequence, where 
brighter values correspond to 
a more recent motion (same 
image sequence as the straight 
shot in Fig. 1)
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To take advantage of this property, we introduce a 
gamma distribution as a flexible fitting model to formulate 
temporal importance function k(t) as below:

where Γ(⋅) is the gamma function. � and � are the hyper-
parameters to determine the shape and scale of the distribu-
tion. These parameters can be set to represent the best fit 
of the human expert’s knowledge. The specific parameter 
settings for our task will be described in Sect. 3.1.2.

2.3.2 � Auto‑determined temporal importance function

The knowledge of human experts is not always available. 
Also, the heuristic settings typically take a great deal 
of users’ working time and require considerable input. 
To reduce the human labor required, we also propose a 
method for temporal importance function generation so 
that the function can be automatically determined.

Based on the assumption that “if the classification 
model trained with the MHI that has the specific weighted 
peak frame is more accurate, that frame is more important 
to solve the task,” our temporal importance function gen-
eration flow consists of the following five steps: 

1.	 Generate initial temporal importance functions k(t) for 
every step of d frames based on Eq. 4.

2.	 Generate TW-MHIs corresponding to each k(t).
3.	 Train human activity classification models with each 

generated TW-MHIs.
4.	 Compute the estimation accuracy A(t) for each network 

models.

(4)k(t) = t�−1
e−t∕�

Γ(�)��
,

5.	 Generate a temporal importance function from a graph 
plotting A(t). The values between steps are interpolated 
by a linear function.

In this paper, we used VGG16 as the human activity clas-
sification models in step 3 and 4, and used a fivefold cross-
validation scheme to train and test VGG16. We show detailed 
description of classification in Network and training part in 
Sect. 3.1.2. Figure 4 illustrates this flow. The TW-MHI  gen-
erated by this auto-generated process is shown on the right in 
Fig. 4. TW-MHI requires multiple times of A(t) computations 
while conventional MHI requires training once. However, note 
that it is only during the initial step where A(t) computation is 
required, and the computational cost of the TW-MHI for the 
prediction step is the same as that of the conventional MHI. 
Furthermore, the prediction accuracy is greatly improved com-
pared to MHI.

3 � Experiments and results

We conducted experiments to verify the effectiveness of the 
proposed TW-MHI. In the experiment, we solve prediction of 
the shot direction in tennis as a classification task of straight or 
cross stroke, given a video up to the moment the racket hit the 
ball as input. We first describe the dataset used in the experi-
ment and then the implementation details and results.

3.1 � Experimental settings

3.1.1 � Dataset

As far as we know, datasets that include specific move-
ments of specific athletes are not publicly available. There-
fore, we prepared the original tennis and baseball dataset 

Fig. 3   Generated TW-MHIs 
based on various temporal 
importance functions. (same 
image sequence as the straight 
shot in Fig. 1.)
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for the activity classification task with two classes: straight 
or cross shot in tennis and straight or curve pitches in base-
ball. In the tennis dataset, four amateur players hit the ball 
with their forehands assuming stroke play in tennis. In the 
baseball dataset, one amateur player pitched the ball. All 
players in the tennis dataset are males aged around 20 with 
more than 5 years of experience. This is a retrospective study 
that used image sequences of amateur tennis players as part 
of their practice. Thus, obtaining prior ethics approval was 
not possible. However, all of the participants agreed that all 
of their data can be used in this research. Also, the task is 
their usual practice, and this experiment does not cause any 
changes in their behavior, this study is clearly conforming to 
the principles of the Declaration of Helsinki. In addition, we 
declare that this study is in line with the ethical guidelines 
of the Host Institution. A camera fixed in front of the player 
was used to capture the video. The spatial resolution and 
the frame rate of the camera were 1920 × 1080 pixels and 
120 fps, respectively. We captured 569 (310 straight, 259 
cross) video sequences in the tennis dataset, and 150 (75 
straight, 75 curve) video sequences in the baseball dataset. 
Each video was spatially cropped to 800 × 800 pixels so that 
it included the whole body parts of the player. Further, we 
temporally trimmed each video from the impact and release 
timing (i.e., the timing of the racket hitting the ball in tennis 
and releasing the ball in baseball) to the 40 frames before 
the impact. We make this dataset publicly available. https://​
github.​com/​hide1​095/​TWMHI_​datas​et.

3.1.2 � Implementation details

Heuristically determined TW-MHI. We conducted prelimi-
nary experiment to determine parameters for the temporal 
importance function model that we described in Eq. 4.

We asked three human participants to perform an activity 
classification task. The participants were given 20 videos 
of tennis strokes and were asked to predict whether each 
stroke was a straight shot or a cross shot. 20 sample videos 
consists of ten straight shots and ten cross shots. At the same 
time, the participants were asked to answer the time frames 
for each video that they thought important to distinguish 
each motion. Figure 5 shows the results of the histogram of 
the frames that the participants focused on, while Table 1 
shows the results of estimation accuracy, i.e., the rate of 
correctly answered by participants. Figure 5 describes the 
timing that determines the peak of the temporal importance 
function. Note that the prediction accuracy of participant 
2 was clearly inferior to that of other participants, so we 
produced the histogram without participant 2. As shown in 

Fig. 4   The flow to determine 
the temporal importance 
function and generate TW-
MHI  without any heuristic 
settings. (same image sequence 
as the straight shot in Fig. 1.)

Fig. 5   Histogram of the frames that the participant 1 and 3 focused 
on. Horizontal axis origin, i.e., 0 is the impact timing of the ten-
nis shot. The minus values represent the former frames prior to the 
impact

https://github.com/hide1095/TWMHI_dataset
https://github.com/hide1095/TWMHI_dataset
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Fig. 5, it is clear that the moment of impact is not the tim-
ing that participants focused on when classifying. This is 
consistent with the concept of TW-MHI. The timing that the 
participants paid the most attention to when classifying was 
seven frames (0.06 s) before the impact of the tennis shot. 
Based on this result, we set the parameters for Eq. 4 with 
� = 12 and � = 3 so that our temporal importance function 
has its peak 0.06 s before the impact.

In the baseball dataset, the player has a mannerism of 
the upper body falling forward early when pitching straight. 
Therefore, we set the parameter for Eq. 4 with � = 8 and 
� = 3 so that the peak of the temporal importance function 
came at the moment when the upper body started to tilt.

Auto-generated TW-MHI. For the network trained on 
TW-MHI  with automatically determined temporal impor-
tance function, we computed temporal importance function 
following 2.3.

We applied d = 3 frames as intervals by fixing � = 3 and 
varying � from 3 to 13 in Eq. 4. To model the temporal 
importance function, initial estimation accuracy, i.e., A(t), 
was used. Therefore, the data used for temporal importance 
function was the same as VGG16 model that computes A(t). 
Refer to Section 3.1.1 for the details of the training dataset.

Network and training.  To implement our human activity 
classification method, we used VGG16 [23] as base network 
architecture. The network is trained on TW-MHI  extracted 
from given video frames. For network training, the Adam 
[24] optimizer was employed at a learning rate of 1e − 4 . All 
of the training stop at 100 epoch. VGG16 is pre-trained on 
ImageNet [25]. Following the existing work that succeeded 
in network model training with human behaviour estima-
tion with a small human dataset [26, 27], we used cross-
validation with 80–20 train-test data split for both proposed 
and baseline methods. These splits share the same random 
seed in all training and testing. We experimented with all 
the combinations of train and test data in cross-validation, in 
this case five combinations which is a fold number. We uti-
lized the mean of five times estimation accuracy as the final 
accuracy. Also, assuming a real-world scenario to analyze a 
specific single player, we use a data sequence with the same 

players for both training and testing. We then compute the 
mean of estimation accuracy with all individual players for 
quantitative comparison.

3.1.3 � Baseline methods

For quantitative experiment, we compare our methods 
against the following baselines:

•	 VGG16+MHI: A method that uses the same base net-
work with our method, i.e., VGG16 [23], trained on 
conventional MHI [13] to investigate the effect of our 
TW-MHI.

•	 Ullah et al. [28]: A method uses long short-term memory 
(LSTM) trained on extracted feature by VGG16 from 
RGB images for a comparison against one of the state-of-
the-art networks for human activity recognition. VGG16 
is pre-trained on ImageNet [25].

•	 Tran et al. [29]: A method that uses C3D trained on RGB 
images for a comparison against one of the current state-
of-the-art methods for human activity recognition. C3D 
is pre-trained on Sports1M [30], according to paper [29].

•	 Anurag et al., [7]: A method that uses video vision trans-
former (ViViT) trained on RGB images for a comparison 
between state-of-the-art video classification networks. 
ViViT is pre-trained on Kinetics400 [31], according to 
paper [7].

3.2 � Qualitative experiment: temporal importance 
function generation

This subsection qualitatively investigates whether the 
auto-generated temporal importance function explained 
in Sect. 2.3 effectively represents the frame importance. 
Figure 6 shows the input video sequences of both straight 
and cross shots in tennis. From the direction of the play-
er’s racket that faces the direction to be hitted, we humans 
can distinguish these two shots with the four to ten frames 
before the impact timing. As shown in Fig. 6, our auto-gen-
erated temporal importance function has higher importance 
weights for those frames, which is qualitatively consistent 
with human perception.

Figure 7 shows the input video sequences of both straight 
and curve pitching in baseball. We can distinguish these two 
pitches to pay attention to 16–22 frames before the release 
timing because the player has the mannerism of the upper 
body falling forward early when pitching straight. Figure 7 
shows the auto-generated temporal importance function has 
high importance weights between 16 and 22 frames before 
the release timing. This result is qualitatively consistent with 
human perception.

Table 1   Estimation accuracy (the rate of correctly answered) by 
human participants

The participants were asked to classify sample videos of tennis 
strokes that include two class motions: straight or cross shot

Accuracy (%)

Straight Cross Total

Participants1 81.8 77.8 80.0
Participants2 54.5 55.6 55.0
Participants3 63.6 77.8 70.0
Mean 66.7 70.3 68.3
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3.3 � Quantitative experiment: human activity 
classification

This subsection investigates the efficacy of our human activ-
ity classification trained with the proposed TW-MHI. The 
results of this experiment are shown in Table 2. As shown in 
Table 2, both proposed methods (heuristic and auto-gener-
ated) achieved higher accuracy than VGG16+MHI for both 
dataset, indicating that introducing temporal importance 

function to MHI effectively works for human activity clas-
sification tasks.

We also compared our methods against three state-of-
the-art human activity classification networks. Estimation 
accuracies with these three network models were relatively 
low (almost chance rate) due to the small amount of dataset. 
In addition, standard deviations of these three networks are 
larger than these of the proposed method. The results show 
that even the latest vision approaches cannot learn without 

Fig. 6   Auto-generated temporal 
importance function (bottom) 
given input video sequences of 
straight (top) and cross (middle) 
shots in tennis. The generated 
temporal importance function 
precisely has higher importance 
weights at four to ten frames 
before the impact timing, which 
is important to distinguish these 
two shots (see the red circles)

Fig. 7   Auto-generated temporal 
importance function (bottom) 
given input video sequences of 
curve (top) and straight (middle) 
pitches in baseball. The tem-
poral importance function has 
higher importance weights at 
16–22 frames before the release 
timing, which is important to 
distinguish these two pitches 
(see the red circles)

Table 2   The results of quantitative comparison with other baselines

Method VGG16 + MHI Ullah et al. [28] Tran et al. [29] Anurag et al. [7] Ours (w/heuris-
tic TW-MHI)

Ours (w/auto-
generated TW-
MHI)

Accuracy (%) Tennis 89.78 ± 1.92 62.70 ± 3.61 62.63 ± 4.84 59.46 ± 3.41 91.37 ± 2.33 90.49 ± 2.95

Baseball 94.85 ± 1.93 58.00 ± 1.82 59.33 ± 23.14 51.33 ± 7.68 96.67 ± 3.34 97.27 ± 1.75
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large amounts of data. In contrast, our methods are success-
ful in classification., which indicates our method’s efficacy. 
In addition to the above, we emphasize that even though the 
temporal importance function is auto-generated, it still has 
higher estimation accuracy than other baselines.

Here, we do not intend to assert that our the accuracy of 
the proposed method outperforms that of humans, compar-
ing Tables 1 and 2. We conducted a t-test for the estimation 
accuracy between our proposed method and manual clas-
sification by a human and found no significant differences 
between them ( t(2) = 3.17, p = 0.043).

4 � Conclusion

In this paper, we described TW-MHI, a feature representa-
tion that reflects the frame level of importance to MHI. This 
is achieved by introducing the temporal importance function 
to design TW-MHI, and the dedicated TW-MHI allows the 
method to be effectively trained even though only a small 
dataset is available.

To investigate our method’s efficacy, we conducted both 
qualitative and quantitative experiments using tennis and 
baseball datasets, and the results showed that our auto-gener-
ated temporal importance function is consistent with human 
perception, and our classification network trained with TW-
MHI outperforms other baseline methods.
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