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Abstract 
This article aims to review the development of acoustic computer simulation for performance 
spaces. The databases of Web of Science and Scopus were searched for peer-reviewed journal articles 
published in English between 1960 and 2021, using the keywords for "simulation", "acoustic", 
"performance space", "measure", and their synonyms. The inclusion criteria were as follows: (1) the 
searched article should be focused on the field of room acoustics (reviews were excluded); (2) a 
computer simulation algorithm should be used; (3) it should be clearly stated that the simulated 
object is a performance space; and (4) acoustic measurements should be used for comparison 
with the simulation. Finally, twenty studies were included. A standardised data extraction form 
was used to collect the modelling information, software/algorithm, indicators for comparison, and 
other information. The results revealed that the most used acoustic indicators were early decay 
time (EDT), reverberation time (T30), strength (G), and definition (D50). The accuracy of these indicators 
differed greatly. For non-iterative simulation, the simulation accuracies of most indicators were 
outside their respective just noticeable differences. Although a larger sample size was required 
for further validation, simulations of T30, EDT, and D50 all showed an increase in accuracy with 
increasing time from 1979 to 2020, except for G. In terms of frequency, the simulation was 
generally less accurate at lower frequencies, which occurred at T30, G, D50 and T20. However, EDT 
accuracy did not exhibit significant frequency sensitivity. The prediction accuracy of inter-aural 
cross-correlation coefficients (IACC) was even higher at low frequencies than it was at high 
frequencies. The average value of most indicators showed a clear systematic deviation from 
zero, providing hints for future algorithm improvements. Limitations and the risks of bias in this 
review were discussed. Finally, various types of benchmark tests were suggested for various 
comparison goals. 
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1 Introduction 

Computer simulation is an effective method to predict the 
real complex world using mathematical models. It was first 
used on a large scale during World War II (Winsberg 2010). 
Then with the improvement of computer technology, it 
gradually entered households and almost every field in the 
industry. 

Nowadays, computer simulation has been widely used in 
the prediction of building environments (Hong et al. 2000), 
including lighting (Jin et al. 2021), heating ventilation and 

air-conditioning (HVAC) (Li and O’Neill 2018), airflow 
(Kong et al. 2015), acoustics etc. Most of them were developed 
in the 1960s and 1970s (Augenbroe 2002). Room acoustics 
computer simulation, which predicts sound propagation in 
buildings, was first applied in the construction of concert 
halls in 1968 (Krokstad et al. 1968). 

Room acoustic computer simulation is widely used in 
building acoustics. It can predict the acoustic performance 
of buildings before construction, which is helpful to modify 
the acoustic design if necessary. It achieves a balance between 
economics and prediction accuracy and, therefore, is widely  
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used. Room acoustic computer simulation is neither as simple 
as the Sabine formula, which ignores the influence of  
the shape and position of acoustic materials, nor as time- 
consuming and expensive as making a scale model (Kuttruff 
2009; Rindel 2011). 

In the last fifty years, many room acoustic simulation 
algorithms have been proposed. Some of them are called 
the geometrical acoustics (GA) model (Vorländer 2013), an 
algorithm that ignores the wave effect in sound propagation 
(Savioja and Svensson 2015). It was developed into image- 
source method (Gibbs and Jones 1972), ray-tracing method 
(Allred and Newhouse 1958; Schroeder 1970), beam-tracing 
method (Walsh and Rivard 1982), and surface-based method 
(Tsingos and Gascuel 1997). Based on the GA model, many 
commercial software packages have also been developed. 
The wave-based model (Vercammen 2013), in contrast to the 
GA model, is good at dealing with some specific problems, 
such as acoustic prediction in small rooms. 

Various hybrid methods (Baines 1983; Lewers 1993) were 
also proposed to improve calculation efficiency, expand 
calculation frequency, or improve prediction accuracy. A 
hybrid method that combined the image and ray-tracing 
methods was used in many commercial software packages 
(Naylor 1993; Dalenbäck 1995). Combining the GA algorithm 
and wave method significantly increased the prediction 
frequency (Southern et al. 2013). 

A series of round robins (Vorländer 1995; Bork 2000, 
2005a, 2005b) were held to compare the performance of 
various simulation software. During each round robin, 
different phases were set up for further comparison in 
different situations. The accuracy of computer simulation, 
which was usually represented by the difference of acoustic 
indicators between the values of simulation and actual 
measurement, showed a significant variation in round robins 
and other researches. For example, In the 14 cases in Round 
Robin II phase I (Vorländer 1995), the T30 difference at 500 Hz 
varied from about −0.4 to 1 s, whereas in the four cases in 
recent years (Bustamante et al. 2014; Alfano et al. 2015; 
Shtrepi et al. 2017), the variation ranged from −0.08 to 0.05 s. 
A similar phenomenon was observed in the comparison  
of D50. During the same phase, more than half of the cases 
reported that the D50 difference at 1000 Hz was located out 
of the just noticeable difference (JND, 0.05 for D50 based on 
ISO-3382). But in three recent cases (Bustamante et al. 2014; 
Shtrepi et al. 2017), all of them were located within the  
JND. Due to some limitations and deficiencies in previous 
comparisons, the exploration of the accuracy of the 
simulation has not stopped. Furthermore, the comparison 
goals established in these studies are different, resulting in 
different information being known prior to the simulation. 
This will also affect the evaluation of the simulation. 

The development of room acoustics computer simulation 
has been reviewed from the perspective of principle in 
two review articles. Savioja and Svensson (2015) described 
the main principles and development of techniques based 
on geometric acoustic principles, especially their ability to 
model different aspects of sound propagation. Svensson 
and Kristiansen (2002) provided an overview of computer 
simulation techniques used in various auralization applications, 
focusing on the comparison of computational details and 
their potential impact on accuracy. The uncertainty of the 
simulation results has also been theoretically analysed by 
Vorländer (2013). However, all the three review articles 
described the development of computer simulation based 
on the difference in the algorithm, but there was still a lack of 
review focusing on the details about computer simulation 
used in actual applications, especially based on the simulated 
results. 

Room acoustic simulation was applied to many scenes, 
such as classrooms (Zannin and Marcon 2007), offices (Etter 
2001), historical buildings (Garrido et al. 2012; Alonso et al. 
2017) and other spaces (Hodgson 1988; Kang 1996, 1997, 
2002; Prawirasasra et al. 2016; Wu et al. 2018; Zhu et al. 2021). 
Even some simulation algorithms achieved a good prediction 
accuracy in semi-open spaces (Bo et al. 2018). However, 
performance space was the earliest application scene of 
acoustic computer simulation (Krokstad et al. 1968). A 
systematic review and meta-analysis will help understand 
the development of computer simulation of room acoustics. 
How the model was built, which simulation algorithm  
was used, and what level of accuracy was achieved in the 
acoustic prediction of the performance space have not been 
systematically analysed. This analysis will also provide help 
for the use and improvement of the simulation algorithm. 

As a useful statistical tool to combine results of different 
studies, meta-analysis was considered useful to reduce biases 
and establish the evidence-based practice in many fields. It is 
widely used in medicine, astronomy, and other fields (Hedges 
1992; Gurevitch et al. 2018). A systematic review and meta- 
analysis are conducted in this article to review the development 
of acoustic computer simulation for performance space.  
It will be analysed from two aspects: (1) research design, 
including compared indicators and their frequency ranges, 
simulation setting, and modelling and (2) accuracy, repre-
sented by the difference between the simulated and the 
measured value. 

2 Method 

2.1 Search strategy and eligibility criteria 

Due to the exploratory nature of current work, there was 
currently a lack of standard protocols for the systematic 



Wang and Kang / Building Simulation / Vol. 15, No. 10 

 

1731

review of computer simulation for performance spaces. Since 
this was not a standard medical study (Gumaa and Rehan 
Youssef 2019), the protocol was not registered in PROSPERO 
or other similar databases. In order to clarify the research 
object, the performance space in this research was limited 
to the enclosed spaces related to music performance, such 
as auditorium, concert hall, opera house, theatre etc.  

The following search criteria were used for selecting the 
articles for review: (1) the searched article should be focused 
on the field of room acoustics (reviews were excluded);   
(2) a computer simulation algorithm should be used; (3) it 
should be clearly stated that the simulated object is a 
performance space; and (4) acoustic measurements should 
be used for comparison with the simulation. Only English- 
language journal articles indexed by Web of Science (WOS) 
and Scopus were considered. Since the application of room 
acoustic computer simulation started in the 1960s (Krokstad 
et al. 1968), the search time was selected from 1960 to 2021. 
Since the core library of WOS only supports the search after 
1985, the actual search period in this library is 1985 to 2021. 

This article focused only on the performance space, 
therefore, the search string chosen was “(TS = ((simulation 
OR model OR modelling OR modelling OR prediction OR 
predictive OR computer OR computational ) AND (sound 
OR acoustic OR acoustics) AND (room OR auditorium  
OR “concert hall” OR “opera house” OR theatre OR theater 
OR “performance space”) AND (test OR measure OR  
valid OR validation) )) AND LANGUAGE: (English) AND 
DOCUMENT TYPES: (Article); Indexes=SCI-EXPANDED, 
SSCI, A&HCI, CPCI-S, ESCI, CCR-EXPANDED, IC; 
Timespan=All years” in WOS, and “TITLE-ABS- 

KEY((simulation OR computer OR computational) AND 
(sound OR acoustic OR acoustics) AND (room OR 
auditorium OR {concert hall} OR {opera house} OR theatre 
OR theater OR {performance space} ) AND (test OR measure 
OR valid OR validation)) AND DOCTYPE (ar)” in Scopus. 

Many studies on auralization (Choi and Fricke 2006; 
Wang and Vigeant 2008; Pätynen and Lokki 2011) focused 
on subjective evaluation, which was difficult to compare 
numerically. So, they were not included in this study. The 
process of article selection, screening, and exclusion of the 
systematic review is shown in Figure 1. 

The qualification evaluation of this study was independently 
conducted by two reviewers in a non-blind standardised 
manner. A few disagreements among reviewers about the 
inclusion/exclusion of specific items were resolved through 
consensus. 

2.2 Data extraction 

A standardised data extraction form was used to collect the 
modelling information (volume, the number of faces which 
abbreviated as faces, F/V which is the ratio of the number 
of faces to the volume), software/algorithm, compared 
indicators, total sources, total source-receivers, iteration 
which means whether an iterative simulation was carried 
out and whether the simulated results were averaged in 
multiple octave bands. The results were shown in Table 1. 

The acoustic indicators were extracted from the simulated 
results. Since all the acoustic indicator results in the selected 
articles were expressed in octave bands, all the data in 125 Hz 
to 4000 Hz octave bands were extracted and analysed. The  

 
Fig. 1 A flow chart showing article selection, screening, and exclusion in this systematic review 
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values averaged over multiple octave bands were regarded 
as the result in each octave band. 

If a model was simulated by multiple software packages, 
it was treated as different cases. And if a model was modified 
and simulated again, which usually occurred in the study of 
historical buildings, only the initial state was considered. 
But if the settings of software were modified and simulated 
again, only the state with higher accuracy was selected and 
was regarded as a sort of “iterative simulation”. 

The calculation time was not included in the analysis 
because the computing power of the equipment used in each 
case was usually different, and the calculation time could not 
represent the computing power of the algorithm. 

2.3 Quality assessment 

The study on acoustic simulation accuracy was different 

from the common meta-analysis in the medical field. The 
variation in room size and shape in each study resulted in a 
significant difference in the research object. The computer 
simulation was also very different from medical intervention 
during operation, making it difficult to evaluate the 
research quality with the medical paradigm. So, some items 
in the Evaluation Guidelines for Rating the Quality of an 
Intervention Study scoring system (MacDermid 2004) were 
modified to better reflect the accuracy of room acoustic 
computer simulation. The results are shown in Table A1 
in Appendix A, which is available in the Electronic 
Supplementary Material (ESM) from the online version 
of this paper. 

The article score assessment method (MacDermid 2004) 
was used in this review. Articles were classified as high quality 
(HQ, 36–48), medium quality (MQ, 25–35), low quality 
(LQ, 0–24). 10% of eligible studies (n = 2) were high quality, 

Table 1 Characteristics of included studies 

No. Study 
Volume 

(m3) Faces F/V 
Volume per 

seat (m3/seat) Software/algorithm Compared indicators
Total 

sources 
Total source- 

receivers Iteration
Frequency- 

averaged

1 D’Orazio et al. 2020 9900 3800 0.3838 7.4 Odeon v12 EDT; C80 3 9 Yes Yes 

2 Ibarra-Zarate and 
Padilla-Ortiz 2020 

1304 \ \ \ EASE 4.3 T30; D50 1 3 No No 

3 D’Orazio et al. 2018 15300 591 0.0386 8.1 Odeon v12 EDT; C80 4 240 Yes Yes 

4 Shtrepi et al. 2017 5270 \ \ 15.1 Odeon v13 EDT; T30; C80; D50 1 24 Yes No 

#1 2500 1300 0.52 \ EDT; D50 2 54 Yes Yes 

#2 84000 14700 0.175 \ EDT; D50 2 60 Yes Yes 5 Postma and Katz 
2016 

#3 22200 2200 0.0991 \ 

CATT v9.0 

EDT; D50 2 48 Yes Yes 

#1 \ \ \ \ T30 1 12 Yes No 
6 Alfano et al. 2015 

#2 \ \ \ \ 
Odeon 

T30 2 24 Yes No 

#1 8400 \ \ \ CATT v9.0; PSTD T20; G 3 102 No No 
7 Hornikx et al. 

2015a #2 10000 \ \ \ CATT v9.0; PSTD T20; G 3 111 No No 

8 Alonso et al. 2014 205524 \ \ \ CATT v9.0 EDT; T30; G; C80; TS; JLF 1 9 Yes No 

9 San Martín et al. 2014 4000 105 0.0263 10.7 Odeon v12 EDT; T30; C80 1 375 Yes No 

10 Bustamante et al. 2014 20571 793 0.0385 11.3 CATT v9.0 EDT; C80; TS; JLF 2 28 Yes No 

11 Koutsouris et al. 2013 11000 \ \ \ CARISM EDT; T30; G; C80; D50; TS 2 6 No Yes 

12 Picaut and Fortin 2012 924 \ \ \ SPPS SPL 1 9 No No 

#1 20000 156 0.0078 12.9 
Unknown commercial 

software #1 
EDT; T30; SPL; D50; TS 1 9 No No 

13 San Martín and 
Arana 2006 

#2 20000 156 0.0078 12.9 
Unknown commercial 

software #2 
EDT; T30; SPL; D50; TS 1 9 No No 

14 Bork 2000 #1–#14 11000 \ \ 10 \ T30; D50 2 6 No No 

15 Gomes et al. 2000 \ \ \ \ Raynoise EDT; C80; D50 1 4 Yes No 

16 Howarth and Lam 2000 \ \ \ \ Odeon v2.5 EDT; T30; G; C80; JLF 1 88 Yes No 

#1 10500 85 0.0081 \ Odeon v2.5 SPL; C80; JLF 1 12 No No 
17 Lam 1996 

#2 10500 85 0.0081 \ SU-model SPL; C80; JLF 1 12 No No 

18 Vorländer 1995 #1–#16 1800 \ \ \ \ EDT; T30; G; C80; JLF 2 6 No No 

19 Strøm et al. 1985 20000 \ \ 13.3 Ray-tracing RT 1 2 No No 

20 Marshall 1979 20500 \ \ 7.7 Image method T15 1 12 No No 
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and the highest quality score was 39/48. 80% (n = 16) were 
medium quality, while 10% were low quality. The lowest 
quality score was 23/48. It should be noted that these modified 
evaluation guidelines were only an attempt to evaluate the 
research quality in this article, and their universality has 
not been validated by additional research. Furthermore, the 
evaluation score only represented the evaluation of the 
article in the dimension of the research question in this 
review and did not completely reflect the research quality 
of the article itself. For example, iterative calibration of 
simulation settings based on test results would result in low 
scores in this review, but it was a standard step for computer 
simulation calibration in auralization research for historical 
buildings. 

In ten studies, it was clearly stated in the article that the 
measured results were known by the operator before the 
simulation. In seven studies, it was not stated whether it 
was known in advance. Only three studies clearly stated that 
the measured results were unknown before the simulation. 
In 13 studies, the results of simulation and measurement 
were compared in only one space. In 8 studies, the data of 
all octave bands from 125 Hz to 4000 Hz were provided. 
Few statistical analysis was conducted in most studies, and 
nine studies did not conduct any further statistical analysis 
after obtaining the difference between the simulated and 
measured values. 

3 Results 

3.1 Research design of the selected articles 

3.1.1 Research type 

The simulation results in the twenty selected articles were 
compared with the measured results, as described in the 
Method section. However, the purpose of these studies was 
not always clear. Three types of research were found in the 
selected articles. Type 1 was the first to be used (Marshall 
1979). It did not affect the modelling process, the selection 
of acoustic parameters such as sound absorption coefficient, 
and the settings of the simulation program, which fully 
respected the user’s experience. The simulation operator also 
did not use the measured results to make any corrections to 
the simulation process. This type was represented by Twenty 
cases in nine selected articles in this review, as shown in 
Table 2. 

As the goal of Type 2 was to compare the performance 
of the simulation software or algorithm, multiple software 
packages were used, and some parameters in the simulation 
process were controlled. The model with the same shape 
and size was used in the simulation modelling process. Only 
two articls were classified as Type 2. However, considering 

Table 2 Three types of research articles and the total number of 
cases included 

 Description Article Case

Type 1
Simulation process was not controlled. All the 
modelling and parameter settings were determined 
by the operator without any interference 

9 20

Type 2 Some parameters in the simulation process were 
controlled 2* 21

Type 3 The simulation settings were modified according 
to the simulation results 10 13

*As Bork (2000) was included in both Type 1 and Type 2, the total number of 
articles was 21. 

 
that each of the Round Robin covered 10+ cases and the 
external conditions of the simulation were well controlled 
uniformly in the comparison, the two articles were still 
analysed as a separate type. Twenty-one cases in two selected 
articles in this review belong to this type. However, the 
controlled parameters in the modelling process also discarded 
the experience of simulation operators, such as the processing 
of fine structures, which had a great impact on the accuracy 
of the simulation results (Vorländer 2013). In some studies 
not included in this review, even the choice of sound absorption 
coefficient and the scattering coefficient had been uniformly 
regulated, such as in Phase 2 in Round Robin II (Bork 2000) 
and Round Robin III (Bork 2005a, b). These studies were 
considered by the author to be too pursuing the comparison 
of software performance, which were too specific to be 
included in this review.  

In Type 3, the simulation operator already knew the 
values of some measured indicators during the simulation 
process, so that the simulation settings were modified 
according to the simulation results. Usually, this kind of 
correction was carried out many times, which was called 
“iterative” calibration (Alonso et al. 2014), and finally making 
most of the simulated indicators within JND. 13 cases in 
ten selected articles in this review belong to this type. The 
simulation results of Type 3 could be expected to be much 
better than that of the first two types because the calibration 
of some indicators made the simulation setting more 
conducive to close to the real situation. Moreover, the 
correlations among many indicators also provided help for 
the calibration process. 

The number of cases of each type and the year of 
occurrence are shown in Figure 2. The results show that 
Type 1 appeared first, and the related research has continued 
to this day. Type 2 consisted of two round robins. This tended 
to be an organised baseline test, in which the performance 
of more than ten software/algorithms was compared. However, 
this kind of round-robin hasn’t been carried out for a long 
time. Some researches gradually shifted to baseline testing 
of acoustic simulation software (Brinkmann et al. 2021;  
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Fig. 2 The number of cases of each type and the year of occurrence 

Hornikx et al. 2015b), and some studies focus on the 
comparison of the perceptual evaluation of the simulation 
results (Brinkmann et al. 2019). Type 3 has been in a tepid 
state of research since about 2000. This type of acoustic 
simulation was only applicable when some of the test results 
were known, which obviously limited the scope of its 
application. 

3.1.2 Compared indicators and their frequency range 

In the selected 20 articles, most of the comparisons between 
the simulation and the actual measurement were based on 
the eight acoustic indicators listed in ISO-3382, namely 
early decay time (EDT), reverberation time (T30), strength 
(G), clarity (C80), definition (D50), centre time (TS), early 
lateral energy fraction (JLF), and inter-aural cross-correlation 
coefficients (IACC). These indicators provided a description 
of the acoustical characteristics of a performance space. 
However, not all cases compared all the eight indicators on 
all the six octave bands. The compared indicators and octave 
bands in all the cases in this review are shown in Figure 3. 
The results showed that the main indicators selected were 
EDT, T30, G, and D50. These four indicators were selected 
by more than ten articles. The comparison results will be 
described in detail in the subsequent analysis in Section 3.2. 
As a few articles choose C80, TS, JLF, and IACC, the comparison 
results will be briefly analysed. T20 was selected by several 
articles and will be discussed briefly in Section 3.2. 

The results of simulation and measurement in all 
cases were recorded in octave bands. The mid-frequency 
was the most selected octave band, as shown in Figure 3. 
If frequency-averaging was taken over several octave bands  
to obtain a single value, many indicators were suggested 
at mid-frequencies, following the recommendation of 
ISO-3382. Frequency averaging was conducted in six of 
the 20 selected articles. Furthermore, T30 and D50, which 
were the most selected indicators, were compared in almost 
all octave bands. 

 
Fig. 3 The number of comparisons of each indicator in the six 
octave bands in the selected articles 

3.1.3 Simulation setting 

The simulation algorithm of all 54 cases in the review article 
has been counted and classified, and the results are shown 
in Table 3. The results showed that although many new 
simulation algorithms had been developed, the classical  
GA model remained the primary application in the actual 
application in the performance space. The simulation 
algorithm of many software packages was unknown because 
many comparisons had anonymised the names of software 
or algorithms, such as Round Robin I and Round Robin II. 
Another reason for the uncertainty of the simulation algorithm 
was that some software supported multiple algorithms, but 
it was not clear which one was used in the article. As can be 
seen in Table 3, all commercial software used the GA model, 
and among them, the hybrid model was mainly used. This 
may be due to its ability to save a lot of computing resources 
under certain accuracy. The research developments did not 
show an obvious tendency in algorithm selection because 
of the anonymity of Round Robin I and Round Robin II. 

Because of the difference in simulation algorithms, their 
settings were difficult to compare, such as the transition 
order between the image method and the ray-tracing 
method in the hybrid model. The transition order was set 
according to the user guide (D’Orazio et al. 2018) or the 
operator’s experience in some cases (Postma and Katz 2016; 
Shtrepi et al. 2017), and the effect of different values was 
discussed in some other cases (Lam 1996; Howarth and Lam 
2000). Considering the differences in the implementation 
of algorithms, the reasonable values of the settings varied 
with different software and cases. In this situation, the 
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operator’s experience had a great influence on the simulation 
accuracy. 

The number of rays was a critical setting in the ray- 
tracing method. Some software will automatically calculate 
a recommended value with different degrees of accuracy 
(Naylor 1993). In the selected cases in the review, the 
number of rays varied greatly from 5000 (Vorländer 1995) 
to 2,500,000 (Bustamante et al. 2014), but the accuracy of 
the simulation results was not reported to be obviously 
affected. Furthermore, with the rapid development of com-
puter performance, setting a very large number of sound 
rays required a little calculation time. This value has been 
rarely discussed in recent cases. 

3.1.4 The precision level of the modelling 

The precision level of modelling could be represented by 
the ratio of face number to volume (F/V). Among the cases 
in the review, 19 cases gave the volume value, and 9 cases 
gave the face number of the GA model at the same time. 
The changes in volume and F/V with time are shown in 
Figure 4. The results showed that the volume of the simulation 
model had not changed significantly in the past 30 years 
(1985 to 2020), mainly in the range of 1,000 to 100,000. The 
most common modelled volume is about 10,000 cubic 
meters. Although F/V fluctuated greatly with time, it had an 
obvious growth trend, which indicated that the simulated 
model was becoming more and more refined. There were two 
reasons that could not be ignored. One was the development 
of modelling algorithm. Acoustic software supported the 
import of more complex models, which made it possible to 
make it more complex. The second was the improvement 

of computer power. Even if the model was complex, the 
calculation time was also acceptable, so that there was no need 
to simplify the model in order to realise the calculation. 

3.2 Accuracy 

The accuracy was expressed by the difference between the 
simulated and the measured value (simulated − measured). 
As mentioned before, T30, EDT, G, and D50 were analysed 
in detail, and C80, TS, JLF, IACC, and T20 were analysed 
briefly. 

3.2.1 Reverberation time (T30) 

As one of the most important acoustic indicators, 
reverberation time is often used in the design of performance 
space. There were 30 cases in 12 articles that included a 
comparison of simulated and measured reverberation time 
(T30). The results are shown in Figure 5 and Figure 6. As 
can be seen in Figure 5, there was a significant difference 
between the iterative and non-iterative simulated results. 
However, there was no obvious quantitative difference 
between the comparison cases of reverberation time in each 
octave band, and the majority of cases were from Round 
Robin II. In recent years, the focus has been on the 
verification of the results of iterative simulations. Only a 
few cases were still discussing the accuracy of non-iterative 
simulation results of reverberation time. However, the 
prediction of T30 still appeared to show a trend of increasing 
accuracy over time. 

A more in-depth analysis was conducted. The differences 
in all cases were averaged to explore the systematic deviation.  

Table 3 Simulation algorithm used in the cases involved in this review 

GA model Algorithm type 
Algorithm source Image Ray-tracing Beam-tracing Surface* Hybrid Uncertain 

Wave-based 
model 

Commercial software 0 7 4 0 12 7 0 

Research development 1 1 0 1 0 20 1 

* Represent surface-based model, such as radiosity model. 

 
Fig. 4 The changes in volume and F/V of the simulated models with time (1985 to 2020) 
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Fig. 6 The average value of T30 prediction differences of all cases. 
Each point is the average of all the iterative or non-iterative cases. 
“Iteration” means that the simulated results have been iteratively 
calibrated. “Abs” means that the differences in all cases were taken 
as absolute values before averaging 

Theoretically, it should be close to zero. The differences in 
all cases were also taken as absolute values before averaging 
to evaluate the average level of prediction accuracy. The 
results are shown in Figure 6. For the “Abs” results, the 
ΔT30 without iteration tended to decrease as the frequency 
increased, indicating that the simulation accuracy increased 
with the growth of frequency. The error bars in Figure 6 
were the standard deviation of the results of all cases. It can 
be seen that the standard deviation of the simulated 
difference in the low frequencies was larger than that in the 
high frequencies, which indicated that the simulation 
stability grew with the increasing frequency. In most octave 
bands, there was an order of magnitude difference between 
the iterative and the non-iterative simulation results. 

The average value of T30 prediction differences of all 
cases was theoretically close to zero, but it can be seen from 
Figure 6 that the averaged values without iteration at most 
octave bands were negative, indicating that the simulated 

 
Fig. 5 Prediction difference (simulated − measured) in T30. Each point represents a case in the review 
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values were generally smaller than the measured ones. This 
provided clues for the correction of the simulation process 
in the future. 

3.2.2 Early decay time (EDT) 

EDT was considered to have a significant relationship with 
subjective reverberation (Gade 1994). There were 19 cases 
in 12 articles that included a comparison of simulated and 
measured EDT. The results are shown in Figure 7 and 
Figure 8. As the JND of EDT was given as a relative 5% in 
ISO-3382, all relative ΔEDT (relative prediction difference 
in EDT) values in Figure 7 were presented as percentages. 
The results showed that the relative ΔEDT without iterative 
simulation was still significantly larger than that after iterative 
simulation. Most of the relative ΔEDT without iterative 
simulation were outside of JND, and most of the results 
with iterative simulation were within JND. 

There were no significant frequency differences in   
the relative ΔEDT with iterative simulation. The iterative 
simulation produced more discrete results in the lower 
octave bands, and some of the data were beyond the JND. 
This could be because the sound performance at low 
frequencies was more difficult to predict accurately. Even 
after the iterative process, it was difficult to achieve all 
simulated results in all frequency bands within JND. This is 
most likely because EDT was rarely used as a unique iterative 
target. The simulation accuracy of EDT has improved 
significantly over time, whether it is iterative or non-iterative. 
However, in recent years, the sample size has been relatively 
small, and more evidence is required for validation. 

The averaged simulation difference has been further 
analysed in both percentage and numerical form. The  
percentage form is shown in Figure 8(a). The results showed 
that for the “Abs” results, although the relative ΔEDT without 

 
Fig. 7 Prediction difference (simulated − measured) in EDT. Each point represents a case in the review. The straight dashed line
represents the JND of EDT 
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iteration was significantly higher than that with iteration, it 
was not as large as the T30 difference. 

The results in the numerical form are shown in  
Figure 8(b). Neither the degree of data dispersion nor the 
values showed a clear trend in frequency. This could be 
because of the small amount of data in EDT. Because of the 
short decay time calculated for EDT (0–10 dB decay), it has 
higher volatility in both measured and simulated results. 
This could also explain frequency insensitivity. The averaged 
values without iteration at all octave bands were also negative, 
indicating that the simulated EDT results were generally 
smaller than the measured ones. 

3.2.3 Strength (G) 

G was considered as a suitable normalisation for sound 
pressure level in an enclosure (Kuttruff 2009). There were 
18 cases in 9 articles that included a comparison of simulated 
and measured G. The results were shown in Figure 9 and 
Figure 10. It is worth noting that there was no discernible 
difference between the ΔG with and without iterative 
simulation, and many of them were within JND. The largest 
difference, however, appeared at 1000 Hz in the study of 
Type 2, namely the Round Robin II. With the growth of 
time, the simulation accuracy of G has not improved 
significantly except at 1000 Hz. 

The averaged simulation difference has been further 
analysed, and the results are shown in Figure 10. The most 
intriguing phenomenon was that in some octave bands, ΔG 
with iterative simulation was significantly higher than that 
without iterative, and in some octave bands, values of these 
two were similar. This contradicts the widely held belief 
that iteration would bring the simulation results closer to 
the real situation. One explanation could be that G was not 
usually the target of an iteration. The iterations of other 

indicators produced overfitting, making the results of G 
more discrete and far from the real situation. The ΔG with 
iterative simulation showed a downward trend from low 
to high frequency, with a trough at 250 Hz, which is very 
interesting and worthy of further investigation. The error 
bar shows that the low-frequency data fluctuated greatly, 
whereas the high-frequency data fluctuated very little. G 
demonstrated exceptional accuracy and stability at high 
frequencies. 

3.2.4 Definition (D50) 

There were 24 cases in 8 articles that included the comparison 
of simulated and measured D50. The results are shown in 
Figure 11 and Figure 12. The frequency difference was not 
obvious, and the point trend was similar in each octave 
band. Due to the addition of the cases in Round Robin II, 
the difference between ΔD50 with and without iterative 
simulation was very large. Most of the D50 with iterative 
simulation was within JND, which was also related to the 
fact that D50 was often used as an iterative target. Two 
different levels of accuracy appeared in the cases without 
iterative simulation. One was in the cases of Type 2, namely 
in the Round Robin II, where ΔD50 was widely distributed 
within 0.3–0.5. The other cases without iterative simulation 
showed high accuracy, which was even similar to that with 
iterative simulation. Benchmarking was needed for further 
exploration. It can still be seen that as time grew, the 
simulation accuracy of D50 had improved significantly. But 
more evidence was needed to confirm. 

Further analysis was conducted, and the results are 
shown in Figure 12. The ΔD50 without iterative simulation 
had a downward trend from low to high frequency. The 
averaged values without iteration at all octave bands were 
close to zero, which implied a relatively small systematic  

 
Fig. 8 The average value of EDT prediction differences of all cases. Each point is the average of all the iterative or non-iterative cases. 
“Iteration” means that the simulated results have been iteratively calibrated. “Abs” means that the differences in all cases were taken as
absolute values before averaging. The straight dashed line represents the JND of EDT 
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Fig. 10 The average value of G prediction differences of all cases. 
Each point is the average of all the iterative or non-iterative cases. 
“Iteration” means that the simulated results have been iteratively 
calibrated. “Abs” means that the differences in all cases were taken 
as absolute values before averaging. The straight dashed line 
represented the JND of G 

error between the simulated and measured values. The 
error bars showed similar levels of data fluctuations at each 
frequency. 

3.2.5 C80, TS, JLF, IACC, and T20 

The remaining five indicators, C80 (clarity), TS (centre time), 
JLF (early lateral energy fraction), IACC (inter-aural cross- 
correlation coefficients), and T20, were compared in fewer 
cases. So the conclusions in this section need further evidence 
to support. A brief analysis of these indicators was carried 
out as below. 

There were 15 cases in 10 articles that included the 
comparison of simulated and measured C80. The results are 
shown in Figure 13(a). Most of the cases for C80 used iterative 
simulation, but most of the differences were still outside of 
JND. The non-iterative simulations were only conducted  
in the mid-frequency (500–1000 Hz) and obtained higher  

 
Fig. 9 Prediction difference (simulated − measured) in G. Each point represents a case in the review. The straight dashed line
represented the JND of G 
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Fig. 12 The average value of D50 prediction differences of all cases. 
Each point is the average of all the iterative or non-iterative cases. 
“Iteration” means that the simulated results have been iteratively 
calibrated. “Abs” means that the differences in all cases were taken 
as absolute values before averaging. The straight dashed line 
represented the JND of D50 

difference. For the “Abs” results, including iterative and 
non-iterative simulations, ΔC80 was positive, indicating that 
the simulation results tended to be larger than the actual 
values, which needed more evidence to confirm in further 
studies. 

There were 5 cases in 4 articles that included the 
comparison of simulated and measured TS. The results are 
shown in Figure 13(b). There was no obvious difference 
between ΔTS with and without iterative simulation. The 
accuracy was not high either. Only the results with iterative 
simulation in high frequencies were within JND. This might 
be caused by the fact that there were very few cases where 
TS was used as an iterative target. 

There were 10 cases in 5 articles that included the 
comparison of simulated and measured JLF. The results are 
shown in Figure 13(c). Most of the cases for JLF used iterative 
simulation, and most of the results obtained were within 
JND. The difference without iterative simulation was 

 

 
Fig. 11 Prediction difference (simulated − measured) in D50. Each point represents a case in the review 
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significantly higher than that with iterative simulation 
and JND. 

There were only 2 cases in 2 articles that included the 
comparison of simulated and measured IACC. The results 
are shown in Figure 13(d). Only the results with iterative 
simulation were obtained, and the ΔIACC in six octave bands 
were all outside the JND. Another interesting phenomenon 

was that the difference at low frequency was smaller than that 
at high frequency, which needed more evidence to verify. 

There were 5 cases in 2 articles that included the 
comparison of simulated and measured T20. The results are 
shown in Figure 13(e). Only the results without iterative 
simulation were obtained. The results were mainly con-
centrated in the middle and low frequencies. Only one case  

 
Fig. 13 The average value of prediction differences of five indicators of all cases. Each point is the average of all the iterative or
non-iterative cases. “Iteration” means that the simulated results have been iteratively calibrated. “Abs” means that the differences in all 
cases were taken as absolute values before averaging. The straight dashed line represented the value of JND 
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was found at the high frequency, so the two lines coincided. 
It can be seen from the error bar that the data of ΔT20 
fluctuated greatly, but the differences were all positive, 
which might indicate that the predicted values were greater 
than the actual ones. 

4 Discussion 

The results showed that the main indicators selected were 
EDT, T30, G, and D50. It seems difficult to verify the accuracy 
of all the parameters listed in ISO-3382 in one research. 
Determining a combination of fewer parameters seems 
helpful to confirm the current state of the simulation accuracy 
and provide help for future evaluation of acoustic simulation. 

Frequency averaging was conducted in six of the total 
20 articles. With the development of recording tools and 
online sharing of research results, the analysis of more 
frequency results is possible to the evaluation of the accuracy 
of the simulation algorithm. 

The results indicated that the simulated model was 
becoming more and more refined. However, overly detailed 
models have been shown in many studies to be detrimental 
to accuracy. Therefore, avoiding over-precision modelling 
may become a new focus, with the rapid growth of 
computing power in the future. 

The accuracy of these indicators varied greatly, and most 
of them showed obvious systematic deviations in prediction 
results, which provided clues for future algorithm improve-
ments. The effects of iterative simulation have been 
compared. If an indicator was chosen as the iterative target, 
its accuracy could be confident to be within JND. Otherwise, 
this target may not be achieved. This will be discussed 
below. 

4.1 Suggestion of benchmark tests based on different 
comparison goals 

In the cases involved in the review, an important factor 
affecting prediction accuracy was whether an iterative 
simulation was conducted. From the results, it could be 
known that if you didn’t know anything about the previously 
measured results, it was very difficult to make the prediction 
accuracy of most indicators within 1 JND. Therefore, it is 
indispensable to determine uniform constraints in the 
comparison of simulation methods, and different benchmark 
tests need to be set up to deal with different comparison 
goals. 
(1) Comparison of software performance. Classification and 

comparison based on the algorithm is a very effective 
method. The differences in the settings of software will 
affect the consistency of comparison. For comparison 

of software performance, the software settings should 
be unified to avoid the influence of the operator. 

(2) Comparison of accuracy of acoustic simulations for newly 
built spaces. In this situation, it is not recommended to 
limit the role of the operator in the benchmark test 
because the role of the human is inevitable, which is 
also in line with reality. Another reason for accepting 
operator’s experience is that it is a useful supplement to 
simulation software algorithm. Due to the limitations 
of the algorithms, sometimes some acoustic phenomena 
cannot be taken into account in the software. However, 
the operator can make pre-correction during the setting 
process based on experience to get the result closer to 
the real situation. For example, in the experience of some 
acoustic consultants, the sound absorption coefficient 
measured in the reverberation chamber cannot be 
directly applied to the simulation software of the GA 
model but should be multiplied by a certain coefficient 
in advance to consider the difference between the 
sound field of the reverberation chamber and the actual 
situation. This coefficient seems to be related to the 
volume and shape of the space and is difficult to quantify. 
In this case, the operator’s experience can play a better 
role. Probably due to updates in simulation algorithms 
and commercial software versions, the difference between 
simulated and measured values has decreased significantly 
in small sample studies in recent years. The need for 
new Round Robin or benchmark tests has increased 
significantly. 

(3) Iterative simulation based on the known measured results. 
This situation belongs to a niche situation. It is based on 
the premise that the software used has a high degree of 
accuracy for all the simulated indicators. The purpose 
of the iterative simulation is not to compare software 
packages but more like an iterative calibration for 
specific cases. However, Iterative modification of the 
software parameters may cause over-fitting problems, 
which is far away from reality. 
This paper focuses on the overall accuracy development 

of simulation software. The difference in simulation accuracy 
can hardly be attributed to the difference in simulation 
algorithms alone because the volume of the model, the 
precision level of modelling, and the settings of algorithm 
details varied greatly in different cases in the involved 
papers. Simulation accuracy is the result of a combination 
of operator experience and simulation software algorithms. 
The sample size of each algorithm is too small to eliminate 
these differences in this review. Therefore, a more in-depth 
comparison of accuracy between different algorithms was 
not conducted. Establishing benchmark tests for similar 
simulation algorithms is needed for further comparison. 
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4.2 Limitation of the selected articles 

Unlike medical research, the sample size in each study was 
usually very small, and there was no evidence that the 
randomisation of sample selection had been carried out in 
all studies, and the selection bias was inevitable. Moreover, 
only those performance spaces that agreed to be tested 
would be included in the study, so there was a risk of 
volunteer bias. 

Another difference from medical research was that there 
was no single-blind or double-blind comparison between 
computer simulation and actual measurement. Due to the 
differences between simulation software/algorithms, the 
absolute standardised operation was difficult to achieve, so 
there was a risk of performance bias. 

Not all the measurements in the cases included in this 
article were standardised, which will also bring some bias. 
ISO-3382 provided a standardised testing framework. 
However, in some studies, it was recorded that ISO-3382 was 
used in the measurement, but some items were not actually 
complied with. For example, A minimum of two source 
positions shall be used according to the standard, but only 
one source position was used in some cases. 

4.3 Limitation of this review 

It can be seen from the results that the average value of 
most of the predicted and measured differences deviated 
from zero, which implied the widespread existence of 
systematic errors. The addition of more samples will help 
to determine the presence of systematic errors. 

It should also be noted that, due to the differences in 
the room acoustics of the reviewed cases, the comparison 
of accuracy level of the software or algorithm was not fully 
standardised. More benchmark tests are required to give 
more evidence. 

5 Conclusion 

This article focuses on the development of acoustic computer 
simulation for performance space. A systematic review and 
meta-analysis were conducted for this purpose, and the 
following conclusions were reached. 

The studies included in this review could be roughly 
classified into three types: (1) the simulation process was 
not controlled; (2) some parameters in the simulation process 
were controlled; and (3) the simulation settings were modified 
according to the simulation results. The frequently selected 
acoustic indicators were EDT, T30, G, and D50 and fewer 
articles chose C80, TS, JLF, T20, and IACC. The mid-frequency 
was the most selected octave band. 

The classical GA model was still the most popular 

simulation method. The volume of the simulation model 
had not changed significantly in the past 30 years, mainly 
in the range of 1,000 to 100,000. The simulated model was 
becoming more and more refined with time. 

The simulation accuracies of most indicators were 
outside the respective JNDs for non-iterative simulation, 
which could represent the comprehensive level of the 
software and operator, indicating that there was still a 
high development demand for improving the simulation 
accuracy. Although a larger sample size was needed for further 
validation, the available evidence indicated a positive trend 
in the simulation accuracy. From 1979 to 2020, simulations 
of T30, EDT, and D50 all showed an increase with the growth 
of time in accuracy, except for G. In terms of frequency,  
the general trend of accuracy in frequency was that the 
software simulation was less accurate at lower frequencies, 
which occurred at T30, G, D50 and T20. However, the accuracy 
of EDT did not show significant frequency sensitivity. The 
prediction accuracy of IACC was even significantly higher 
at low frequencies than that at high frequencies, which 
needed further study. The average value of most indicators 
showed clear systematic deviation from zero, providing hints 
for future algorithm improvements. 

Finally, the review’s limitations and the risk of bias in this 
review were discussed, and different types of benchmark 
tests were suggested for different comparison goals. 
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