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Abstract
Named-Data Networking (NDN) over Low Power and Lossy Networks (LLNs), employing IEEE 802.15.4 communication 
technology, is projected to provide native support for mobility and efficient content delivery for the emerging Internet of 
Things (IoT). While many interest forwarding strategies have been proposed for NDNs over LLNs, most existing studies 
have relied on software simulations to evaluate their performance due to the lack of analytical modeling tools. This paper 
introduces the first analytical model for estimating the Interest Satisfaction Ratio (ISR) in NDN over LLNs, which is a 
crucial metric for assessing the effectiveness of interest forwarding strategies. We develop the analytical model specifically 
for the broadcast forwarding strategy, which has been extensively studied due to its simplicity and ease of implementation. 
Simulation results confirm that the proposed model predicts the ISR with reasonable accuracy. The model is then used to 
elucidate the strong interaction between the CSMA/CA parameters of the IEEE 802.15.4 standard and the achieved ISR.
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1  Introduction

The widespread availability of low-cost sensing and actu-
ating devices that can swiftly connect to the Internet has 
played a significant part in the fast development of the Inter-
net of Things (IoT). These devices generally employ low-
power communication protocols like IEEE 802.15.4 [1] and 
6LoWPAN [2], enabling networks of small smart devices, or 
“things,” to exchange information with limited computation, 
storage, and communication resources. Such networks are 
commonly referred to as Low Power and Lossy Networks 
(LLNs).

Data transfer in LLNs presents several difficulties due to 
their constrained nature [3–5]. For instance, to guarantee 

reliable communication, it is crucial to carefully consider the 
limited communication capabilities of LLNs. Furthermore, 
applications must cope with highly dynamic network topolo-
gies resulting from disconnections due to lossy LLN links 
and the mobility of “things,” a dominant feature of many 
IoT applications in smart cities, smart agriculture, industrial 
automation, and e-health [6].

Information-Centric Networking (ICN) has emerged as 
a promising alternative to IP for IoT applications [7–9]. 
Named-Data Networking (NDN), which is a popular imple-
mentation of ICN [10, 11], offers a range of desirable fea-
tures, including advanced naming mechanisms, stateful 
forwarding, and efficient in-network caching. In NDN, data 
is named independently of its location, and consumers send 
interests to request data from producers. NDN’s inherent 
capabilities include communication without the requirement 
of establishing end-to-end connections and the resolution of 
names to addresses. These features alleviate the complexi-
ties associated with managing device addresses, particularly 
in dynamic and heterogeneous IoT environments [10, 11], 
and thus offering native support for seamless connectivity in 
the presence of mobility. As a result, consumers can freely 
navigate across different locations while maintaining unin-
terrupted access to the desired data, independent of their 
address or network location.
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NDN’s support for caching and multicast significantly 
improves data delivery efficiency in IoT applications [10, 
11]. By caching frequently accessed data in the network 
instead of network edge servers, NDN reduces data trans-
mission, thereby reducing congestion and improving net-
work performance. Additionally, NDN’s multicast support 
enables efficient and scalable data dissemination to multiple 
devices simultaneously, crucial for IoT applications involv-
ing group communication.

Most NDN strategies employ a broadcast mechanism 
for interest forwarding [12]. When a consumer injects an 
interest packet into the network, all the neighboring nodes 
receive the packet. These nodes then broadcast, in turn, their 
copies to their neighbors. This operation continues until the 
interest packet reaches a data producer. A node can retrans-
mit the first copy of any received interest packet; it drops all 
the subsequent duplicates to avoid routing loops. It is worth 
noting that this strategy is referred to as the “multicast” 
strategy in ndnSIM [13], which is one of the most popular 
software simulation tools in the NDN research community 
[12, 14–21].

Numerous forwarding strategies [14–21] have been devel-
oped for NDN over wireless networks based on the standards 
IEEE 802.15.4 [1] and IEEE 802.11 [22]. Most of these 
strategies rely on broadcasting as part of their operations 
to propagate interest packets inside the network. For exam-
ple, in Deferred Blind Flooding (DBF) [14], a given node 
waits for a random period to listen to its surroundings before 
retransmitting an interest packet. The node broadcasts the 
interest packet if the number of received duplicates is below 
a threshold. Otherwise, the node drops the packet. Listen 
First Broadcast Later (LFBL) [15] improves DBF. Upon 
receiving an interest packet, a node determines whether it is 
an eligible forwarder based on the distance to data produc-
ers. If the node is an eligible forwarder, it delays for a period 
proportional to its distance to the producer before broadcast-
ing an interest packet.

In Reactive Optimistic Name-based Routing (RONR) [9], 
interest packets are initially broadcast through the network. 
Once a consumer receives a data packet, subsequent interest 
packets issued by the consumer use the reverse path, formed 
by the initial data packet, to reach the producer. To handle 
mobility, Dual Mode Interest Forwarding (DMIF) [16] alter-
nates between two interest forwarding modes: “directed” and 
“broadcast.” If a node knows a neighbor leading to the pro-
ducer, it forwards interest packets to that neighbor using the 
directed mode. Otherwise, the node defaults to the broadcast 
mode, wherein all its neighbors receive the packet. The study 
in [17] has recently proposed a Learning-based Adaptive 
Forwarding Strategy (LAFS) for NDN-based IoT systems. 
LAFS consists of two phases. In the first phase, nodes uti-
lize a mechanism similar to DBF [14] to broadcast interest 
packets. Once a producer responds with a data packet, the 

second phase commences. Upon receiving the data packet, 
an intermediate node stores relevant information regarding 
the previous sending node, such as the ID and distance to the 
data producer for each name. The node then designates the 
name as “marked” and forwards all subsequently received 
interest packets containing that name without delay. On the 
other hand, the node forwards interest packets containing an 
unmarked name after a random listening period, as in DBF.

The Interest Satisfaction Ratio (ISR) is one of the most 
extensively applied metrics for assessing the performance 
of NDN forwarding strategies [14–21]. The ISR is the total 
number of data packets received by the consumer over the 
total number of interest packets generated by the consumer. 
Although many forwarding strategies have been suggested 
over the past years [14–21], most existing studies have 
resorted to simulation, using the ndnSIM software tool [13], 
to analyze their performance in terms of the ISR. So far, no 
study has been conducted to estimate this critical perfor-
mance measure analytically. This paper aims to bridge the 
gap in the current literature by developing a new analytical 
model for predicting the ISR in NDN over LLNs. Although 
the proposed analytical model is discussed in the context of 
LLNs [1], it can be easily adapted for other well-known tech-
nologies, such as IEEE 802.11 [22]. The model is derived for 
the square grid since this topology has been widely used in 
most existing research studies on NDN over LLNs [17–21]. 
For instance, the performance of LAFS [17], R-LF [20], 
and those in [16, 19] has been evaluated on the square grid 
topology. To the best of our knowledge, our study is the first 
to suggest an analytical model to estimate the achieved ISR 
without resorting to lengthy software simulations.

The rest of the paper is organized as follows. Section 2 
provides a brief overview of the related work on the analyti-
cal modeling of NDN. Section 3 outlines the system model 
of NDN over LLNs, while Sect. 4 describes the Carrier 
Sense Multiple Access/Collision Avoidance (CSMA/CA) 
algorithm utilized in the IEEE 802.15.4 standard. Section 5 
presents the derivation of the packet collision probability 
in IEEE 802.15.4-based networks. Subsequently, Sect. 5 
presents the derivation of the analytical model for estimat-
ing the ISR in NDN over LLNs. Section 6 validates the 
model through extensive simulations. Section 5.2 assesses 
the impact of the CSMA/CA parameters on the achieved 
ISR. Finally, Sect. 6 concludes this study and offers possible 
research extensions for the future.

2 � Related work

Most research efforts on the analytical modeling of NDN 
have focused on caching-related aspects, including cache 
decision-making, cache replacement, and cache deploy-
ment [23–27]. The work in [23] has developed analytical 
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models to compare the performance of the transport and 
routing protocols in NDN and TCP/IP. Contrarily, other 
researchers [24–26] have developed models examining the 
interaction between caching and transport in NDN. Mean-
while, the study of [27] has utilized analytical models to 
explore caching with the Least Recently Used replacement 
policy. Nonetheless, most existing studies [24–27] have 
assumed an NDN deployment over wired networks.

Abane et al. [28] have proposed an analytical model 
for the broadcast forwarding strategy in NDN over LLNs. 
They have assumed a static tree topology to simplify the 
model derivation. The model estimates the average num-
ber of packets transmitted per request, which includes the 
number of interest data exchanges and the mean round-
trip time based on content popularity considerations. The 
authors have then employed the analytical model with 
simulations to suggest an adapted version of the CSMA/
CA algorithm for NDN over LLNs.

The study of [29] has recently described a statistical 
model based on linear regression to evaluate content deliv-
ery in terms of the ISR in NDN over wired networks under 
heavy traffic conditions. To accomplish this, the authors 
in [29] have employed a factorial design approach to cre-
ate a dataset of various network parameters utilizing the 
ndnSIM simulator. The statistical model was then used to 
investigate the effects of different network parameters on 
the attained ISR.

To the best of our knowledge, hardly any study has 
proposed an analytical model for estimating ISR in NDN 
over wireless networks, whether constrained like LLNs 

or conventional mobile ad hoc networks based on IEEE 
802.11 links.

3 � System model of NDN over LLNs

Figure 1 depicts a typical NDN node comprising three data 
structures, namely the Content Store (CS), Pending Interest 
Table (PIT), and Forwarding Information Base (FIB) [10, 
11]. The CS temporarily caches data packets, allowing them 
to be stored closer to a consumer and thus enabling them to 
swiftly satisfy interest packets with fewer retransmissions to 
reach a consumer. The PIT in a given node records forwarded 
interest packets to determine corresponding data packets yet 
to reach the node. In addition, the PIT permits data packets to 
follow the reverse path to a consumer. The PIT also enables 
nodes to identify and remove duplicate packets (i.e., interests 
with the same name prefix) to avoid potential routing loops in 
the network. Lastly, the FIB is similar to a conventional rout-
ing table and is populated by a routing protocol. It contains 
name prefixes with the corresponding output interfaces (or 
faces) leading to potential data producers.

Figure 2 illustrates the processing of interest and data 
packets through a given NDN node using the CS, PIT, and 
FIB. Specifically, a consumer generates an interest packet 
to request a data item identified with a specific name prefix. 
Each node through which the interest packet passes checks 
the CS for the corresponding data. If there is a hit in the CS, 
the node sends back the data packet to the consumer without 
further transmitting the interest packet. Conversely, the node 
verifies if there is a marked entry in the PIT corresponding to 

Fig. 1   The three data structures 
found in a typical NDN node 
are the Content Store (CS), 
Pending Interest Table (PIT), 
and Forwarding Information 
Base (FIB)
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the interest packet. If there is a hit in the PIT, the node drops 
the interest packet. Otherwise, the node creates an additional 
entry in the PIT for the interest with the incoming inter-
face. The node then consults the FIB to identify the output 
face through which it can forward the interest packet. Upon 
arriving at a given node, be it the original producer or an 
intermediate node caching the required data, the node sends 
back a data packet with the requested content following the 
reverse path of the interest packet using the “breadcrumb 
trail” in the PIT at the intermediate nodes.

In NDN over LLNs, a typical node implements three pro-
tocol layers, as shown in Fig. 3. The application layer in 
consumer nodes generates interest packets to request data 
from producers. On the other hand, the application layer in 
producer nodes generates data upon the reception of interest 
packets. The application layer hands interest/data packets 
to the NDN layer, which makes forwarding decisions, to 
ensure that interest packets cross from consumers to pro-
ducers and data packets from producers to consumers. The 
NDN layer operates directly over the IEEE 802.15.4 link 

layer, which shifts interest/data packets from one node to 
the next. The data link layer consists of the Medium Access 
Control (MAC) and physical (or PHY) sublayers [1]. The 
MAC sublayer regulates access to the shared wireless 
medium through the CSMA/CA algorithm to avoid packet 
collisions. The PHY sublayer physically shifts the “bits” 
between two neighboring nodes using the wireless commu-
nication medium.

The forwarding decisions when NDN operates over IEEE 
802.15.4-based wireless networks differ from those when 
it operates over wired networks. The main reason is that 
a given node possesses only one network interface corre-
sponding to the shared wireless medium; thus, it cannot use 
different network interfaces to distinguish between its next-
hop neighbors, as in the wired case. Therefore, only broad-
cast communication is available at the data link layer without 
a mechanism, such as a source/destination address, to con-
trol packet retransmissions. Broadcast is the simplest way 
to forward packets in NDN over wireless networks. Broad-
cast is straightforward and efficient in finding data, even in 

Fig. 2   The processing of inter-
est (a) and data packets (b) in 
an NDN node using the CS, 
PIT, and FIB

(a) Processing of interest packets

(b) Processing of data packets

Fig. 3   The protocol stack in a 
typical node in NDN over LLNs
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the presence of node mobility and intermittent connectiv-
ity. However, broadcasting packets on a wireless medium 
generates communication overhead and consumes network 
resources (e.g., battery power) [14].

Many forwarding interest strategies which aim to attenu-
ate the degrading effects of broadcasting have appeared in 
the literature [14–17]. Examples of these strategies include 
DBF [14], LFBL [15], DMIF [16], and LAFS [17]. Most of 
these “optimized” strategies rely on broadcast communica-
tion combined with “timers” to reduce the number of packet 
rebroadcasts. Consequently, it is crucial to develop analytical 
models for the basic “broadcast” forwarding strategy. Such 
an analytical tool can aid in gaining a quantitative under-
standing of the performance behavior of NDN under various 
network operating conditions. Additionally, the model can 
serve as a foundation for new analytical models for other 
forwarding strategies in the future [14–17].

4 � The CSMA/CA algorithm in the IEEE 
802.15.4 standard

The IEEE 802.15.4 standard [1] specifies two versions of the 
CSMA/CA algorithm: slotted and unslotted [1]. Most stud-
ies on NDN over IEEE 802.15.4 have assumed the unslotted 
version as the default implementation [16–20]. Contrary to 
its slotted counterpart, unslotted CSMA/CA is a contention-
based protocol that requires no synchronization between 
nodes. A given node puts all packets in a FIFO queue. Before 
initiating a transmission, a node checks the availability of 
the wireless channel. If the channel is occupied, the node 
backs off for a random period and initiates a retransmission 
attempt after the backoff period expires. If a transmission is 
unsuccessful, the node will make a predetermined number 
of retransmission attempts before ultimately abandoning the 
packet.

Adopting the technical terms specified in the IEEE 
802.15.4 standard [1], a given node keeps track of the two 

variables: NB and BE. The former is the number of times the 
node has backoffed while attempting the current transmis-
sion. NB is set to 0 before every new packet transmission. 
BE is the backoff exponent and is related to the number of 
backoff periods a node must wait before re-sensing the chan-
nel. The CSMA/CA algorithm employs time units called 
backoff periods, measured by aUnitBackoffPeriod symbols 
[1]. The parameters affecting the random backoff period are 
macMinBE and macMaxBE, which are the minimum and 
maximum values of BE, respectively, while macMaxCSMA-
Backoff is the maximum value of NB. The parameters must 
satisfy the following conditions: macMinBE ≤ BE ≤ mac-
MaxBE and 0 ≤ NB ≤ macMaxCSMABackoff [1].

Figure 4 illustrates the operations of the unslotted CSMA/
CA algorithm. In step 1, NB and BE are initialized to 0 and 
macMinBE, respectively. In step 2, the MAC sublayer delays 
for a random number of complete backoff periods in the 
range 0 to 2BE − 1, and in step 3, it requests the PHY sublayer 
to perform a Clear Channel Assessment (CCA). If the chan-
nel is busy in step 4, the MAC sublayer increases NB and BE 
by one, ensuring that BE is not higher than macMaxBE. If 
the value of NB is less than or equal to macMaxBE, the algo-
rithm must return to step 2 or terminate with a CCA status. If 
the channel is idle, in step 5, the MAC sublayer starts trans-
mission immediately. Packet transmission starts when the 
backoff counter reaches zero. A collision occurs when the 
counters of two or more nodes reach zero simultaneously.

5 � The analytical model

The analytical model is based on the following assump-
tions, which have been commonly adopted in existing stud-
ies [16–20].

•	 Nodes form an nxn square grid. Adjacent nodes are 
within the communication range of each other along the 

Fig. 4   The operations of the 
unslotted CSMA/CA algorithm 
in the IEEE 802.15.4 standard

NB=0, BE= macMinBE
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X and Y directions. Communication along the diagonal 
direction cannot occur as the wireless signal carrying 
packet bits loses much power due to the longer diagonal 
distance compared to that along X/Y directions.

•	 One consumer at node (i, j), (0 ≤ i, j ≤ n − 1) , generates 
interest packets with a constant rate of f interests/second 
during a period of T seconds. Interest packets are inde-
pendent of each other and have a fixed length. Further-
more, one producer at node (i’, j’), 

(

0 ≤ i�, j� ≤ n − 1
)

 , 
generates data packets upon receiving interest packets. 
Data packets have a fixed length.

•	 The MAC sublayer employs the unslotted CSMA/CA 
algorithm of the IEEE 802.15.4 standard with the default 
settings, where macMinBE = 3, macMaxBE = 5, mac-
MaxCSMABackoff = 4 [1].

•	 The PHY sublayer of the IEEE 8022.15.4 introduces no 
transmission errors. However, packets can be lost due 
to packet collision, which occurs when adjacent nodes 
transmit packets simultaneously.

•	 The processing time of interest or data packets due to the 
protocol stack in a given node is negligible.

•	 No faults occur in the network, and nodes never run out 
of battery power.

We will develop the analytical model in two steps. In 
the first step, we will determine the probability of packet 

collision in IEEE 802.15.4-based networks employing the 
unslotted CSMA/CA algorithm. In the second step, we will 
derive the model for calculating the ISR both in the absence 
and presence of node mobility. Table 1 provides a summary 
of the symbols used in our analytical model.

5.1 � Derivation of the probability of packet collision

The probability of packet collision, which significantly 
impacts the performance of wireless networks, has been 
studied by several researchers [30–33]. The authors in [32] 
have derived an expression for the probability that a packet 
experiences a collision in IEEE 802.11-based networks. 
Moreover, the study of [33] has demonstrated that a mean 
value analysis would be adequate for obtaining good predic-
tions of the probability of packet collision. The approach 
depends on a critical approximation, assuming that each 
packet collides with a constant and independent probabil-
ity regardless of the channel status. The present study will 
adapt the derivation of [32] to capture the operations of the 
backoff procedure of the unslotted CSMA/CA algorithm 
and compute the probability of packet collision, pc , in IEEE 
802.15.4-based networks.

In the unslotted CSMA/CA algorithm of the IEEE 
802.15.4 standard [1], the backoff period is initially uni-
formly distributed between 0 and b0 =

(

2MinBE − 1
)

 . If a 

Table 1   Summary of the 
symbols used in the analytical 
model

Symbol Meaning

bi Backoff period of the ith transmission attempt

b Overall average backoff period

BE Backoff exponent
f Interest generation rate (interests/second)
ISR Interest satisfaction ratio
macMinBE Minimal value of the backoff exponent (BE)
macMaxBE Maximal value of the backoff exponent (BE)
macMaxCSMABackoff Maximum number of backoff attempts
n Number of nodes in a row/column in the square grid
NB Number of transmission attempts
NIGC Number of interest packets generated by the consumer during a given time period
NIRP Number of interest packets reaching the producer
N

′
IRP

Number of interest packets reaching the producer from within the square contain-
ing the consumer and producer

N′′
IRP

Number of interest packets reaching the producer from outside the square con-
taining the consumer and producer

NDRC Number of data packets reaching the consumer
pc Probability of packet collision
pc Probability of no packet collision
R(p) Reachability probability with the forwarding probability p at each node
T Time period (in seconds) during which the consumer generates interest packets
� Number of neighbors of a given node
ρ Normalizing term so that the probabilities sum up to unity
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node successfully transmits a packet without collision with 
a probability pc =1 − pc , in such a case, the packet expe-
riences an average backoff period of b0∕2 + 1 ; the “ + 1” 
accounts for the additional unit period a node utilizes to 
perform the CCA after the backoff period expires [1]. If 
the first transmission attempt fails, the node increases the 
backoff exponent BE by one, with the new backoff period 
uniformly distributed between 0 and b1 =

(

2BE − 1
)

 . If 
the node successfully transmits the packet on the second 
attempt with a probability pc(1 − pc) , the packet experi-
ences an average backoff period of b1∕2 + 1 . The argu-
ment could continue up to the last macMaxCSMABackoff 
permitted transmission attempts. Nonetheless, the backoff 
exponent increases until it reaches macMaxBE, with the cor-
responding backoff period uniformly distributed between  
0 and 

(

2macMaxBE − 1
)

.
For the “default” values of the unslotted CSMA/CA 

[1], the average backoff period of the first transmission 
attempt is given by

On the other hand, the average backoff period of the 
second transmission attempt is

A packet sees the same average backoff period in the third, 
fourth, and fifth transmission attempts. Thus,

Assuming transmission attempts are independent of one 
another [32], we can express the overall average backoff 
period as

where pc is the probability of packet collision and 
� = (1 − pc)∕

(

1 − p5
c

)

 ; ρ is a normalization term to ensure 
the probability of each backoff period follows a valid prob-
ability distribution.

Based on the overall average backoff period, the probabil-
ity that a node attempts to transmit a packet in an arbitrary 
instant is given by 1/b [32]. The probability, pc , that there 
is no collision during packet transmission; in other words, 
there is no other active node transmitting another packet 
during that time, is given by [32, 33]

where η is the number of neighboring nodes. Due to the 
methods utilized by interest and data packets to propa-
gate through the network in the NDN paradigm, as will 
be explained below, the number of neighboring nodes is 

(1)b0 =
(

23 − 1
)

∕2 + 1 = 4.5

(2)b1 =
(

24 − 1
)

∕2 + 1 = 8.5

(3)b4 = b3 = b2 =
(

25 − 1
)

∕2 + 1 = 16.5

(4)b = �⋅b0 + � ⋅ pc ⋅ b1 + � ⋅ p2
c
⋅b2 + � ⋅ p3

c
⋅b3 + � ⋅ p4

c
⋅ b4

(5)pc = (1 − 1∕b)
�−1

assumed η = 2. Consequently, the packet collision probabil-
ity, pc , is found to be

Equation (6) reveals that pc depends on b , whereas Eq. (4) 
reveals that b depends on pc , establishing a fixed-point for-
mulation from which the packet collision probability, pc , 
can be calculated using numerical iterative techniques [32].

5.2 � Derivation of the analytical model 
for estimating ISR

After thoroughly examining the simulation output, we 
have discovered that the producer’s location signifi-
cantly affects the achieved ISR. In contrast, the consum-
er’s location has less impact on system performance. In 
light of this observation, we will present the derivation 
of the analytical model for estimating the ISR consid-
ering different locations for the producer in the square 
grid. We assume the network nodes are not mobile in the 
first two cases. In case 1, we derive the model’s equa-
tions when the producer is at a grid corner, whereas, in 
case 2, we derive the equations when the producer is 
not at a grid corner. In case 3, we adapt the analytical 
model to handle scenarios where the producer and con-
sumer are mobile and move according to the well-known  
random waypoint mobility model [34].

Case 1: The producer is at a grid corner  To illustrate the 
derivation of the analytical model without the loss of gen-
erality, the discussion concentrates on the 6 × 6 square grid 
depicted in Fig. 5. Suppose the producer is at node (5, 5) 
while the consumer is at the diagonally opposite corner node  
(0, 0).

Figure 5 shows that nodes can communicate in two direc-
tions, “left-to-right” and “top-to-bottom,” as indicated by 

(6)pc = 1 − pc = 1 − (1 − 1∕b)

Consumer

Producer

(0, 0)

(5, 5)

(0, 1)

(1, 0) (1, 1)

(4, 5)

(5, 4)

Fig. 5   The consumer is at the corner node (0, 0), while the producer 
is at node (5, 5) in the 6 × 6 grid
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the arrows. The nodes have “directed” links so that the com-
munication pattern between neighboring nodes corresponds 
precisely to the propagation of interest packets in the grid, as 
per the NDN paradigm. It is worth noting that intermediate 
nodes can retransmit the first copy of any received interest 
packet to avoid routing loops [10, 11]; nodes discard dupli-
cate packets by inspecting the PIT and nonce field in the 
interest packets.

Let us illustrate the forwarding of interest packets in the 
square grid. When the consumer at node (0, 0) injects an 
interest packet into the network, it is received by the neigh-
boring nodes (0, 1) and (1, 0) due to the broadcast nature 
of the IEEE 802.15.4 wireless medium. Node (1, 1) does 
not receive the packet due to the longer diagonal distance 
compared to the distance along the X/Y directions. When 
node (0, 1) retransmits the interest packet, node (0, 2), node 
(1, 1), and node (0, 0) receive a copy. While nodes (0, 2) 
and node (1, 1) retransmit the interest packet, node (0, 0) 
drops the packet since it recognizes that this is a duplicate 
with a registered entry in the PIT with the same nonce field. 
Similarly, when node (1, 0) retransmits the interest packet, 
it is received by node (2, 0) and node (1, 1). Again node (1, 
1) does not retransmit the packet because node (1, 1) recog-
nizes after consulting its PIT that it has already retransmitted 
a copy that arrived from node (0, 1). The net result of this 
propagation behavior is that nodes communicate according 
to the “directed links” shown in Fig. 5. In addition, a given 
node can receive packets from two preceding neighboring 
nodes, one along the X direction and another along the Y 
direction, except for the nodes situated at either the corners 
or edges of the square grid topology.

When the consumer transmits an interest packet, each 
neighboring node that receives the first copy of the interest 
packet retransmits the copy to its neighbors. The new inter-
mediate nodes, in their turn, retransmit the packet. As a result, 
the interest packet is flooded in the network until reaching 
the producer. During the propagation through the network, 

copies of the interest packet may be lost due to collisions. 
As such, the primary step in developing the analytical model 
is determining the “reachability” probability, R(p), which is 
the probability of an interest packet generated by the con-
sumer reaching the producer. At each hop, the interest packet 
is retransmitted to the next neighboring node with a certain 
probability p along the directed links portrayed in Fig. 5.

The researchers in [35, 36] have studied the problem of 
“directed connectivity in the 2-dimensional grid.” They have 
devised a technique to compute the reachability probability, 
R(p), for a source node and a packet with a certain probabil-
ity p of being transmitted successfully between two adjacent 
nodes to reach a destination node in the 2-dimensional grid. 
R(p) is the probability that a packet sent by the source node 
(0, 0) reaches the destination node (i, j), (0 ≤ i, j ≤ n − 1) , 
through the directed links shown in Fig. 5. Notably, a given 
packet can explore all alternative paths between the source 
and destination nodes established by the directed links. 
The authors in [35, 36] have obtained closed-form expres-
sions for the reachability probability, R(p), in the 2-dimen-
sional grid of various sizes using a recursive decomposition 
approach and the well-known principle of “inclusion–exclu-
sion of combinatorics” (please refer to the appendix for an 
outline of the approach of [35, 36] for computing R(p)).

The approach of [35, 36] for computing reachability prob-
ability, R(p), is adopted to develop our analytical model. 
Consider the 6 × 6 grid of Fig. 5 again. Let the consumer 
at node (0, 0) inject an interest packet into the network to 
search for the producer at node (5, 5). Each intermediate 
node broadcasts the interest packet, enabling the interest 
packet to explore all alternative paths between the consumer 
and producer according to the directed communication pat-
tern depicted in Fig. 5. Suppose the interest packet has a 
probability p of being transmitted successfully to the next 
neighboring node. In that case, we obtain the following 
expressions for the reachability probability R(p) (we refer 
the reader to [37] to obtain equations for other grid sizes).

(7)

R(p) = −1 ⋅ p60 + 40 ⋅ p59 − 746 ⋅ p58 + 8612 ⋅ p57 − 68879 ⋅ p56 + 404608 ⋅ p55 − 1804568 ⋅ p54

+ 6225452 ⋅ p53 − 16748054 ⋅ p52 + 35097168 ⋅ p51 − 56634386 ⋅ p50 + 68530464 ⋅ p49

− 58958553 ⋅ p48 + 32203104 ⋅ p47 − 8511938 ⋅ p46 + 1876756 ⋅ p45 − 4969613 ⋅ p44

+ 4493508 ⋅ p43 − 395844 ⋅ p42 − 1122928 ⋅ p41 + 500640 ⋅ p40 − 300900 ⋅ p39 − 37042 ⋅ p38

+ 333344 ⋅ p37 + 115232 ⋅ p36 − 312920 ⋅ p35 + 50738 ⋅ p34 − 8500 ⋅ p33 − 2252 ⋅ p32

+ 26788 ⋅ p31 + 60940 ⋅ p30 − 16448 ⋅ p29 − 29233 ⋅ p28 − 37004 ⋅ p27 + 12030 ⋅ p26

+ 24812 ⋅ p25 + 7064 ⋅ p24 − 8524 ⋅ p23 − 3432 ⋅ p22 + 316 ⋅ p21 + 542 ⋅ p20 − 684 ⋅ p19

− 510 ⋅ p18 − 380 ⋅ p17 + 590 ⋅ p16 + 1040 ⋅ p15 + 490 ⋅ p14 − 560 ⋅ p13 − 630 ⋅ p12 + 252 ⋅ p10
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Owing to the broadcast nature of the wireless IEEE 
802.15.4 transmission medium, a given interest packet has 
a probability pc (given by Eq. (5)) of being transmitted 
between two neighboring nodes without experiencing a col-
lision. Consequently, the probability that an interest packet 
injected by the consumer at node (0, 0) reaches the producer 
at node (5, 5) is precisely the reachability probability R(pc ), 
where the probability, p, in the above Eq. (7) is replaced by 
the probability of no packet collision, pc.

According to the above-stated assumptions, the consumer 
generates interest packets with a constant rate of f packets/
second during T seconds. Therefore, the total number of 
interest packets generated by the consumer, NIGC, is simply

After carefully analyzing the simulation results, we have 
noticed that Eq. (7) slightly overestimates the number of 
interest packets that reach the producer. The authors in [35, 
36] have assumed “wired” links when deriving the different 
reachability probabilities for various grid networks. Conse-
quently, in wired networks, packet transmission along the 
X direction is independent of that along the Y direction. 
However, in grid networks with “wireless” IEEE 802.15.4 
links, packet transmissions along the X and Y directions are 
not independent. That is, when a node transmits a packet, it 
is broadcast along both the X and Y directions simultane-
ously due to the inherent broadcast nature of the wireless 
medium. Consequently, when a packet suffers a collision, 
it is lost along both the X and Y directions; thus, the neigh-
boring nodes along the X and Y directions do not receive a 
copy of the packet. Therefore, multiplying Eq. (7) by a factor 
pc to account for the fact that an interest packet should not 
experience a collision to be able to move along both the X 
and Y directions simultaneously yields the fraction, NIRP, of 
interest packets that reach the producer as

When the producer receives an interest packet, it responds 
by issuing a data packet. The producer generates NIRP data 
packets in total. These data packets then cross the network 
following the reverse path initially formed by the interest 
packets. Our extensive simulation experiments have shown 
that most data packets (98% or higher) manage to reach the 
consumer. As a result, we can approximate the number of 
data packets, NDRC, reaching the consumer as

Finally, ISR, which is the ratio of the total number of data 
packets, NDRC, received by the consumer and the total number 
of interest packets, NIGC, generated by the consumer, is given by

(8)NIGC = T ⋅ f

(9)NIRP = NIGC ⋅ R(pc) ⋅ pc = T ⋅ f ⋅ R(pc) ⋅ pc

(10)NDRC ≈ NIRP

(11)ISR = NDRC∕NIGC

Case 2: The producer is not at a grid corner  Suppose the 
consumer is at node (0, 0) while the producer is at any other 
location apart from the grid corner. For instance, let the pro-
ducer be at node (3, 3), as illustrated in Fig. 6. Nodes (0, 0) 
and (3, 3) form a 4 × 4 square grid highlighted by the dashed 
line in Fig. 6. By employing the approach of [35, 36], the 
expression for the reachability probability, R(p), in the 4 × 4 
grid is found to be

By following the same arguments of case 1, the num-
ber of interest packets reaching the producer at node (3, 3) 
within the 4 × 4 square grid is expressed as

The interest packets reach the producer within the 4 × 4 
square grid containing the consumer and producer by explor-
ing all the alternative paths between the consumer and the 
producer.

The probability of an interest packet not reaching the pro-
ducer within the 4 × 4 square grid containing the consumer 
and producer is (1-R(pc )) because the packet has experi-
enced a collision. Copies of the packet could reach the pro-
ducer at node (3, 3) through neighboring nodes, such as node 
(3, 4), outside the 4 × 4 square grid. Communication can 
occur in the opposite direction (i.e., from right to left) since 
when node (3, 4) retransmits the interest packet, node (3, 3) 
receives the packet for the first time. Thus, the likelihood of 
routing loops emerging is low. Consequently, the producer 
at node (3, 3) accepts the interest packet and responds by 
issuing the corresponding data packet. Therefore, the num-
ber of interest packets not reaching the producer is NIGC ⋅ 

(12)

R(p) = −1 ⋅ p24 + 12 ⋅ p23 − 56 ⋅ p22

+ 124 ⋅ p21 − 116 ⋅ p20 + 34 ⋅ p18

+ 40 ⋅ p17 + 11 ⋅ p16 − 68 ⋅ p15

− 22 ⋅ p14 + 16 ⋅ p13 + 25 ⋅ p12

+ 24 ⋅ p11 + 12 ⋅ p10

− 24 ⋅ p9 − 30 ⋅ p8 + 20 ⋅ p6

(13)N�
IRP

= NIGC ⋅ R(pc) ⋅ pc = T ⋅ f ⋅ R(pc) ⋅ pc

Consumer

Producer

(0, 0)

(5, 5)

(3, 3)

(4, 3)

(3, 4)

Fig. 6   The consumer is at node (0, 0), while the producer is at node 
(3, 3) in the 6 × 6 grid
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(1-R(pc))=T ⋅ f ⋅(1− R(pc)). Among these interest packets, a 
fraction of pc reach the producer at node (3, 3) from outside 
the 4 × 4 square grid.

The interest packets can reach the producer from a neigh-
bor located in one of the 2 × 2 squares outside the 4 × 4 
square. Figure 6 portrays (at most) three 2 × 2 squares adja-
cent to the producer and outside the 4 × 4 square contain-
ing the consumer and producer. Therefore, the number of 
interest packets reaching the producer from outside the 4 × 4 
square grid can be estimated as

where α can be 1, 2, or 3, depending on the producer’s loca-
tion in the grid; this factor accounts for the 2 × 2 squares 
adjacent to the producer and outside the larger 4 × 4 square 
containing the consumer and producer. So, the total number 
of interest packets that reach the producer is

Having computed NIRP, we use Eqs. (8) to (11) of case 1 to 
compute the ISR. Figure 7 summarizes the procedure for calcu-
lating the achieved ISR when the producer is not at a grid corner.

Case 3: The producer and consumer are mobile  In addition 
to the “static” nodes that form the square grid, the consumer 

(14)
N

��

IRP
= � ⋅ NIGC ⋅ (1 − R(pc)) ⋅ pc = � ⋅ T ⋅ f ⋅ (1 − R(pc)) ⋅ pc

(15)NIRP = N�
IRP

+ N��
IRP

and producer are two extra nodes that move within the 
square topology according to the random waypoint model 
[34]. The consumer is within a 2 × 2 square at any given 
time, as shown in Fig. 8. Similarly, the producer is within 
another 2 × 2 square. As the consumer and producer move to 
new locations across the grid topology, they move to other 
2 × 2 squares. Although the consumer and producer are usu-
ally within two different 2 × 2 squares, it may sometimes 
happen during their movement that both the consumer and 
producer are within the same 2 × 2 square. Nonetheless, the 
analysis of all these cases is still the same.

As the consumer and producer move across the square 
grid, the square formed by the consumer and producer, 
englobing the nodes between the producer and consumer 
(please refer to the square indicated by the dashed lines in 
Fig. 8), constantly changes size. For example, the square is 
small when the consumer and producer are close to each 
other. Similarly, the square is large as the two nodes move 
further apart. However, to manage the complexity of the ana-
lytical model when the consumer and producer are mobile, 
we consider only the two 2 × 2 squares containing the con-
sumer and producer, respectively; the dotted lines show the 
2 × 2 squares in Fig. 8. The simulation results below will 
confirm that our modeling approach for case 3 is still rea-
sonable and enables the analytical model to make good ISR 
predictions while simplifying the calculations considerably.

Fig. 7   The procedure for 
computing the ISR when the 
producer is not at a grid corner

Step 1: Equations 1 to 6 compute , the probability of no packet collision.

Step 2: The approach of [35, 36] computes R( ), the reachability probability.

Step 3: Equation 8 computes NIGC, the number of interest packets generated by the consumer 
during the period of T seconds.

Step 4: Equation 13 computes , the number of interest packets that reach the producer
from a neighboring node within the square containing the producer and consumer.

Step 5: Equation 14 computes , the number of interest packets that reach the producer 
from a neighboring node outside the square containing the producer and consumer.

Step 6: Equation 15 computes NIRP, the number of interest packets that reach the producer.

Step 7: Equation 10 computes NDRC, the number of data packets that reach the consumer. 

Step 8: Equation 11 computes ISR.

Fig. 8   The consumer and 
producer are mobile and in two 
different 2 × 2 squares

v

Producer

Consumer

2x2 square containing consumer

2x2 square containing producer

4x4 square containing 
consumer and producer
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We follow the steps outlined in case 2 to compute the ISR 
in the presence of mobility. However, only the 2 × 2 square 
containing the producer node is considered to calculate the 
reachability probability, R(pc ). Using the method of [35, 
36], the reachability probability, R(pc ), when the producer 
is within a 2 × 2 square, is found to be

Having obtained R(pc ), we follow the procedure depicted 
in Fig. 7 to calculate the ISR.

6 � Model validation

The proposed analytical model has been validated through 
extensive simulation experiments. To conduct the experi-
ments, we utilized the pre-existing broadcast forwarding strat-
egy available in ndnSIM 2.8 [13]. The simulations were con-
ducted on a square grid topology, where the distance between 
two adjacent nodes was 50 m along the X and Y directions. 
The IEEE 802.15.4 protocol was configured in each network 
node to facilitate a data link service to the NDN layer. Table 2 
provides a summary of the main parameters used in the simu-
lations. It is worth noting that these parameters have been 
widely used in existing research studies [16–21].

The following sections will evaluate the analytical mod-
el’s accuracy in predicting the number of interest packets 
reaching the producer and the achieved ISR. As we have 
established through simulation that 98% of the data pack-
ets generated by the producer successfully reach the con-
sumer, we will not present findings for the number of data 
packets reaching the consumer. As the producer generates 

(16)R
(

pc
)

= −1 ⋅ pc
4
+ 2 ⋅ pc

2

a data packet for each received interest packet, the num-
ber of interest packets that reach the producer reflects the 
number of data packets that reach the consumer.

Case 1: The producer is at a grid corner  In this set of experi-
ments, we have examined four network sizes, notably 4 × 4, 
6 × 6, 8 × 8, and 10 × 10 nodes, arranged in a square grid. The 
consumer is at the corner node (0, 0), whereas the producer 
is at the diagonally opposite corner. The consumer generates 
one interest packet every second.

Figure 9 depicts the results for the number of interest pack-
ets reaching the producer predicted by the analytical model and 
the simulation as a function of the network size. Specifically, 
the predictions of the analytical model are highly consistent 
with the simulation results, with an error margin not exceeding 
5% for all network sizes. Furthermore, the number of interest 
packets reaching the producer does not change as the network 
size increases. The producer’s location significantly impacts 
the number of interest packets reaching the producer, thus con-
siderably affecting the overall achieved ISR.

As the number of interest packets reaching the producer 
does not change as the network size increases, Fig. 10 illus-
trates that the ISR is constant across the different network 
sizes. When the producer and consumer are at diagonally 
opposite grid corners, the achieved ISR is approximately 
73% as the network size is varied. The ISR obtained when 
the producer is at a grid corner is lower than when it is 
elsewhere in the grid, as will be shown below. There are 
several reasons which can justify this finding. Firstly, com-
munication between adjacent nodes occurs along the X/Y 
direction. As a result, the longest distance in the network 
(i.e., the network diameter) separates the consumer and the 

Table 2   Summary of the simulation parameters

Parameters Values

MAC protocol IEEE 802.15.4
macMinBE 3
macMaxBE 5
macMaxCSMABackoff 4
Transmission bandwidth (Kbps) 256
Transmission range (m) 50
Network size (nodes) 4 × 4, 6 × 6, 8 × 8, and 10 × 10
Interest generation rate (interests/s) 1–16
Number of consumers 1
Number of producers 1
CS size (number of packets) 8
PIT size (number of entries) 8
Interest packet size (bytes) 5
Data packet size (bytes) 10
Simulation time (second) 400

Simulation

Model

Fig. 9   The number of interest packets reaching the producer versus 
the network size. The consumer is at the corner node (0, 0), while the 
producer is at the diagonally opposite corner. The consumer generates 
one interest packet per second
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producer when they are both at grid corners. Such a long 
distance increases the chance of packets experiencing a col-
lision while crossing the network. Secondly, packets encoun-
ter fewer alternative paths as they approach corners instead 
of other network regions, such as the network center. As a 
result, packets must compete for fewer network resources, 
such as channels, thus increasing their chance of experienc-
ing collisions. The collisions reduce the number of interest 
packets reaching the producer and hence the number of data 
packets reaching the consumer. This leads to a lower ISR 
than the opposite scenario when the producer is not at a 
grid corner.

Figure 11 presents the number of interest packets reach-
ing the producer, predicted by the analytical model and the 
simulation, in the 10 × 10 grid for varying interest generation 
rates. According to the figure, the predictions of the analytical 
model are in good agreement with the simulation results when 
the generation rate is lower than 14 interests/second. Further-
more, as the interest generation rate increases to 16 interests/
second, the accuracy of the analytical degrades as the discrep-
ancy between the model’s predictions and simulations grows. 
A similar trend is noticed for the ISR, as depicted in Fig. 12.

It is worth noting that as long as the interest generation 
rate does not cause the consumer to inject a new interest 
packet into the network until a data packet for the preced-
ing injected interest packet is received, the ISR remains sta-
ble. In other words, if interest packets with different names 
do not co-exist inside the network competing for network 
resources, the ISR does not change much as the interest gen-
eration rate increases.

To justify this performance behavior, let us denote by L 
the time from when the consumer injects an interest packet 
into the network to when its corresponding data packet 
reaches the consumer. We have found that as long as the 
interest generation rate is lower than 1/L, the achieved ISR 
remains relatively stable at approximately 73%. For the 
parameters adopted in our simulation experiments (and sum-
marized in Table 2), we have found that as long as the inter-
est generation rate is lower than 14 interests/second, the ISR 
remains close to 73%, as shown in Fig. 12. When the gen-
eration rate increases beyond 14, the ISR starts to decrease. 
This decrease in the ISR occurs due to interest packets with 
different names existing concurrently inside the network. 
This increases packet collisions, leading to interest packets 

Simulation 

Model 

Fig. 10   The achieved ISR versus the network size. The consumer is at 
the corner node (0, 0), while the producer is at the diagonally oppo-
site corner. The consumer generates one interest packet per second

Simulation 

Model 

Fig. 11   The number of interest packets reaching the producer versus 
the interest generation rate in the 10 × 10 grid. The consumer is at the 
corner node (0, 0), while the producer is at the opposite corner node 
(9, 9)

Simulation

Model

Fig. 12   The achieved ISR versus the interest generation rate in the 
10 × 10 grid. The consumer is at the corner node (0, 0), while the pro-
ducer is at the opposite corner node (9, 9)
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not reaching the consumer and data packets not reaching the 
producer, leading to a drop in the ISR.

The analytical model’s accuracy degrades at high inter-
est generation rates due to the assumptions and approxima-
tions that simplify the model development. For instance, the 
analytical model tends to underestimate the probability of 
packet collision as we assumed that the number of neighbors 
is two instead of four. However, as traffic becomes heavy 
inside the network, a given node may receive interest and 
data packets from all the immediate neighbors along the X 
and Y directions. Additionally, we have assumed that the 

probability of packet collision is constant and independent 
of channel status to ease the model development.

Figures 13 and 14 display the number of interest packets 
reaching the producer and the attained ISR, respectively, 
as the consumer’s diagonal location varies in the 10 × 10 
grid, and the consumer generates one interest packet every 
second. The results reveal that the number of interest pack-
ets reaching the producer is comparable to that of Fig. 9. 
Consequently, the achieved ISR is similar to that of Fig. 10, 
regardless of the consumer’s location. For instance, the real-
ized ISR is 73% when the consumer is far from the producer, 
e.g., at node (1, 1), and it remains at that percentage when 
the consumer is near the producer, e.g., at node (8, 8).

Case 2: The producer is not at a grid corner  This section will 
examine only the 10 × 10 grid since we have discovered that 
the conclusions remain relatively the same for other network 
sizes. While the consumer is at the corner node (0, 0), the 
producer’s diagonal location varies from being far from the 
consumer, e.g., at node (8, 8), to being near the consumer, 
e.g., at node (1, 1). We will report results when the consumer 
generates one interest packet every second. We have found 
that the same performance trends as in case 1 are observed 
for higher interest generation rates.

Figure 15 depicts the number of interest packets arriving 
at the producer, as anticipated by the analytical model and the 
simulation, as a function of the producer’s diagonal location. 
In Fig. 15, the X-axis depicts the producer’s diagonal loca-
tion in the grid. For instance, “11” on the X-axis indicates 
that the producer is at node (1, 1), while “22” is at node (2, 
2), and so forth. This representation on the X-axis makes 
the graph clearer and less cluttered; when the network nodes 

Simulation

Model

Fig. 13   The number of interest packets reaching the producer versus 
the consumer’s diagonal location in the 10 × 10 grid. The producer is 
at node corner (9, 9). On the X-axis, location “11” indicates that the 
consumer is at node (1, 1), while “22” indicates that the consumer is 
at node (2, 2). The consumer generates one interest packet per second

Simulation

Model

Fig. 14   The achieved ISR versus the consumer’s diagonal location in 
the 10 × 10 grid. The producer is at the corner node (9, 9). The con-
sumer generates one interest packet per second

Simulation

Model

Fig. 15   The number of interest packets reaching the producer versus 
the producer’s diagonal location in the 10 × 10 grid. The consumer is 
at the corner node (0, 0). On the X-axis, “11” represents the producer 
at node (1, 1), while “22” represents the producer at node (2, 2). The 
consumer generates one interest packet per second
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are numbered successively starting at the first row from 0 
to nxn-1, the diagonal nodes are numbered as 0, 11, 22,…, 
until 99. Figure 15 indicates that the simulation findings and 
the analytical model’s predictions agree well. More crucially, 
compared to case 1, more interest packets reach the producer. 
When the producer is not at a corner node, more neighbor-
ing nodes are available for an interest packet to reach the 
producer. Consequently, the number of data packets that can 
reach the consumer increases since the producer generates a 
data packet for each received interest packet.

Figure 16 displays the ISR findings for different produc-
er’s diagonal locations in the 10 × 10 grid. As more interest 
packets reach the producer than in case 1, a higher ISR is 
obtained in case 2. For instance, the attained ISR is approxi-
mately 81% when the producer is far from the consumer, 
e.g., at node (8, 8). In contrast, the ISR is 88% when the 
producer is close to the consumer, e.g., at node (1, 1).

We have performed additional simulation experiments by 
varying the consumer’s and producer’s diagonal locations in 
the 10 × 10 grid. Figure 17 shows the number of interest packets 
reaching the producer when the consumer generates one inter-
est packet every second. On the X-axis of Fig. 17, the abscissa 
“11–88” indicates that the consumer is at node (1, 1), while the 
producer is at node (8, 8), and so on. The results demonstrate 
how well the analytical model predicts the number of interest 
packets reaching the producer. Similarly, Fig. 18 confirms that 
the analytical model makes fairly accurate ISR predictions.

We notice that the number of interest packets reach-
ing the producer in Fig. 17 is higher than in Fig. 9. Thus, 
the attained ISR in Fig. 18 is higher than in Fig. 10 and is 
approximately 88% in most examined cases.

Case 3: The producer and consumer are mobile  In this series 
of experiments, in addition to the 10 × 10 nodes arranged 
in a square grid, there are two extra nodes containing the 
consumer and producer, respectively. The consumer and 
producer move freely in the 10 × 10 grid according to the 
random waypoint mobility model [34] with speeds ranging 
from 0 to 30 m/s, whereas the pause time is always 0. The 
consumer generates one interest packet every second.

Figure 19 presents the number of interest packets reaching 
the producer versus consumer/producer speed. The analytical 
model makes predictions that agree with simulations and are 

Simulation

Model

Fig. 16   The achieved ISR versus the producer’s diagonal location in 
the 10 × 10 grid. The consumer is at the corner node (0, 0). The con-
sumer generates one interest packet per second

Simulation

Model

Fig. 17   The number of interest packets reaching the producer versus 
the consumer’s and producer’s diagonal locations in the 10 × 10 grid. 
On the X-axis, “11–88” indicates that the consumer is at node (1, 1) 
and the producer is at node (8, 8), while “22–77” indicates that the 
consumer is at node (2, 2) and the producer at node (7, 7). The con-
sumer generates one interest packet per second

Simulation

Model

Fig. 18   The achieved ISR versus the consumer’s and producer’s diag-
onal locations in the 10 × 10 grid. The consumer generates one inter-
est packet per second
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within a 5% margin of error. We should mention that when 
there is mobility, more interest packets reach the producer 
than in the above two cases with no mobility. This causes the 
ISR to be high and over 97%, as depicted in Fig. 20.

Figure 21 shows the number of interest packets reaching 
the producer versus the interest generation rate in the 10 × 10 
grid. The consumer and producer move at a speed of 20 m/s. 
We notice that the number of interest packets reaching the 
consumer is comparable to the number of data packets reach-
ing the consumer. In other words, the consumer receives a 
data packet for most interest packets injected into the net-
work. As the generation rate of interest packets increases 

from 1 to 14 interest packets/second, the number of inter-
est packets reaching the consumer rises accordingly. How-
ever, when the generation rate exceeds 14, the number of 
interest packets reaching the consumer decreases. This is 
because packet collisions increase as traffic increases inside 
the network. Figure 22 reveals that the model correctly pre-
dicts that the ISR is relatively stable as the interest genera-
tion rate varies from 1 to 14 interests/second. However, the 
model’s accuracy degrades when the generation rate exceeds 
14 interest packets/second. This is due to the assumptions 
and approximations used to simplify the model development, 
as discussed in the analysis of the results reported above in 
Figs. 11 and 12.

Simulation

Model

Fig. 19   The number of interest packets reaching the producer versus 
consumer/producer speed. The consumer and producer are mobile. 
The consumer generates one interest packet per second

Simulation

Model

Fig. 20   The achieved ISR versus consumer/producer speed in the 
10 × 10 grid. The consumer and producer are mobile. The consumer 
generates one interest packet per second

Simulation

Model

Fig. 21   The number of interest packets reaching the producer versus 
the interest generation rate in the 10 × 10 grid. The consumer and pro-
ducer are mobile with a speed of 20 m/s

Simulation

Model

Fig. 22   The achieved ISR versus the interest generation rate in the 
10 × 10 grid. The consumer and producer are mobile with a speed of 
20 m/s
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In summary, the ISR is high in the presence of mobility 
compared to the static scenario because when the consumer 
and producer move across the grid topology, they visit new 
network regions. More crucially, interest packets can explore 
new alternative paths that may have a relatively low traf-
fic load. In addition, mobility causes the consumer and pro-
ducer nodes to get close to each other for some time. As a 
result, packets travel short distances to cross the network. 
Consequently, the probability of packet collisions decreases, 
enabling a high number of interest packets (and data pack-
ets) to reach the producer (and consumer). In contrast, in 
the absence of mobility, interest and data packets travel 
through the same paths and thus compete for the same net-
work resources (e.g., channels), increasing the likelihood of 
packet collisions which reduce the achieved ISR.

7 � The impact of the CSMA/CA parameters 
on the achieved ISR

This section will use the above analytical model to explore 
the critical interaction between the CSMA/CA parameters 
and the attained ISR in NDN over LLNs.

7.1 � Increasing the backoff period

We will demonstrate how our analytical model can be applied 
to assess the impact of increasing the backoff period on the 
achieved ISR. To do so, let us set the parameters of the unslotted 
CSMA/CA algorithm in such a way as to increase the length of 
the backoff period. For instance, let us fix the parameters mac-
MinBE = 4 and macMaxBE = 6 while macMaxCSMABackoff is 
unchanged. It is worth noting that such values are still within 
those recommended by the IEEE 802.15.4 standard [1]. With the 
new macMinBE and macMaxBE, the average backoff periods of 
the successive transmission attempts become

After replacing the above-average backoff periods in Eqs. 4 
to 6, we can compute the new probabilities pc and pc using 
numerical iterative techniques [32]. We then use these new prob-
abilities in the equations of the above analytical model to obtain 
the newly achieved ISR when the backoff period increases.

Figure 23 presents the number of interest packets reaching 
the producer for different network sizes when the consumer 

(17)b0 = (24 − 1)∕2 + 1 = 8.5

(18)b1 = (25 − 1)∕2 + 1 = 16.5

(19)b4 = b3 = b2 = (26 − 1)∕2 + 1 = 32.5

and producer are at the diagonally opposite grid corners. We 
have selected this case as it has been shown in case 1 that the 
achieved ISR is the lowest at approximately 73% compared 
to the other cases examined above. The consumer generates 
one interest packet every second. We have found that the 
conclusions remain mostly the same for higher interest gen-
eration rates. The figure shows that when the backoff period 
increases, the analytical model still reasonably forecasts the 
number of interest packets reaching the producer. Further-
more, the figure indicates that more interest packets reach 
the producer than with the default backoff period.

Figure 24 compares ISR results for the increased back-
off period against those for the default backoff period. We 
can notice that when the backoff period increases, the ISR 
jumps from 73% to around 85%. We can justify this improve-
ment in the ISR by noting that increasing the backoff period 
reduces the packet collision probability since the latter is 
inversely proportional to the length of the average backoff 
period, as revealed by Eq. (6). Consequently, more interest 
packets reach the producer, and more data packets reach the 
consumer compared to the “default” backoff period, result-
ing in the ISR exceeding 80%.

Having said the above, the downside of increasing the 
parameters macMinBE and macMaxBE is that both interest 
and data packets experience longer times before accessing 
the wireless medium due to the increased backoff period. 
As a result, the latency of the interest packets to reach the 
producer rises, and the latency of the data packets to reach 
the consumer rises. This rise, in turn, increases “network 
latency,” which is when the consumer generates an inter-
est packet until the associated data packet arrives at the 
consumer.

Simulation, Increased backoff period

Model, Increased backoff period

Simulation, Default backoff period

Model, Default backoff period

Fig. 23   The number of interest packets reaching the producer versus 
the network size. The consumer is at the corner node (0, 0), while the 
producer is at the opposite corner node (9, 9). The consumer gener-
ates one interest packet per second
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7.2 � Randomizing the backoff period

Although increasing the backoff period improves the ISR, 
this has the drawback of increasing the overall network 
latency. We will demonstrate how we can improve the ISR 
without scanting network latency. We will set the CSMA/CA 
parameters to the default values. That is macMinBE = 3 and 
macMaxBE = 5. However, a given node can randomly select 
one of the permitted backoff periods at each transmission 
attempt. The node can still perform up to macMaxCSMA-
Backoff transmission attempts. As a consequence, a mes-
sage experiences the same average backoff period in all the 
transmission attempts, and thus, we obtain the following 
expression for the average backoff periods of the different 
transmission attempts.

We can compute the new probabilities pc and pc using the 
above-average backoff periods in Eqs. (4) to (6).

Consider the network scenario where the consumer and 
producer are at opposite corners of the 10 × 10 grid. Fig-
ure 25 reveals that the analytical model still makes good 
predictions of the number of interest packets reaching the 
producer for the randomized backoff period. Furthermore, 
the number of interest packets that reach the producer is 
higher than that for the default backoff period.

(20)

b4 = b3 = b2 = b1 = b0

=
[

(23 − 1)∕2 + (24 − 1)∕2 + (25 − 1)∕2
]

∕3 + 1 = 8.835 + 1 = 9.83

Figure 26 compares the ISR results for the randomized 
backoff period against those for the default backoff period. 
Examining Figs. 26 and 24 reveals that the ISR for the rand-
omized backoff period is higher than that for the default back-
off period. Furthermore, the achieved ISR for the randomized 
backoff period is comparable to that for the increased backoff 
period. Randomizing the backoff period reduces the packet 
collision probability. Moreover, this probability for the ran-
domized backoff period is similar to that for the increased 
backoff period. Nonetheless, the main advantage of the ran-
domized backoff period is that it improves the achieved ISR 

Simulation, Increased backoff period

Model, Increased backoff period

Simulation, Default backoff period

Model, Default backoff period

Fig. 24   The achieved ISR versus network size. The consumer is at the 
corner node (0, 0), while the producer is at the opposite corner node 
(9, 9). The consumer generates one interest packet per second

Simulation, Randomized backoff window

Model, Randomized backoff window

Simulation, Default backoff window

Model, Default backoff window

Fig. 25   The number of interest packets reaching the producer versus 
network size. The consumer is at the corner node (0, 0), while the 
producer is at the opposite corner node (9, 9). The consumer gener-
ates one interest packet per second

Simulation, Randomized backoff window

Model, Randomized backoff window

Simulation, Default backoff window

Model, Default backoff window

Fig. 26   The achieved ISR versus network size. The consumer is at the 
corner node (0, 0), while the producer is at the opposite corner node 
(9, 9). The consumer generates one interest packet per second
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and maintains the benefit of not increasing network latency. In 
other words, packets experience backoff periods comparable 
to those corresponding to the default CSMA/CA parameters.

8 � Conclusions

Numerous strategies have been developed for interest for-
warding in Named-Data Networks (NDN) over Low Power 
and Lossy Networks (LLNs), based on the IEEE 802.15.4 
communication standard. The performance attributes of 
these strategies have been primarily investigated through 
simulation, using popular software like ndnSIM, due to the 
absence of analytical modeling tools. In light of this obser-
vation, this paper has proposed a novel analytical model for 
estimating the Interest Satisfaction Ratio (ISR) in NDN over 
LLNs. This research is the first to quantitatively study the 
achieved ISR in NDN over LLNs. Specifically, the model 
has been developed for broadcast forwarding strategy, which 
has been extensively explored due to its simplicity and ease 
of implementation. Moreover, most forwarding strategies, 
including BDF [14], DMIF [16], LAFS [17], and R-LF [20], 
employ “broadcasting” combined with other techniques, 
such as timers, for interest forwarding to reduce communi-
cation overhead and battery power consumption.

The development of the analytical model was achieved in 
two stages. The first stage derived the probability of packet 
collision in IEEE 802.15.4-based networks. This probabil-
ity significantly impacts the achieved ISR, as evidenced by 
the various equations of the analytical model. In the second 
stage, the model was derived considering different producer 
locations in the grid and stationary network nodes (i.e., in 
the absence of mobility). Subsequently, the analytical model 
was modified to accommodate mobility scenarios in which 
the consumer and producer move randomly according to the 
random waypoint mobility model.

Extensive simulation experiments have been conducted to 
evaluate the accuracy of the new analytical model. Based on 

the simulation results, the new model can predict the number 
of interest packets reaching the producer and the achieved 
ISR with reasonable accuracy in the three cases involving 
stationary and moving consumers and producers. The mod-
el’s prediction error is less than 5% in most examined sce-
narios. The analytical model and simulation results have also 
indicated that when there is no mobility and the producer 
is at a grid corner, the achieved ISR is well below 80%. On 
the other hand, when the producer is not at a grid corner, the 
ISR ranges between 80 and 90%. The ISR approaches 100% 
when the consumer and producer are mobile.

We have demonstrated how our analytical model can shed 
new light on the significant impact of the CSMA/CA param-
eters on the achieved ISR in NDN over LLNs. Specifically, 
our analysis, backed by simulations to verify the results, has 
shown that increasing macMinBE and macMaxBE by just 
one unit from the default values recommended by the IEEE 
802.15.4 standard reduces the probability of packet colli-
sion. Consequently, the ISR increases from 73% to over 80%, 
even when the producer is at a grid corner. Furthermore, the 
analysis has revealed that randomizing the backoff period 
improves the ISR without compromising the overall network 
latency, even when the producer is at a grid corner.

As a natural continuation of our research, we plan to 
extend our analytical model to account for multiple con-
sumers and producers within the network. We also aim to 
apply our analytical modeling approach to other forwarding 
strategies, including DBF [14] and DMIF [16].

Appendix. Computing the reachability 
probability, R(p)

This appendix briefly presents the methodology of [35, 36] 
for computing the reachability probability in 2-dimensional 
grids. Consider Fig. 6, which illustrates a 6 × 6 square with 
directed links, and suppose a packet is originated at node (0, 
0) and destined for node (5, 5). The objective is to determine 

Fig. 27   Two types of paths exist 
in the grid: serial and parallel 
paths

(a) Serial paths                                                      (b) Parallel paths

A B C

D

A C

B

Fig. 28   The 2 × 2 square is com-
posed of two parallel paths

(a) 2x2 square                                               (b) Two parallel paths

A

B

A

B C

D

B C

DA
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the reachability probability, R(p). It is the likelihood that 
the packet from the source node (0, 0) reaches the destina-
tion node (5, 5), given that each network node retransmits 
the packet to the next adjacent node with probability p. We 
assume that the probability p is uniform across all nodes. 
Moreover, each node independently decides whether or not 
to retransmit a given packet.

Despite the above assumptions, it is challenging to derive 
the reachability probability that the packet from node (0, 0) 
will reach node (5, 5). This is because to reach node (5, 5), 
the packet may pass through node (4, 5) or node (5, 4) at 
the last hop. Even if the reachability probability to node (4, 
5) and node (5, 4) are known, it will still be challenging to 
determine the reachability probability to node (5, 5) since 
the paths from node (0, 0) to node (5, 5) are not independent.

A brute force approach would examine all possible 
paths between the source and destination. However, this 
approach’s complexity is hampered by a combinatorial 
explosion due to the exponentially increasing number of 
paths as the grid grows. Furthermore, most paths share com-
mon links, making them non-independent.

To address this challenge, the authors of [35, 36] have 
developed a technique for computing the reachability 

probability in a 2-dimensional grid. They first calculated the 
reachability probability for the two fundamental paths: serial 
and parallel. These probabilities were subsequently used to 
determine the reachability probability for the 2 × 2 square and 
triangular grid. After that, the authors employed serial and 
parallel paths, 2 × 2 squares, and triangular grids as building 
blocks to create larger grids hierarchically. They combined 
their respective reachability probabilities to compute the 
reachability probability in larger grids, such as 3 × 3, 4 × 4, etc.

Let us illustrate the approach for computing the reach-
ability probabilities for “serial” and “parallel” paths. As 
depicted in Fig. 27, in a “serial” path where two directed 
links connect nodes A to C through a common node B, the 
reachability probability, R0(p) , that a packet generated by 
node A reaches node C is given by.

On the other hand, Fig. 27 b shows two “parallel” paths 
connecting node A to node C, each of which is serial. The 
reachability probability, R1(p) , can be expressed, using the 
principle of inclusion and exclusion because the two parallel 
paths are not independent, as.

(21)R0(p) = p ⋅ p = p2

(22)R1(p) = R0(p) + R0(p) − R0(p) ⋅ R0(p) = p2 + p2 − p2 ⋅ p2 = −1 ⋅ p4 + 2 ⋅ p2

The probability R1(p) can then be used to compute the 
reachability probability for the 2 × 2 square. Figure  28 
reveals that the 2 × 2 square is composed of two parallel 
paths. Consequently, the reachability probability in the 2 × 2 
square is R1(p) , given by Eq. (A.2).

The authors in [35, 36] used the serial and parallel paths, 
and the 2 × 2 square, to compose larger grids hierarchically. 
In doing so, they encountered the triangular grid when deal-
ing with larger grids. The triangular grid provides a means to 
summarize a path between two nodes at the opposite corner 
in a large grid. Figure 29 indicates that the triangular grid 
consists of two parallel paths, each is a serial path. The first 
serial path consists of a single link; thus, its reachability prob-
ability is simply p. However, the second path is serial, and its 
reachability probability is.R0(p) . Consequently, we can write 
the reachability probability of the triangular grid, RT (p) using 
the principle of inclusion and exclusion principle as

The study of [35, 36] has utilized the reachability prob-
abilities obtained from Eqs. (A.1) to (A.3) to calculate the 
reachability probability of larger grids, including 3 × 3 and 
4 × 4 squares, and so forth. It is important to note that con-
structing larger grids from fundamental components, such as 
serial paths, parallel paths, 2 × 2 squares, and triangular grids, 
requires addressing various unique scenarios separately. Due 
to the lengthy nature of explaining these cases, we refer the 
interested reader to [35, 36] for further information.
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(23)
RT (p) = p + R0(p) − p⋅R0(p) = p + p2 − p ⋅ p2 = p + p2 − p3.

Fig. 29   The triangular grid is 
composed of two parallel paths
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