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Abstract
We compute three-term semiclassical asymptotic expansions of counting functions
and Riesz-means of the eigenvalues of the Laplacian on spheres and hemispheres,
for both Dirichlet and Neumann boundary conditions. Specifically for Riesz-means
we prove upper and lower bounds involving asymptotically sharp shift terms, and we
extend them to domains of Sd .We also prove a Berezin–Li–Yau inequality for domains
contained in the hemisphere S2+.
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1 Introduction

In 1954, in the first edition of itsmonograph [38], Pólya stated his celebrated conjecture
that the leading term in Weyl’s law separates the spectrum of the Dirichlet Laplacian
from that of the Neumann Laplacian. More precisely, given � an open bounded set
in R

2, and given λk(�), μk(�) the k-th eigenvalue of the Laplace operator −� with
respectively Dirichlet and Neumann boundary conditions, Pólya conjectured that

μk+1(�) ≤ 4πk

|�| ≤ λk(�) (1)

for any k ∈ N (the inequality for λk(�) is understood for k ≥ 1). The same conjecture
has been then formulated also in higher dimensions, and for � ⊂ R

d , d ≥ 2 reads

μk+1(�) ≤ 4π2

ω
2/d
d

(
k

|�|
)2/d

≤ λk(�) (2)

for any k ∈ N, where ωd denotes the volume of the unit ball in R
d . The quantity in

the middle of (2) is the semiclassical approximation of the eigenvalues λk(�), μk(�)

since λk(�), μk(�) ∼ 4π2

ω
2/d
d

(
k

|�|
)2/d

for k → ∞, as already proved byWeyl [42]. For

this reason we say that these inequalities are asymptotically sharp (in leading order).
Pólya himself proved inequalities (1) when � is a tiling domain [37] and, while

there have been some developments in two and in higher dimensions (see e.g., [10,
16, 18, 32]), the general case remains at the moment an open problem.

On the other hand, inequalities (2) in an averaged (weaker) version,

1

k

k∑
j=1

μ j (�) ≤ d

d + 2

4π2

ω
2/d
d

(
k

|�|
)2/d

≤ 1

k

k∑
j=1

λ j (�), (3)

were actually proven for any � ⊆ R
d by Berezin [2] and Li and Yau [33] for the

Dirichlet eigenvalues and by Kröger [31] for Neumann eigenvalues. For this reason,
the first inequality in (3) is now known as Kröger inequality while the second one
as Berezin–Li–Yau inequality. Note that inequalities (3) are asymptotically sharp,
therefore Pólya’s conjecture holds in an averaged sense. We remark that inequalities
(2) on each eigenvalue can be rephrased as (reversed) bounds on the counting functions,
i.e.,

ND(z) = #{λk(�) ≤ z}, NN (z) = #{μk(�) ≤ z} ∀z ≥ 0,

while inequalities (3) on eigenvalue averages as (reversed) bounds on the first Riesz-
means, i.e.

RD
1 (z) =

∑
j

(z − λ j (�))+, RN
1 (z) =

∑
j

(z − μ j (�))+ ∀z ≥ 0.
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Here
∑
j

denotes the summation over all j ∈ N \ {0}. In other words, inequalities (2)
are equivalent to

ND(z) ≤ Lclass
0,d |�|z d

2 ≤ NN (z), (4)

while inequalities (3) are equivalent to

RD
1 (z) ≤ Lclass

1,d |�|z1+ d
2 ≤ RN

1 (z). (5)

Here Lclass
0,d , Lclass

0,d−1 are the semiclassical constants, which depend only on d (see (11)

for the precise definition). Note that in (5) the term Lclass
1,d |�|z1+ d

2 is the leading term

in the asymptotic expansion of RD
1 (z), RN

1 (z) as z → +∞.
Pólya’s conjecture (2) is in some sense justified also by the semiclassical asymptotic

expansions of the eigenvalues, which is equivalent to the expansion of the counting
functions as z → +∞:

ND(z) ∼ Lclass
0,d |�| z d

2 − 1

4
Lclass
0,d−1|∂�| z d−1

2

NN (z) ∼ Lclass
0,d |�| z d

2 + 1

4
Lclass
0,d−1|∂�| z d−1

2 .

(6)

The first term in the expansions (6)was proved byWeyl [42], who later conjectured this
two-term expansion (see [43]) that was proved only much later [30, 35] under suitable
geometric conditions.More precisely, the set of periodic points of the geodesic billiard
needs to haveLebesguemeasure zero.We refer to [39] for amore exhaustive discussion
on the history of semiclassical expansions, as well as two-term asymptotics for more
general elliptic operators. Let us mention that the analogous expansions for the (more
regular) first Riesz-mean hold under much weaker assumptions on the domain (see
e.g., [13, 14]).

From this, the natural question arises whether the semiclassical expansions with the
leading order term, or more terms as in (6), yield upper or lower bounds for all finite
z. For the counting functions ND(z), NN (z) this amounts to Pólya’s conjecture; for
the Riesz-means RD

1 (z), RN
1 (z) this corresponds to the well-known bounds by Li-Yau

[33] and Kröger [31].
In order to further understand the asymptotic behavior of the eigenvalues, sev-

eral authors investigated Weyl-sharp inequalities for Riesz-means (or equivalently for
eigenvalue averages) improving (3) with lower order terms and also reversed inequal-
ities. In this regard, we mention the works [15, 20, 24, 26, 34, 41].

While the above discussion concerns inequalities and expansions in the Euclidean
setting, a natural extension is to investigate similar questions for the Laplacian on
different manifolds, for example when � is a domain of the sphere Sd = {x ∈ R

d+1 :
|x | = 1}. There has been a growing interest in the study of the properties of domains
in manifolds for which Pólya’s conjecture does not hold, the emblematic cases being
the sphere S

d and the hemisphere S
d+ = S

d ∩ {xd+1 > 0}, d ≥ 2. The hemisphere
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S
2+ is an exception: Bérard and Besson [1] showed that Pólya’s conjecture is true

for the hemisphere, the quarter-sphere, and the eighth-sphere in dimension 2. Also,
Freitas, Mao, and Salvessa [17] carry out a careful analysis of Pólya’s conjecture on d-
dimensional spheres andhemispheres, identifyingprecise subsequences of eigenvalues
forwhich Pólya’s conjecture fails, and others forwhich it is valid.Moreover, they prove
a Pólya-type inequality with an asymptotically sharp correction term measuring how
far the eigenvalues are from the leading term in Weyl’s law. They also deduce Pólya-
type inequalities for the eigenvalues on the whole sphere in the same spirit. These
bounds suggest that a second term for the counting function N (z) for Sd should be
oscillating, but unbounded (which is expected due to the order of the remainder, which
is known, see [7, 39]). Notice that, as the sphere violates the necessary geometrical
conditions, an expansion like (6) cannot hold and is actually known to be false (cf.
[39, Example 1.2.5]). Because of this, these bounds are fundamental to provide a
better understanding of the remainder. The same conclusion can be deduced also
for hemispheres, where again the expansion (6) cannot be inferred from classical
arguments (cf. [39, Section 1.3.1]).

Considering sharp estimates of Riesz-means on domains of compact homogeneous
manifolds (in particular spheres), Strichartz [40] proved a series of asymptotically
sharp inequalities. We remark that the starting point is an observation due to Colin de
Verdière and Gallot [19] relating the Riesz-mean in a domain with that in the manifold
containing the domain. Improvements in the case of the sphere have been proved by
Ilyin and Laptev [29]. We also mention El Soufi, Harrell, Ilias, Stubbe [9] where the
authors present the so-called averaged variational principle, which is an efficient way
to recover the result of Colin de Verdière and Gallot, and apply it to bound Riesz-
means on general Riemannian manifolds, also for other types of operators [4, 6].
Related bounds for eigenvalue averages on domains of Riemannian manifolds can be
found in [8]. However we remark that for domains in a general Riemannian manifold
sharp upper or lower bounds for Riesz means are not available.

In this paper we consider specifically the Laplacian on the sphere and on the hemi-
sphere and derive asymptotics andWeyl-sharp upper and lower bound for Riesz-means
and counting functions that complement and improve those already present in the lit-
erature.

Our first aim is to investigate further terms in the asymptotic expansions for N (z)
in the case S

d and ND(z), NN (z) in the case of Sd+ in order to clarify the behavior
highlighted in [17]. We will also consider subsequent terms in the expansion of the
more regular Riesz-mean R1(z) for Sd and RD

1 (z), RN
1 (z) for Sd+. For example, for

R1(z), the second term has a sign, but contains an oscillating part (see Theorem 4.1.1).
We highlight the relation with the results in [40], where the lim-inf and lim-sup of the
remainder term for R1(z) are computed. On the other hand, on S

d+, we derive three-
term expansions both for the counting functions and the Riesz-means (see Theorems
4.2.1, 4.2.2, 4.2.3, 4.2.4). Note that RD

1 (z), RN
1 (z) have a second term which is coher-

ent with the expansion (6) even though ND(z), NN (z) do not. This behavior is the
expected one since Riesz-means present a higher regularity than counting functions.
However, smoothing out the oscillations in the expansions of counting functions, we
can see already from them what are the correct coefficients of lower order terms in the

123



Semiclassical Estimates for Eigenvalue... Page 5 of 51 280

expansions of more regular quantities. We plan to make this argument rigorous and
expand it to cover more general cases in a forthcoming paper [5].

Our results on asymptotic expansions for counting functions in some sense complete
the study of [39, §1.7] where the authors consider non-classical two-terms expansions
for the eigenvalues of the degree operator on spheres and hemispheres, namely the

operator−�+ (d−1)2

4 . Note that the analysis for this operator is somehow easier since

the energy levels are given by
(
l + d−1

2

)2
. With some effort, it is possible to recover

two-terms expansions for the eigenvalues of the Laplacian from the expansions in [39,
§1.7]. However, up to our knowledge, the three-terms expansions established in our
paper were not known.

Once precise spectral asymptotics are established, one naturally asks whether it is
possible to obtain bounds, at least for the more regular Riesz-means. For example, in
S
2 we are able to improve the lower bounds for R1(z) present in [29, 40] and derive

sharp bounds with lower order terms also for S2+. As for the higher dimensional case,
we prove upper and lower bounds for R1(z), containing an asymptotically sharp shift
(see Theorems 4.1.3 and 4.1.4). Note that the upper bound with a shift in the form of
Theorem 4.1.4 implies a Berezin–Li–Yau inequality for the shifted eigenvalues. The
case of S1 is intrinsically different, since the leading term in Weyl’s law is neither an
upper bound nor a lower bound. Nevertheless, we provide an upper bound containing
an asymptotically sharp shift (see Theorem 5.0.1).

The second aim of the present paper is to consider Berezin–Li–Yau bounds for
Dirichlet eigenvalues on domains. It is well-known that, in general, it is not possible to
bound from above the Riesz-mean RD

1 (z)with the leading term inWeyl’s law. In other
words, the first inequality in (5) in general does not hold. The natural counterexample
is a domain which is invading the whole sphere: its Dirichlet spectrum is converging to
the spectrum on the whole sphere, for which Berezin–Li–Yau inequality in the form of
the first inequality of (5) does not hold. However, bounds of Berezin–Li–Yau-typewith
a correction term can be obtained in the spirit of [19], as done in [29, 40]. In this paper
we observe that if we restrict to domains on the hemisphere S2+, then Berezin–Li–Yau
bounds do hold (see Theorems 3.2.4 and 3.2.5). Moreover, they hold for Sd+ when
d = 3, 4, 5 (see Theorem 4.2.5). For domains in S

d we complete the picture of [29,
40] by establishing Berezin–Li–Yau bounds with a shift term, which is asymptotically
sharp when the domain is Sd (see Theorem 4.1.6).

For what concerns the techniques used, to obtain the results in Sd and Sd+ wemainly
exploit the fact that in both cases the eigenvalues and theirmultiplicities are completely
known and easily described, and this in turn allows for a somewhat explicit but rather
complicated representation of any related quantity. Careful manipulations then permit
to recover in a new manner known bounds and to derive new ones. The results for
domains instead take advantage of what we proved for Sd together with the averaged
variational principle of Harrell and Stubbe (see Theorem 2.0.1, see also [25]). We
remark that there are other situations where eigenvalues and their multiplicities are
explicitly known. This is the case, for example, of compact symmetric spaces of rank
one (the sphere belongs to this family), see [27, 28]. Our techniques can be used to
treat the case of these spaces and their domains. However we believe that is is more
instructive to focus on the case of the sphere.
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The paper is organized as follows. In Sect. 2 we introduce the notation and some
preliminaries: we state the eigenvalue problems, the functional setting and the tools
needed in our analysis. Section3 contains our results in dimension 2, that is for the
sphere S

2, the hemisphere S
2+, and domains of the hemisphere. Then in Sect. 4 we

consider the d-dimensional case of the sphere S
d , its domains, and the hemisphere

S
d+. In Sect. 5 we deal with the case of the circle S1. For the sake of clarity, we have

postponed some technical results to Appendix A. In Appendix B we discuss a duality
principle for Riesz-means.

2 Preliminaries and Notation

Let Md be a d-dimensional, compact, Riemannian manifold, and let � be a domain in
Md (possibly � = Md ). We recall that � is called a domain if it is an open, bounded,
connected set. By L2(�) we denote the classical Lebesgue space of square integrable
functions. By Hm(�) we denote the standard Sobolev space of functions in L2(�)

with all weak partial derivatives up to the order m in L2(�). By Hm
0 (�) we denote

the closure of C∞
c (�) in Hm(�) with respect to its standard norm. Throughout the

paper, by N we denote the set of natural numbers including zero.
On Md we consider the (closed) eigenvalue problem for the Laplacian

− �u = λu, (7)

and on domains � ⊂ Md we consider the Dirichlet problem

{
−�u = λu, in �,

u = 0, on ∂�,
(8)

and the Neumann problem

{
−�u = λu, in �,

∂νu = 0, on ∂�.
(9)

We will understand problems (8) and (9) in their weak formulations. For problem
(8) it amounts to finding a function u ∈ H1

0 (�) and a real number λ ∈ R such that

∫
�

∇u · ∇φ = λ

∫
�

uφ, ∀φ ∈ H1
0 (�). (10)

For problem (9), the variational formulation is the same as (10) but with the energy
space H1

0 (�) replaced by H1(�).
We denote the eigenvalues of (7) as

0 = λ1 < λ2 ≤ · · · ≤ λ j ≤ · · · ↗ +∞.
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As for theDirichlet andNeumann problems (8)-(9) on domains ofMd , we shall denote
the eigenvalues by

0 < λ1(�) < λ2(�) ≤ · · · ≤ λ j (�) ≤ · · · ↗ +∞

and

0 = μ1(�) < μ2(�) ≤ · · · ≤ μ j (�) ≤ · · · ↗ +∞,

respectively. In order to ease the notation, we will omit the explicit dependence on �

when there is no possibility of confusion.
In many situations (e.g., Md = S

d , the round sphere), the eigenvalues of the
Laplacian appear as energy levels, namely, the values assumed by the eigenvalues
(without multiplicities) form a sequence which we shall denote by

0 = λ(0) < λ(1) < λ(2) < · · · < λ(l) < · · · ↗ +∞.

Each eigenvalue corresponding to an energy level λ(l), l ∈ N, has a certainmultiplicity,
which depends on d and l, and which we shall denote byml,d . To clarify the situation,
let us just consider the eigenvalues of the Laplacian on S

1, which are given by the
sequence

0, 1, 1, 4, 4, 9, 9, · · · , l2, l2, · · ·

therefore λ(l) = l2, l ∈ N, and m0,1 = 1, ml,1 = 2 for all l ≥ 1. In general m0,d = 1
for all d. If we want to enumerate the eigenvalues of S1 in increasing order, counting
multiplicities, we will denote them as λ1 = 0, λ2 = 1, λ3 = 1, λ4 = 4, λ5 = 4, etc.
Energy levels and their multiplicities are explicitly known, for example, for all the
compact symmetric spaces of rank 1 (the sphere belongs to this family), see e.g., [27,
28].

Concerning Sd and its domains, we will consider semiclassical estimates for Riesz-
means of eigenvalues, namely for

Rγ (z) =
∑
j

(z − λ j )
γ
+ ∀z ≥ 0

where γ ≥ 0, a+ denotes the positive part of a real number a, and the sum is taken
over j ∈ N. As a convention, when the summation is over all j ∈ N, we will just write
the index j at the bottom of the summation symbol. If the sum is over some subset
J ⊂ N we will write

∑
j∈J ; if the sum starts from some k0 ∈ N we will write

∑
j≥k0 .

When γ = 0, then R0(z) is just the counting function N (z) which counts the number
of eigenvalues λ j below z.

We will denote by R1(z) and N (z) the Riesz-mean and the counting function
for the whole manifold Md , namely, for problem (7). Moreover, we shall denote
by RD

1 (z), ND(z) and by RN
1 (z), NN (z) the Riesz-means and the counting functions

for the Dirichlet (8) and Neumann (9) problems on domains of Md , respectively.
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In this paper we will be interested in γ = 1, i.e., the first Riesz-mean, since
semiclassical estimates canbededuced in a very efficientwaybymeans of theaveraged
variational principle, introduced by Harrell and Stubbe in [9, 25], generalizing a work
of Kröger [31] by averaging over test functions which form a complete frame of the
underlying Hilbert space. We shall state it here for sake of completeness.

Theorem 2.0.1 Let H be a self-adjoint operator in a Hilbert space (H, 〈·, ·, 〉H), the
spectrum of which is discrete at least in its lower portion, and we denote it by

ω1 ≤ ω2 ≤ · · · ≤ ω j ≤ · · ·

with corresponding orthonormalized eigenvectors {g j } j∈N\{0}. The closed quadratic
form corresponding to H is denoted Q(ϕ, ϕ) for any ϕ in the quadratic form domain
Q(H) ⊂ H. Let f p ∈ Q(H) be a family of vectors indexed by a variable p ranging
over a measure space (M, �, σ ). Suppose thatM0 is a measurable subset ofM. Then
for any z ∈ R,

∑
j

(z − ω j )+
∫
M

∣∣〈g j , f p〉H
∣∣2 dσp ≥

∫
M0

(
z‖ f p‖2H − Q( f p, f p)

)
dσp,

provided that the integrals converge.

In particular, in the situation of Sd the averaged variational principle turns out
to be equivalent to generalizations of the Berezin–Li–Yau method, which was first
observed by Colin de Verdière and Gallot [19], and employed in various form in
Ilyin and Laptev [29] and Strichartz [40]. This application of the averaged variational
principle to recover in an efficient way the results of Strichartz [40] is contained in [9],
and it is employed not only for homogeneous spaces but for more general Riemannian
manifolds.

We shall denote by Lclass
γ,d the semiclassical constant for Laplacian eigenvalues in

dimension d, which is given by

Lclass
γ,d = (4π)−d/2 �(γ + 1)

�(γ + 1 + d/2)
. (11)

It is also convenient to recall that

Lclass
0,d |Sd | = 2

�(d + 1)
= 2

d! , Lclass
1,d |Sd | = 4

(d + 2)�(d + 1)
= 4

(d + 2)d! .

Finally, we introduce the fluctuation function ψ defined by

ψ(η) = η − �η� − 1

2
∀η ≥ 0, (12)

where �η� denotes the integer part of η.
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3 The Two-Dimensional Sphere S2 and the Hemisphere S2+

In this section we will consider semiclassical estimates for Laplacian eigenvalues in
the exceptional case of the two-dimensional sphere. In particular, we shall consider
the closed problem on S

2, the Dirichlet and Neumann problems for the hemisphere
S
2+, and on domains of S2+.

3.1 The Sphere S2

As is well-known, the energy levels of the Laplacian on S2 are given by λ(l) = l(l+1)
with corresponding multiplicities ml,2 = 2 l + 1, l ∈ N, see e.g., [3]. It is well-known
[39, 42] that Weyl’s law for the counting function of the Laplacian eigenvalues on S2

reads

N (z) = Lclass
0,2 |S2|z + o(z) = z + o(z) as z → +∞,

and, accordingly, the semiclassical limit for the first Riesz-mean R1 is

R1(z) = Lclass
1,2 |S2|z2 + o(z2) = 1

2
z2 + o(z2) as z → +∞.

Strichartz [40, (3.11)-(3.13) p. 166] proves a Weyl sharp lower bound with a cor-
rection term and a Weyl sharp upper bound for the eigenvalue means of the Laplacian
eigenvalues on S

2. These bounds are equivalent to a Weyl sharp shifted upper bound
and aWeyl sharp lower bound the first Riesz-mean R1 which we show in the following
proposition. The upper bound was also shown by Ilyin and Laptev [29]. Our technique
will allow a more careful analysis, improving these bounds in Theorem 3.1.1. For a
discussion of d > 2 and our significant improvements based on the techniques intro-
duced here, see Sect. 4.1, in particular Theorems 4.1.3 and 4.1.4 and the subsequent
remarks.

Proposition 3.1.1 For all z ≥ 0, the following bounds hold for the first Riesz-mean
R1 of the Laplacian eigenvalues on S

2:

1

2
z2 ≤ R1(z) ≤ 1

2

(
z + 1

2

)2

.

Equality in the lower bound holds if and only if z = λ(l) for some l ∈ N. For the upper
bound, equality holds if and only if z = (l + 1)2 − 1

2 ∈ [λ(l), λ(l+1)] for some l ∈ N.

Proof For the sake of simplicity, we prove the bounds for z = w(w+1)wherew ≥ 0.
We note that

R1(w(w + 1)) =
�w�∑
l=0

(2l + 1)(w(w + 1) − l(l + 1))

= 1

2
(w + �w� + 1)(w + �w� + 2)(w − �w�)(�w� + 1 − w) + 1

2
w2(w + 1)2.

(13)
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Since �w� ≤ w < �w� + 1 the first term in the right hand side of the above equation
is non-negative. Moreover, it equals zero if and only if w ∈ N, that is when w(w + 1)
equals an energy level λ(l) for some l ∈ N. For the upper boundwewrite R1 as follows

R1(w(w + 1)) = − 1

8

(
− 2(w + �w� + 1)(w − �w�) + 2�w� + 1

)2

+1

2

(
w(w + 1) + 1

2

)2

. (14)

Since

−2(w + �w� + 1)(w − �w�) + 2�w� + 1

= 2

(
�w� + 1

2

) (
�w� + 3

2

)
− 2

(
w + 1

2

)2

,

the first term in the right hand side of equation (14) is non-positive and equals zero if

w = −1

2
+

√(
�w� + 1

2

)(
�w� + 3

2

)

which has a solution w = − 1
2 +

√(
l + 1

2

) (
l + 3

2

)
in each interval [l, l + 1]. Hence,

recalling the substitution z = w(w + 1) we have that the equality in the upper bound
holds if and only if z = (l + 1)2 − 1

2 which is in the interval [λ(l), λ(l+1)]. ��
As anticipated, a careful inspection of the proof of Proposition 3.1.1 allows to

establish an improved two-sided bound for the first Riesz-mean with a sharp first
term and a second term of order z with an oscillating, but positive, coefficient, thus
improving the results of [29, 40].

Theorem 3.1.1 For all z ≥ 0, the following bounds hold for the first Riesz-mean R1
of the Laplacian eigenvalues on S

2:

1

2
z2 + 2

(
1

4
− ψ(w)2

) (
z −

√
z

2

)
≤ R1(z)

≤ 1

2
z2 + 2

(
1

4
− ψ(w)2

) (
z +

√
z

2
+ 1

2

)
,

whereψ is the fluctuation function (12) andw is defined by the relationw(w+1) = z.
Consequently, for any ε > 0:

lim
z→+∞z−ε−1/2

(
R1(z) − 1

2
z2 − 2

(
1

4
− ψ(w)2

)
z

)
= 0.

Proof It is sufficient to consider the third line of (13), substitute �w�withw−ψ(w)− 1
2 ,

and use the bounds w ≤ √
z ≤ w + 1 and |ψ | ≤ 1

2 . ��
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We remark that the lower bound is given by the first two terms of the asymptotic
expansion of R1(z) which we prove in general for d ≥ 2 (see Theorem 4.1.1), plus a
term of negative sign of (lower) order

√
z, and the upper bound is given by the same

two terms, plus a term of positive sign of (lower) order
√
z, as it is expected.

3.2 The Hemisphere S2+

Now we pass to consider the case of the two dimensional hemisphere S2+. Since the
hemisphere S2+ has a non-empty boundary, to consider problems on S2+ it is necessary
to impose boundary conditions. We will consider both the cases of Dirichlet and
Neumann boundary conditions imposed on the equator, that is problems (8) and (9)
with Md = S

2 and � = S
2+.

3.2.1 Dirichlet Laplacian

We start with the case of Dirichlet boundary condition imposed on the equator. As is
well-known, the energy levels of the Dirichlet Laplacian on S

2+ are the same of the
Laplacian on S2, that is λ(l) = l(l + 1), but with corresponding multiplicities l, where
l ∈ N \ {0}.

Since the work by Bérard and Besson [1] it is known that the eigenvalues of the
Dirichlet Laplacian on S

2+ satisfy Pólya’s conjecture. The same result, together with
many more on Pólya’s-type inequalities on spheres and hemisphere, is proved by
Freitas, Mao and Salvessa [17]. First, we provide another elementary proof of Pólya’s
conjecture for S2+.

Proposition 3.2.1 For all z ≥ 0, the counting function N D(z) for the Dirichlet Lapla-
cian on S

2+ satisfies the following inequality:

N D(z) ≤ 1

2
z. (15)

Proof As already done in previous proofs, we set z = w(w + 1) with w ≥ 0. Then
we have

ND(w(w + 1)) − w(w + 1)

2
=

�w�∑
l=1

l − w(w + 1)

2

= − (w − �w�)(w + 1 + �w�)
2

≤ 0,

that clearly proves the bound. ��

Actually, we are able to prove a two-sided bound for the counting function, where
the upper bound improves the result of Proposition 3.2.1.
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Theorem 3.2.1 For all z ≥ 0, the counting function N D(z) for the Dirichlet Laplacian
on S2+ satisfies the following inequality:

z

2

(
1 −

(
ψ(w) + 1

2

)
z−

1
2

)2

− 1

8

(
ψ(w) + 1

2

)
z−

1
2 ≤ ND(z)

≤ z

2

(
1 −

(
ψ(w) + 1

2

)
z−

1
2

)2

,

where w is defined by the relation w(w + 1) = z.

Proof We prove the inequalities for z = w(w + 1), w ≥ 0. We have

N (w(w + 1)) = �w�(�w� + 1)

2
= (w + �w� − w)(w + 1 + �w� − w)

2

= w(w + 1) − (
ψ(w) + 1

2

)
(2w + 1) + (

ψ(w) + 1
2

)2
2

.

For the upper bound it suffices to note that 2w + 1 ≥ 2
√

w(w + 1) and recall the
substitution z = w(w + 1). In fact,

w(w + 1) − (
ψ(w) + 1

2

)
(2w + 1) + (

ψ(w) + 1
2

)2
2

≤ w(w + 1)

2
−

(
ψ(w) + 1

2

)√
w(w + 1) + 1

2

(
ψ(w) + 1

2

)2

= w(w + 1)

2

(
1 −

(
ψ(w) + 1

2

)
(w(w + 1))−

1
2

)2

.

The lower bound can be proved in the same way by noting that 2w + 1 ≤
2
√

w(w + 1) + 1
4
√

w(w+1)
. ��

Remark 3.2.1 We remark that the upper bound coincides with the expression given
by the leading term in Weyl’s law plus the second and the third terms found in the
expansion (44) for ND(z) in Theorem 4.2.1 for all d ≥ 2. The lower bound coincides
with the same three terms, and the further term which one can find going further in
the asymptotic expansion of ND(z) (which is not difficult in the case d = 2).

We pass now to consider Weyl sharp upper and lower bounds for the first Riesz-
mean RD

1 . The semiclassical expansion of RD
1 reads

RD
1 (z) = Lclass

1,2 |S2+|z2 − 1

4
Lclass
1,1 |∂S2+|z3/2 + O(z)

= 1

4
z2 − 1

3
z3/2 + O(z) as z → +∞
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where the O(z) term is oscillatory and non-negative (see Theorem 4.2.2; see [12] for
Euclidean domains). Note that RD

1 admits a two-term “standard” expansion as in (6)
(the second term is a power-like function), contrarily to ND (see (44)).

Note also that the leading term in Weyl’s law is an upper bound for RD
1 and this

follows immediately from the validity of Pólya’s conjecture (Proposition 3.2.1).
In the following theorem we derive upper and lower bounds for RD

1 with also lower
order terms.

Theorem 3.2.2 For all z ≥ 0 the following bounds hold for the first Riesz-mean RD
1

of the Dirichlet Laplacian eigenvalues on S
2+:

1

4
z2 − 1

3
z

√
z + 1

4
≤ RD

1 (z) ≤ 1

4
z2 − 1

3
z

√
z + 1

4
+ 1

4
z.

Moreover, equality in the lower bound occurs if and only if z = λ(l) for some l ∈ N\{0}.

Proof As in the previous proofs, we derive the bounds for z = w(w + 1), for all
w > 0. We first note that

RD
1 (w(w + 1)) =

�w�∑
l=1

l(w(w + 1) − l(l + 1))

= −1

4
(w − �w�)2(w + �w� + 1)2

−1

6
�w�(�w� + 1)(2�w� + 1) + 1

4
w2(w + 1)2.

For the lower bound we write RD
1 as follows

RD
1 (w(w + 1)) − 1

4
w2(w + 1)2 + 1

6
w(w + 1)(2w + 1)

= −1

4
(w − �w�)2(w + �w� + 1)2

+1

6

(
w(w + 1)(2w + 1) − �w�(�w� + 1)(2�w� + 1)

)
.

We add and subtract
1

4
(w−�w�)(w+�w�+1)2 to the right hand side of the previous

equality. First we note that

−1

4
(w − �w�)2(w + �w� + 1)2 + 1

4
(w − �w�)(w + �w� + 1)2

= 1

4
(w − �w�)(1 + �w� − w)(w + �w� + 1)2.
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Moreover,

1

6
(w(w + 1)(2w + 1) − �w�(�w� + 1)(2�w� + 1))

= 1

6
(w − �w�)

(
2�w�2 + 2w2 + 2w�w� + 3w + 3�w� + 1

)

= 1

4
(w − �w�)

(
1

3
(w − �w�)2 + (w + �w�)2 + 2w + 2�w� + 2

3

)
,

and therefore

−1

4
(w − �w�)(w + �w� + 1)2

+1

6
(w(w + 1)(2w + 1) − �w�(�w� + 1)(2�w� + 1))

= 1

12
(w − �w�)

(
(w − �w�)2 − 1

)
.

Combining both we get

RD
1 (w(w + 1)) − 1

4
w2(w + 1)2 + 1

6
w(w + 1)(2w + 1)

= 1

12
(w − �w�)

(
3(1 + �w� − w)(w + �w� + 1)2 + (w − �w�)2 − 1

)

= 1

12
(w − �w�)(1 + �w� − w)

(
3(w + �w� + 1)2 − (1 + w − �w�)

)
,

which is obviously non-negative. In particular, the right hand side of the previous
equality vanishes if and only if w is a non-negative integer. Recalling the substitution
z = w(w + 1) the statement for the lower bound is proved.

Next we pass to consider the upper bound. For the sake of simplicity from now up
to the end of the proof we write w = �w� + x where x ∈ [0, 1[ denotes the fractional
part of w. We rewrite RD

1 in the following way

R1(w(w + 1)) − 1

4
w2(w + 1)2 + 1

6
w(w + 1)(2w + 1)

= 1

12
x(1 − x)

(
12�w�2 + 12�w�x + 12�w� + 3x2 + 5x + 2

)

= 1

4
(�w� + x)(�w� + 1 + x) − �w�(�w� + 1)

(
x − 1

2

)2

− x

2
(1 − 2x(1 − x)) �w� − x

12

(
3x3 + 2x2 + 1)

)
≤ 1

4
(�w� + x)(�w� + 1 + x)

which is the claimed upper bound. ��
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Remark 3.2.2 In Theorem 3.2.2 the lower bound is negative for 0 ≤ z ≤ 2 and
since RD

1 (z) = 0 for 0 ≤ z ≤ 2 one can clearly replace it by the trivial bound
0. Moreover, the upper bound in Theorem 3.2.2 also implies the Weyl-sharp upper

bound RD
1 (z) ≤ z2

2 since − 1
3 z

√
z + 1

4 + 1
4 z ≤ 0 for all z ≥ 5/16.

3.2.2 Neumann Laplacian

Next we pass to consider the case of Neumann boundary conditions. The energy levels
of the Neumann Laplacian on S

2+ are again the same of the Laplacian on S
2, that is

λ(l) = l(l + 1), but with corresponding multiplicities l + 1, where l ∈ N.
As we have done for the Dirichlet Laplacian on S2+, we showWeyl sharp upper and

lower bound for the first Riesz-mean RN
1 of the Neumann eigenvalues. The semiclas-

sical expansion of RN
1 is given by

RN
1 (z) = Lclass

1,2 |S2+|z2 + 1

4
Lclass
1,1 |∂S2+| + O(z) = 1

4
z2 + 1

3
z3/2 + O(z) as z → +∞,

where the O(z) term is oscillatory and non-negative (see Theorem 4.2.4). We have
the following two-sided bound with two sharp terms.

Theorem 3.2.3 For all z ≥ 0 the following bounds hold for the first Riesz-mean RN
1

of the Neumann Laplacian eigenvalues on S
2+:

1

4
z2 + 1

3
z

√
z + 1

4
≤ RN

1 (z) ≤ 1

4
z2 + 1

3
z

√
z + 1

4
+ z.

Moreover, equality in the lower bound occurs if and only if z = λ(l) for some l ∈ N.

Proof As in the previous proofs, we derive the bounds for z = w(w + 1), for all
w ≥ 0. By a direct computation one can verify that

RN
1 (w(w + 1)) − 1

4
w2(w + 1)2 − 1

6
w(w + 1)(2w + 1)

= (1 − 4ψ2(w))

(
w2 + 3 − 2ψ(w)

8
w + (7 − 6ψ(w))(3 − 2ψ(w))

192

)
.

(16)

The right hand side of equation (16) is clearly non-negative, and thus the lower bound
holds.Moreover, the right hand side vanishes for thosew > 0 such thatψ(w) = ±1/2,
that is when w is a natural number and hence w(w + 1) is an energy level.

For the upper bound we may assume w ≥ 1 since for w ≤ 1 we have R1(w(w +
1)) = w(w+1) and the upper bound is trivially verified. Nowwe note that 3−2ψ(w)

8 ≤
1
2 and (7−6ψ)(3−2ψ)

192 ≤ 5
14 ≤ w

2 . Hence

(1 − 4ψ2(w))

(
w2 + 3 − 2ψ(w)

8
w + (7 − 6ψ(w))(3 − 2ψ(w))

192

)

≤ w2 + w

2
+ w

2
= w(w + 1).
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That is the right hand side of equation (16) is bounded above by w(w + 1), which
concludes the proof. ��

3.2.3 Domains in S2+

Here we derive upper bounds in the spirit of Berezin–Li–Yau [2, 33] for the first
Riesz-mean of the eigenvalues of the Dirichlet Laplacian on domains � contained
in the hemisphere S2+. Namely, we prove that for these domains the leading term in
Weyl’s law is an upper bound for RD

1 , i.e., the first inequality in (5) holds.
We recall that we denote by

0 < λ1(�) < λ2(�) ≤ . . . ≤ λ j (�) ≤ . . . ↗ +∞

the eigenvalues of the Dirichlet Laplacian on �, each repeated in accordance with
its multiplicity, and by {u j } j≥1 the corresponding L2(�)-orthonormal sequence of
eigenfunctions.

We note that Strichartz [40] considered Berezin–Li–Yau-type inequalities for the
eigenvalues of the Laplacian on domains of the sphere. For general domains of the
sphere, a Berezin–Li–Yau inequality in the form of the first inequality of (5) cannot
hold since the first eigenvalue on the whole sphere is zero, and actually, the opposite
bound holds, see Proposition 3.1.1. In [40] the author proves a Berezin–Li–Yau-type
inequality with a first sharp term and with a lower order correction. The basic estimate
relies on an observation of Colin de Verdière and Gallot, already contained in [19].
We also refer to [9, 29] for equivalent approaches leading to analogous results.

The principal idea of this section in order to recover an analogue of the Berezin–Li–
Yau inequality and improve the result of [29, 40] is to get rid of the eigenvalue 0 of the
Laplacian on S2 by considering only domains � ⊂ S

2+. Note that the Berezin–Li–Yau
inequality in the form of the first inequality of (5) cannot hold in general as long as the
domain is not contained in a hemisphere, even if it is close to it. In fact, for a spherical
cap of radius π/2 + ε in S2, Pólya’s conjecture already fails for λ1.

We are now ready state our first result. Its proof is based on the averaged variational
principle (i.e., Theorem 2.0.1) with the use of the eigenfunction u j extended to zero
outside� as test functions for the Dirichlet Laplacian eigenvalues on S2+. For the sake
of clarity we have postponed two technical lemmas used in the proof to the end of this
subsection.

Theorem 3.2.4 Let � be a domain in S
2+. Then for all z ≥ 0 the following inequality

for the first Riesz-mean RD
1 of the eigenvalues of the Dirichlet Laplacian on � holds:

RD
1 (z) =

∑
j≥1

(
z − λ j (�)

)
+ ≤ 1

8π
|�|z2.

Proof The eigenfunctions of the Dirichlet Laplacian on S2+ associated with the energy
level λ(l) are the spherical harmonics Y−l−1+2h

l , where h = 1, . . . , l. We note one
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more time here that the index l is not the numbering of the eigenvalues counting
multiplicities, as it is j for λ j (�), but it is the numbering of the energy levels.

Let z ≥ 0. We apply Theorem 2.0.1 with H = L2(S2+), H = −�, Q = H1
0 (S2+),

Q(u, u) = ∫
S
2+ |∇u|2, M = N\{0}, M0 = { j ∈ N\{0} : z − λ j (�) ≥ 0}, f p = u j .

We get

∑
l≥1

l∑
h=1

(z − l(l + 1))+
∑
j≥1

∣∣∣∣
∫

�

Y−l−1+2h
l u j dS

∣∣∣∣
2

≥
∑
j≥1

(
z − λ j (�)

)
+ ,

which, since {u j }k form a complete set in L2(�), implies that

∑
l≥1

l∑
h=1

(
z − l(l + 1)

)
+

∫
�

|Y−l−1+2h
l |2 dS ≥

∑
j≥1

(
z − λ j (�)

)
+ .

Now we note that

l∑
h=1

|Y−l−1+2h
l |2 ≤

l∑
m=−l

|Ym
l |2 = 2l + 1

4π

by the addition formula for spherical harmonics (see [11, Chapter 2,§H], see also [21]),
and, accordingly we get

|�|
4π

∑
l≥1

(2l + 1)
(
z − l(l + 1)

)
+ ≥

∑
j≥1

(
z − λ j (�)

)
+ . (17)

Then the statement follows by Lemma 3.2.1 below. ��

Remark 3.2.3 Alternatively, in order to recover the above Berezin–Li–Yau bound, we
could have followed a more physical idea. Let � ⊂ S

2+. Let �̃ be the set obtained by
reflecting � at the equator. Then we consider the Dirichlet eigenvalues of � ∪ �̃ but
restricted to functions antisymmetric with respect to the equator (and the same for the
entire sphere). In this space the eigenvalues on � ∪ �̃ are of course λ j (�) with the
same multiplicities. Finally we apply the averaged variational principle of Theorem
2.0.1 as above.

Remark 3.2.4 As already pointed out, Theorem 3.2.4 cannot hold for large domains �

approaching the entire sphere for which the reversed inequality of the theorem holds
(see Proposition 3.1.1).

We also prove another upper bound for RD
1 containing lower order terms which

improves Theorem 3.2.4 when z > 1.
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Theorem 3.2.5 Let � be a domain in S
2+. Then for all z ≥ 0 the following inequality

for the first Riesz-mean RD
1 of the eigenvalues of the Dirichlet Laplacian on � holds:

RD
1 (z) =

∑
j≥1

(
z − λ j (�)

)
+ ≤ 1

8π
|�|

(
z − 1

2

)2

.

Proof The proof can be performed following the same lines of that of Theorem 3.2.4
together with the use of Lemma 3.2.2 instead of Lemma 3.2.1. ��

We conclude with the two technical lemmas we used to prove the previous results.

Lemma 3.2.1 For all z ≥ 0 the following inequality holds:

∑
l≥1

(2l + 1)
(
z − l(l + 1)

)
+ ≤ z2

2
.

Proof The proof can be performed by direct computations.
��

It is possible to improve the previous lemma adding lower order terms (see [29, Lemma
3.2]).

Lemma 3.2.2 For all z ≥ 0 the following inequality holds:

∑
l≥1

(2l + 1)
(
z − l(l + 1)

)
+ ≤ 1

2

(
z − 1

2

)2

.

Proof We prove the inequality for z = w(w + 1), w ≥ 1. For the sake of simplicity
we write w = �w� + x where x ∈ [0, 1[ denotes the fractional part of w. Then

�w�∑
l=1

(2l + 1)((�w� + x)(�w� + x + 1) − l(l + 1))+

−1

2

(
(�w� + x)(�w� + x + 1) − 1

2

)2

= −1

8
(�w�(4x − 2) + 2x(x + 1) − 1)2 ≤ 0.

��

4 The d-Dimensional Sphere Sd and the Hemisphere Sd+

The general case d ≥ 3 presents a few peculiar features: for example, Pólya’s conjec-
ture does not hold for Sd+ as shown in [17]. Actually, it should be remarked that the
two-dimensional case is the special case. In what follows we shall treat d ≥ 2.
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4.1 The Sphere Sd

We recall that the eigenvalues of the Laplacian on S
d are given as energy levels by

λ(l) = l(l + d − 1) with multiplicities ml,d = Hl,d − Hl−2,d where

Hl,d =
(
d + l

l

)
,

see e.g., [3].
The first result of this subsection is a two-term expansion for R1(z). Note that

the second term has a sign, though it contains an oscillating part. We stress the fact

that, since the sphere has no boundary, the classical second term in z
d
2 is not present

in the expansion, and the term we obtain may be regarded as a “third term” in the
semiclassical expansion. This asymptotic expansion improves the result in Strichartz
[40, Theorem 3.3 p. 168] on eigenvalue means, where the lim inf and the lim sup of the
second term was given. Moreover, in Theorems 4.1.3 and 4.1.4 below we shall prove
lower and and upper bounds on R1 corresponding to the lower and upper envelope
of the asymptotic expansion (via the estimates 0 ≤ 1

4 − ψ2 ≤ 1
4 for the fluctuation

function, see also Remark 4.1.2 below).

Theorem 4.1.1 As z tends to infinity we have the following asymptotic expansion for
the first Riesz mean R1 on S

d:

R1(z)

Lclass
1,d |Sd | z d

2 +1
= 1 + d(d + 2)

12

(
d − 2 + 6

(
1

4
− ψ2(w)

))
z−1 + o(z−1),

(18)

where w is defined by the relation w(w + d − 1) = z.

Proof We first prove that

R1(z) =
L∑

l=0

ml,d
(
z − l(l + d − 1)

)

= (2L + d)�(L + d)

(d + 2)�(L + 1)�(d + 1)
(−dL(L + d) + (d + 2)z), (19)

where L = �w�. Note that (19) can be deduced by [29, Appendix A] (see also [40,
Theorem 3.2]). We prove it here for the reader’s convenience. We start by recalling
the following well-known formula (see e.g., [22, 0.15 p.3])

m∑
k=0

(
n + k

n

)
=

(
n + m + 1

n + 1

)
(20)
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and we write

L∑
l=0

ml,d z = z

(
L∑

l=0

(
d + l

l

)
−

L∑
l=0

(
d + l − 2

l − 2

))
. (21)

Thus

L∑
l=0

ml,dl(l + d − 1) =
L∑

l=0

(
d + l

l

)
(l(l − 1) + ld)

−
L∑

l=0

(
d + l − 2

l − 2

)
((l + d)(l + d − 1) − d(l + d − 1))

=
L∑

l=0

d(d + 1)

(
d + l

l − 1

)

+
L∑

l=0

(d + 1)(d + 2)

(
d + l

l − 2

)
−

L∑
l=0

(d + 1)(d + 2)

(
d + l

l − 2

)

+
L∑

l=0

d(d + 1)

(
d + l − 1

l − 2

)
. (22)

Using (20) to compute (21) and (22), we get (19).
Since

Lclass
1,d |Sd | = 4

(d + 2)�(d + 1)
,

we get

R1(z)

Lclass
1,d |Sd |z1+d/2

= (2L + d)�(L + d)

4�(L + 1)z1+d/2 (−dL(L + d) + (d + 2)z). (23)

This proves (19). We apply the asymptotic expansions given in Appendix A for the
Gamma function (Lemma A.0.3), and the Taylor expansions of the quadratic polyno-
mials Pa,b(x) = 1 + ax + bx2 (Lemma A.0.2) with x = 1/L . First we note that

(2L + d)�(L + d)

4�(L + 1)
= Ld

(
(2 + dx)e−d (1 + dx)1/x (1 + dx)d−1/2P 1

12 , 1
288

( x
1+dx )

4 P 1
12 , 1

288
(x)

+ O(x3)

)

= Ld

(
1

2
(1 + dx

2
)P− d2

2 , 8d
3+3d4
24

(x)P (2d−1)d
2 ,

d2(2d−1)(2d−3)
8

(x) ·
P 1

12 , 1
288

( x
1+dx )

P 1
12 , 1

288
(x)

+ O(x3)

)
.

We rewrite the last term in (23) as L2(−d(d+x)+(d+2) z
L2 ). Since z = w(w+d−1)

and L is the integer part of w, we write z using the fluctuation function, which is then
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given by

ψ(w) = w − L − 1

2
,

as z = (L + ψ(w) + 1
2 )(L + d + ψ(w) − 1

2 ), and therefore

z

L2 =
(
1 +

(
ψ(w) + 1

2

)
x

) (
1 +

(
d + ψ(w) − 1

2

)
x

)
.

According to (53) and (54) of Lemma A.0.2 we have

P 1
12 , 1

288

(
x

1 + dx

)
= P 1

12 , 1
288− d

12
(x) + O(x3)

and

1

P 1
12 , 1

288
(x)

= P− 1
12 , 1

288
(x) + O(x3).

Wecompute the coefficients A, B,C of the product in (23) according to (55) of Lemma
A.0.2 as follows:

A = d

2
− d2

2
+ (2d − 1)d

2
+ 1

12
− 1

12
= d2

2
,

B = 8d3 + 3d4

24
+ d2(2d − 1)(2d − 3)

8
+ 1

288
− d

12
+ 1

288

= d(5d − 2)(3d2 − 2d + 1)

24
+ 1

144
,

and

C = d4

8
− d2

8
− d4

8
− (2d − 1)2d2

8
− 1

144
= − d2(2d2 − 2d + 1)

4
− 1

144
.

Hence the coefficient of x2 is given by

B + C = d(d − 1)(3d2 − d + 2)

24
.

Therefore we have

R1(z)

Lclass
1,d |Sd |z1+d/2

= 1

2

(
PA,B+C (x) + O(x3)

)

·
(

(d + 2)

(
1 +

(
ψ(w) + 1

2

)
x

) (
1 +

(
d + ψ(w) − 1

2

)
x

)
− d(1 + dx)

)
·
(
L2

z

)1+d/2
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= (
PA,B+C (x) + O(x3)

)

·
(
1 + ((d + 2)ψ(w) + d)x +

(
ψ(w) + 1

2

) (
1 + d

2

) (
ψ(w) − 1

2
+ d

)
x2

)
·
(
L2

z

)1+d/2

.

Next we expand

(
L2

z

)1+d/2

=
(
1 +

(
ψ(w) + 1

2

)
x

)−1−d/2 (
1 +

(
d + ψ(w) − 1

2

)
x

)−1−d/2

.

Combining all terms as above we finally get

R1(z)

Lclass
1,d |Sd |z1+d/2

= 1 + d(d + 2)

12

(
d − 2 + 6

(
1

4
− ψ2(w)

))
x2 + O(x3).

Since x2 = z−1 + O(z−3/2), the theorem is proven. ��

In view of (18), we now derive a Weyl sharp lower bound for R1(z). To do so, we
first prove the following

Lemma 4.1.1 The ratio

R1(z)

Lclass
1,d |Sd |z1+ d

2

has a unique critical point which is a strict maximum in each interval [λ(l), λ(l+1)].

Proof As before we write z = w(w + d − 1) and put L := �w�. Since

R1(w(w + d − 1)) =
L∑

l=0

ml,d
(
w(w + d − 1) − l(l + d − 1)

)

= (2L + d)�(L + d)

(d + 2)�(L + 1)�(d + 1)
(−dL2 − d2L + (d + 2)w(w + d − 1))

we get

R1(w(w + d − 1))

Lclass
1,d |Sd |w1+d/2(w + d − 1)1+d/2

= (2L + d)�(L + d)

4�(L + 1)w1+d/2(w + d − 1)1+d/2 (−dL2 − d2L + (d + 2)w(w + d − 1)).

The aim is then to show that in each interval [L, L +1], L ≥ 1, the ratio of R1 and the
leading term inWeyl’s law has a uniquemaximumw.When L = 0 the ratio is a strictly
decreasing function and singular atw = 0. For thiswefix L and putw = w(x) = L+x
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with x ∈ [0, 1[ the fractional part of w. Note that λ(L) = w(0)(w(0) + d − 1),
λ(L+1) = w(1)(w(1) + d − 1). Therefore

R1(w(w + d − 1))

Lclass
1,d |Sd |w1+d/2(w + d − 1)1+d/2

= (L + d/2)�(L + d)

�(L + 1)(L + x)1+d/2(L + x + d − 1)1+d/2 A(x), (24)

with

A(x) =
(
d

2
+ 1

)
x2 + (d + 2)

(
d − 1

2
+ L

)
x +

(
L − 1 + d

2

)
L. (25)

We consider the logarithm of the quantities in equation (24) that is

Q(x) := log

(
(L + d/2)�(L + d)

�(L + 1)

)

−
(
d

2
+ 1

)
log

(
(L + x)(L + x + d − 1)

) + log A(x).

An easy computation shows that

Q′(x) = A′(x)
A(x)

−
(
d

2
+ 1

)
2L + d − 1 + 2x

(L + x)(L + d − 1 + x)

and

Q′′(x) = A′′(x)
A(x)

− A′(x)2

A(x)2
− d + 2

(L + x)(L + d − 1 + x)

+
(
d

2
+ 1

)
(2L + d − 1 + 2x)2

(L + x)2(L + d − 1 + x)2
.

We compute the right derivatives of A and Q at x = 0 and the left derivatives at
x = 1. By (25) we have A(0) = (L − 1 + d

2 )L > 0, A′(0) = ( d2 + 1)(2 L +
d − 1) > 0 and therefore Q′(0) = d(d + 2)(2 L + d − 1)

2 L(2 L + d − 2)(L + d − 1)
> 0. Similarly,

A(1) = (L + 1 + d
2 )(L + d) > 0, A′(1) = ( d2 + 1)(2 L + d + 1) > 0 and therefore

Q′(1) = − d(d + 2)(2 L + d + 1)

2(L + 1)(2 L + d + 2)(L + d + 2)
< 0. Therefore Q(x) has (at least)

one critical point in ]L, L + 1[. We show that it is unique. Suppose Q′(x0) = 0. Since
A′(x) = ( d2 + 1)(2L + d − 1 + 2x) > 0 the condition Q′(x0) = 0 is also equivalent
to

A(x0) = (L + x0)(L + d − 1 + x0).
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Then, since A′′(x) = d + 2 and Q′(x0) = 0 we get

Q′′(x0) = d + 2

A(x0)
− d

d + 2

A′(x0)2

A(x0)2
− d + 2

A(x0)
= − d

d + 2

A′(x0)2

A(x0)2
< 0.

Hence any critical point is a strict local maximum and therefore Q(x) has exactly one
critical point in each interval ]L, L + 1[. This concludes the proof. ��

Now we are ready to prove a Weyl-sharp lower bound for R1(z). This result can
be found in Ilyin and Laptev [29], however Lemma 4.1.1 gives a new insight on the
typical behavior of Riesz-means R1 and opens the door to the improvement which we
present in Theorem 4.1.3 below, confirming thereby the study of the asymptotics for
eigenvalue sums done by Strichartz [40] (see Remark 4.1.2 below).

Theorem 4.1.2 For all z ≥ 0 the following lower bound for the first Riesz-mean R1
on Sd holds:

R1(z) ≥ Lclass
1,d |Sd | z d

2 +1. (26)

Proof From Lemma 4.1.1 we deduce that it is sufficient to prove the bound for each
z = λ(l), l ∈ N. Since the bound trivially holds for λ(0) = 0 we consider R1(λ(l+1)).
According to (23) we have

R1(λ(l+1))

Lclass
1,d |Sd |λ1+d/2

(l+1)

= (l + d/2)(l + 1 + d/2)�(l + d + 1)

�(l + 1)(l + 1)1+d/2(l + d)1+d/2 . (27)

We rewrite (l + d/2)(l + 1 + d/2) = (l + 1)(l + d) + d(d−2)
4 . Since d(d−2)

4 ≥ 0, we
therefore have the lower bound

R1(λ(l+1))

Lclass
1,d |Sd |λ1+d/2

(l+1)

≥ �(l + d + 1)

�(l + 1)(l + 1)d/2(l + d)d/2 .

Since

�(l + d + 1)

�(l + 1)
=

d∏
j=1

(l + j) =
⎛
⎝ d∏

j=1

(l + j)(l + d + 1 − j)

⎞
⎠

1/2

=
⎛
⎝ d∏

j=1

((l + 1)(l + d) + ( j − 1)(d − j))

⎞
⎠

1/2

,

we finally obtain

R1(λ(l+1))

Lclass
1,d |Sd |λ1+d/2

(l+1)

≥
⎛
⎝ d∏

j=1

(
1 + ( j − 1)(d − j)

(l + 1)(l + d)

)⎞
⎠

1/2

≥ 1.

��
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We note that, taking into account the term d(d − 2)/4 in the proof of the above
theorem (whichwe have dropped at the beginning of the estimate) we get the following
estimates for R1(z) when z = λ(l+1), improving the result of [29]:

Corollary 4.1.1 For all l ≥ 0 and d ≥ 2:

R1(λ(l+1)) ≥ Lclass
1,d |Sd | λ

d
2 +1
(l+1)

(
1 + d(d − 2)(d + 2)

12λ(l+1)

)
.

Proof Since for d = 2 the inequality has already been shown, we assume d ≥ 3. We
start from (27)

and we rewrite (l + d/2)(l + 1 + d/2) = (l + 1)(l + d) + d(d−2)
4 . Then

R1(λ(l+1))

Lclass
1,d |Sd |λ1+d/2

(l+1)

= �(l + d + 1)

�(l + 1)(l + 1)d/2(l + d)d/2

(
1 + d(d − 2)

4λ(l+1)

)
.

Writing as before

�(l + d + 1)

�(l + 1)
=

⎛
⎝ d∏

j=1

((l + 1)(l + d) + ( j − 1)(d − j))

⎞
⎠

1/2

,

we finally obtain

R1(λ(l+1))

Lclass
1,d |Sd |λ1+d/2

(l+1)

=
⎛
⎝ d∏

j=1

(
1 + ( j − 1)(d − j)

λ(l+1)

)⎞
⎠

1/2 (
1 + d(d − 2)

4λ(l+1)

)
.

We consider the function f (x) defined for x ≥ 0 by

f (x) =
(
1 + d(d − 2)

4
x

)2
⎛
⎝ d∏

j=1

(1 + ( j − 1)(d − j)x)

⎞
⎠

−
(
1 + d(d − 2)(d + 2)

12
x

)2

. (28)

We have f (0) = 0. We will show f ′(0) = 0, f ′′(0) > 0. Since obviously f ′′′(x) ≥ 0
this implies f (x) ≥ 0 for x ≥ 0 andhence the claim.Wenote f (x) = (1+Bx)2P(x)−
(1+ Ax)2 where P(x) =

d∏
j=1

(1+ a j x) denotes the polynomial given by the product.

The coefficients a j , A, B are easily identified by (28). We have

P ′(x) = P(x)
d∑
j=1

a j

1 + a j x
, P ′′(x) = P(x)

⎛
⎝ d∑

j=1

a j

1 + a j x

⎞
⎠

2

− P(x)
d∑
j=1

a2j
(1 + a j x)2

.
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Hence

f ′(x) = 2B(1 + Bx)P(x) + (1 + Bx)2P ′(x) − 2A(1 + Ax),

f ′′(x) = 2B2P(x) + 4B(1 + Bx)P ′(x) + (1 + Bx)2P ′′(x) − 2A2.

First of all, we see that

f ′(0) = 2B +
d∑
j=1

a j − 2A = 0.

The coefficient A = d(d−2)(d+2)
12 is indeed determined by this condition. Finally,

f ′′(0) = 2B2 + 4B
d∑
j=1

a j +
⎛
⎝ d∑

j=1

a j

⎞
⎠

2

−
d∑
j=1

a2j − 2A2

= 2B2 + 8B(A − B) + 4(A − B)2 − 2A2 −
d∑
j=1

a2j = 2A2 − 2B2 −
d∑
j=1

a2j .

Together with

d∑
j=1

a2j = d(d − 1)(d − 2)(d2 − 2d + 2)

30

we get

f ′′(0) = d(d − 1)(d − 2)(d + 1)(d + 2)(5d − 12)

360

which is non-negative for positive integers d proving the assertion. ��
From Corollary 4.1.1 and a careful inspection of the proof of Lemma 4.1.1 and Theo-
rem 4.1.2 we deduce the following improvement of (26), which is optimal in a suitable
sense, as we will explain in Remark 4.1.3 below.

Theorem 4.1.3 For all z ≥ 0 the following lower bound for the first Riesz-mean R1
on Sd holds:

R1(z) ≥ Lclass
1,d |Sd | z d

2 +1
(
1 + d(d − 2)(d + 2)

12z

)
. (29)

Proof The proof follows the same lines as the proof of Lemma 4.1.1, showing that the
ratio of the right-hand side and left-hand side of (29) as a function of z has exactly one
local maximum in each interval [L(L + d − 1), (L + 1)(L + d)]. Then we conclude
by Corollary 4.1.1.

��
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We turn our attention to upper bounds for R1(z). The upper bound contains a shift
term, which is again optimal in a suitable sense (see Remark 4.1.1 below).

Theorem 4.1.4 For all z ≥ 0 the following upper bound for the first Riesz-mean R1
on Sd holds:

R1(z) ≤ Lclass
1,d |Sd | (z + zd)

d
2 +1 (30)

with

zd = (2d − 1)d

12
. (31)

Proof Again, let us set z = w(w + d − 1) and L = �w�. Let b ≥ 0. We analyze the
quantity

R1(w(w + d − 1))

Lclass
1,d |Sd | (w(w + d − 1) + b)1+d/2

= (2L + d)�(L + d)

4�(L + 1) (w(w + d − 1) + b)1+d/2 (−dL(L + d) + (d + 2)w(w + d − 1)) .

(32)

We show that in each interval [L, L + 1], L ≥ 1, the ratio in (32) has a unique
maximum. When L = 0 the ratio is a strictly decreasing function and singular at
w = 0 if b = 0. For this we fix L and put w = L + x with x ∈ [0, 1[ the fractional
part of w. Note that λ(L) = w(0)(w(0) + d − 1), λ(L+1) = w(1)(w(1) + d − 1).
Therefore

R1(w(w + d − 1))

Lclass
1,d |Sd |(w(w + d − 1) + b

)1+d/2

= (L + d/2)�(L + d)

�(L + 1)
(
(L + x)(L + x + d − 1) + b

)1+d/2 A(x) (33)

with

A(x) =
(
d

2
+ 1

)
(x + L)(x + L + d − 1) − Ld(L + d)

2
.

We also define

ρ(x) := (L + x)(L + x + d − 1) + b.

Then A(x) = ( d
2 + 1

)
ρ(x) − Ld(L+d)

2 − ( d+2
2

)
b, and (33) reads as follows

R1(w(w + d − 1))

Lclass
1,d |Sd |(w(w + d − 1) + b

)1+d/2
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= (L + d/2)�(L + d)

�(L + 1)

(
d + 2

2
ρ(x)−d/2 −

(
Ld(L + d)

2
+ d + 2

2
b

)
ρ−1−d/2

)
.

(34)

The right-hand side of (34) has a unique maximum at ρb = L(L + d) + d+2
d b. It is

easy to check that λ(L) + b ≤ ρb ≤ λ(L+1) + b when b ≤ d2/2. Therefore we get the
inequality

R1(w(w + d − 1))

Lclass
1,d |Sd |(w(w + d − 1) + b

)1+d/2

≤ (L + d/2)�(L + d)

�(L + 1)

(
L(L + d) + d + 2

d
b

)−d/2

, (35)

which holds for all w ∈ [L, L + 1]. Now, we note that

�(L + d)

�(L + 1)
=

d−1∏
j=1

(L + j) =
⎛
⎝d−1∏

j=1

(L + j)(L + d − j)

⎞
⎠

1/2

=
⎛
⎝d−1∏

j=1

(
(L + d/2)2 − ( j − d/2)2

)⎞
⎠

1/2

.

Therefore we may rewrite (35) as follows:

R1(w(w + d − 1))

Lclass
1,d |Sd | (w(w + d − 1) + b)1+d/2

≤
⎛
⎝d−1∏

j=1

1 − ( j − d/2)2

(L + d/2)2

⎞
⎠

1/2 (
1 +

d+2
d b − d2

4

(L + d/2)2

)−d/2

. (36)

We see that the right-hand side of (36) is bounded above by 1 if b ≥ d3
4(d+2) . However,

here we want to show a that a choice b ≤ d3
4(d+2) also yields the upper bound 1 in (36).

For this we apply the arithmetic–geometric mean inequality to the product:

⎛
⎝d−1∏

j=1

1 − ( j − d/2)2

(L + d/2)2

⎞
⎠

1/2

≤
⎛
⎝1 − 1

d − 1

d−1∑
j=1

( j − d/2)2

(L + d/2)2

⎞
⎠

(d−1)/2

=
(
1 − d(d − 2)

12(L + d/2)2

)(d−1)/2

.
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It is now sufficient to show that the function f (t) defined by

f (t) = d − 1

2
log

(
1 − d(d − 2)

12
t

)
− d

2
log

(
1 +

(
d + 2

d
b − d2

4

)
t

)

is decreasing for t > 0 for b suitably chosen (we will use this fact with t = (L +
d/2)−2). In particular, we want to show that this is the case for b = zd = (2d−1)d

12
which will be the optimal choice. We easily compute

f ′(t) = −
d
2

(
d+2
d b − (d+2)(2d−1)

12 − d−2
12 ( d+2

d b − d2
4 ) t

)

(1 − d(d−2)
12 t)(1 + ( d+2

d b − d2
4 ) t)

.

The best choice is obviously b = zd = (2d−1)d
12 eliminating the constant term. With

this choice

f ′(t) = − d(d − 1)(d − 2)2t

24(1 − d(d−2)
12 t)(1 + ( d+2

d b − d2
4 ) t)

≤ 0.

The proof is now completed. ��
Remark 4.1.1 We remark that the shift zd in the upper bound (30) is, in a sense,
optimal. We observe that for d = 2 the upper bound coincides with the one found
in Proposition 3.1.1 for S2, which we have already shown to be sharp. For d ≥ 3,
in general we cannot find z ∈ [λ(l), λ(l+1)] such that the equality is attained in (30).
When z ∈ [λ(l), λ(l+1)] one uses the explicit form of R1(z) (as in (19)) and considers

the function f (z) = R1(z)− Lclass
1,d |Sd |(z+b)

d
2 +1. Computing f ′(z), finding z0 such

that f ′(z0) = 0, and substituting z0 in f (z), we find theminimum distance from R1(z)

to Lclass
1,d |Sd |(z + b)

d
2 +1, namely, | f (z0)|. If we want this distance to be zero, then we

must chose b = b(l). If d = 2, then b = b(l) = 1/2 for all l and this corresponds
to the optimal upper bound of Proposition 3.1.1 (see also [29, 40]). If d ≥ 3, one has
that in each interval [λ(l), λ(l+1)] the optimal shift would be given by

b(l) = d

d + 2
(4−1/d((d + 2l)(d + l − 1)!/l!)2/d − l(l + d)).

We highlight that b(l) → zd as l → +∞, so in this sense the shift zd becomes sharp
as z → ∞.

Remark 4.1.2 In [40] the author estimates the liminf and limsup of the remainder of
Weyl’s law for R1 on S

d (Theorem 3.3). These expressions agree with the two-term
Weyl’s law we have proved in Theorem 4.1.1 and with the corresponding upper and
lower bounds. In fact, the bounds of Theorems 4.1.3 and 4.1.4 are optimal since they
provide the precise envelopes for the second term of the asymptotic expansion (18).
In particular, the upper bound is obtained when ψ(w) = 0 (meaning w = �w�), and
the lower bound when ψ2(w) = 1

4 (meaning w = �w� ± 1
2 ). Here w is defined by

w(w + d − 1) = z.
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Remark 4.1.3 A consequence of the upper bound (30) is that the average of λ j + zd
satisfies a Berezin–Li–Yau lower bound. One may wonder whether the lower bound
(26) holds with a shift, namely, with z replaced by z + bd where bd = d(d−2)

6 which
is the optimal choice (this is the liminf of Strichartz, like zd is for the upper bound).
Clearly this is true for d = 2 but it is already false for d = 3. It is enough to observe

that the corresponding inequality R1(z) ≥ Lclass
1,d |Sd |(z + bd)

d
2 +1 fails for z ≤ d.

For the reader’s convenience, we restate the results of Theorems 4.1.2 and 4.1.4
in terms of inequalities for eigenvalues averages, i.e., in the form of (3). For the
equivalence between inequalities on Riesz means and averages we refer e.g., to [23].

Corollary 4.1.2 For all k ≥ 1 the following inequalities hold:

d

d + 2

4π2

ω
2/d
d

(
k

|Sd |
)2/d

− (2d − 1)d

12
≤ 1

k

k∑
j=1

λ j ≤ d

d + 2

4π2

ω
2/d
d

(
k

|Sd |
)2/d

(37)

where λ j are the eigenvalues of the Laplacian on S
d .

Remark 4.1.4 We note that for d = 2 the first inequality of (37) reads

1

k

k∑
j=1

λ j + 1

2
≥ 2πk

|S2|

which is a Berezin–Li–Yau inequality in the form (3) for the shifted eigenvalues,
namely, for λ j + 1

2 . One can rearrange this inequality and re-write it as

1

k + 1

k+1∑
j=1

λ j ≥ 2πk

|S2|

which is a Berezin–Li–Yau inequality with a shift in the index. One may ask whether
also for d > 2 there is a Berezin–Li–Yau lower bound for averages with a shift in
the index. From Theorem 4.1.1 however we see that the second term of R1(z) is of
order zd/2, which, after Legendre transforming yields the expression already found by
Strichartz in [40, Theorem 3.3]:

1

k

k∑
j=1

λ j = d

d + 2
Cd

(
k

|Sd |
) 2

d − R(k) (38)

with lim sup R(k) = d(2d−1)
12 . Assume that for some N ∈ N the following inequality

holds for k ≥ N :

1

k

k∑
j=1

λ j ≥ d

d + 2
Cd

(
k − N

|Sd |
) 2

d

. (39)
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We get, combining (38) and (39),

d

d + 2
Cd

(
k

|Sd |
) 2

d
(
1 −

(
1 − N

k

) 2
d
)

− R(k) ≥ 0. (40)

Taking a subsequence kn → +∞ such that R(kn) → d(2d−1)
12 in (40) we get a

contradiction when d ≥ 3, while the inequality is possible for d = 2 when N ≥ 1.
This remark motivates the fact that in the non flat case, we should look at Berezin–Li–
Yau inequalities for the shifted eigenvalues, where the shift is related to the curvature
of the space.

We conclude this section with a three-term asymptotic expansion for the counting
function N (z).

Theorem 4.1.5 As z → ∞ we have the following asymptotic expansion for the count-
ing function N on S

d:

N (z)

Lclass
0,d |Sd |z d

2

= 1 − Lclass
0,d−1

Lclass
0,d

|∂Sd+|
|Sd | ψ(w)z−

1
2 + d(d − 1)(12ψ2(w) + 2d − 1)

24
z−1

+O(z−
3
2 ). (41)

Herew is defined byw(w+d−1) = z and |∂Sd+| denotes the measure of the boundary
of the hemisphere.

Proof The proof follows from the identity N (z) = ND(z) + NN (z), where ND(z)
and NN (z) are the counting functions for the Dirichlet and Neumann Laplacian on
the hemisphere S

d+. We prove the corresponding three-term expansions in Theorem
4.2.1 and 4.2.3 in the next section. ��

It is interesting to see that the second term is oscillatory, but it is not bounded: along

suitable subsequences it behaves like±z
d
2 − 1

2 . This is natural as this is the correct order
of the remainder after the first term, see [7, 39]. This also provides an interpretation
of the results of [17, Theorem F] for the eigenvalues on the whole sphere. Note that
in [39], the authors present a quasi-Weyl formula in the case of manifolds or domains
not satisfying the geometric conditions ensuring the existence of a second term of the

form c1z
d−1
2 . They present the explicit example of−�+ (d−1)2

4 ( [39, Examples 1.2.5,

1.7.1 and 1.7.11]). The eigenvalues are given as energy levels
(
l + d−1

2

)2
(they are

λ(l) + (d−1)2

4 , with multiplicities ml,d ). For such eigenvalues, a two-term quasi-Weyl
formula in the sense of [39, Formula (1.7.5)] does hold, and the function Q which
describes the behavior of the second term in [39, Formulas (1.7.4)-(1.7.5)] agrees with
the second term of (41).
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4.1.1 Domains in Sd

Here we derive upper bounds in the spirit of Berezin–Li–Yau [2, 33] for the first Riesz-
mean of the eigenvalues of the Dirichlet Laplacian on domains � of Sd . We denote
by

0 < λ1(�) < λ2(�) ≤ . . . ≤ λ j (�) ≤ . . . ↗ +∞
the eigenvalues of the Dirichlet Laplacian on �, each repeated in accordance with its
multiplicity, and by {u j } j≥1 the corresponding L2(�)-orthonormal sequence of eigen-
functions. In [40] the author establishes Berezin–Li–Yau-type inequalities for domains
of S2 (see also [29]), and provides an expansion for RD

1 in the higher dimensional case,
highlighting the sharp behavior of the remainder. Here we establish a Berezin–Li–Yau
inequality with a shift term in any dimension, which coincides with that proved in
[29, 40] when d = 2, and which contains a shift term which is asymptotically sharp
when � = S

d , see Remark 4.1.1. In particular, the “generalized conjecture of Pólya”
stated in [8, Formula (1.11)] holds for the sphere in a stronger form: the correct shift
constant is zd and not d2/4 as conjectured in [8] (this was clear for d = 2 by [40]).

The proof is based on the averaged variational principle and is in the spirit of that
of Theorem 3.2.4.

Theorem 4.1.6 Let � be a domain in S
d . Then for all z ≥ 0 the following inequality

for the first Riesz-mean RD
1 of the eigenvalues of the Dirichlet Laplacian on � holds:

RD
1 (z) =

∑
j≥1

(z − λ j (�))+ ≤ Lclass
1,d |�|(z + zd)

d
2 +1

with zd = (2d−1)d
12 . Equivalently, the following inequality holds for all k ≥ 1:

1

k

k∑
j=1

λ j (�) ≥ d

d + 2

4π2

ω
2/d
d

(
k

|�|
)2/d

− zd .

Proof The proof follows the same lines as that of Theorem 3.2.4. The eigenfunctions
of the Laplacian on S

d associated with the energy level λ(l) = l(l + d − 1) are the
spherical harmonics Ym

l , wherem = 1, . . . ,ml,d . Let z ≥ 0. We apply Theorem 2.0.1
with H = L2(Sd), H = −�, Q = H1(Sd), Q(u, u) = ∫

Sd
|∇u|2, M = N \ {0},

M0 = { j ∈ N\{0} : z −λ j (�) ≥ 0}, f p = u j . Following the proof of Theorem 3.2.4
we obtain

|�|
|Sd | R1(z) ≥ RD

1 (z),

where R1(z) = ∑
l ml,d(z − l(l + d − 1))+ is the first Riesz mean for the whole Sd .

The upper bound for RD
1 follows then from Theorem 4.1.4. By Legendre transforming

the inequality for RD
1 we get the inequality on the average (see Corollary 4.1.2, see

also [23]). ��
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Remark 4.1.5 Concerning the Neumann eigenvalues, it has been shown by Ilyin and
Laptev [29] that any domain of Sd satisfies a Kröger-type bound, namely, the lead-
ing term in Weyl’s law is a lower bound for RN

1 = ∑
j≥1(z − μ j (�))+. This is a

consequence of the fact that

∑
j≥1

(z − μ j (�))+ ≥ |�|
|Sd |

∑
l≥0

ml,d(z − l(l + d − 1))+

which is proved in [29] (or can be easily deduced as an application of the averaged
variational principle as for (17)), and from the inequality (26). However, from our
improved inequality (29), we can improve the result for domains in S

d . Namely, for
any domain � in Sd we have

RN
1 (z) =

∑
j≥1

(z − μ j (�))+ ≥ Lclass
1,d |�|z d

2 +1
(
1 + d(d − 2)(d + 2)

12z

)
.

4.2 The Hemisphere Sd+

In this subsection we shall consider the eigenvalues of the Dirichlet and Neumann
Laplacian on the hemisphere Sd+. In particular, we will compute three-term expansions
for ND, RD

1 , NN , RN
1 .

4.2.1 The Dirichlet Laplacian

The eigenvalues are of the form λ(l) = l(l + d − 1), l ∈ N \ {0}, with multiplicities
mD

l,d given by

mD
l,d =

(
d + l − 2

d − 1

)
. (42)

The counting function ND(z) is easily computed.Again letw be defined by the relation
z = w(w + d − 1) and L = �w� be the integer part of w. Then

ND(z) =
L∑

l=1

mD
l,d = �(d + L)

�(L)�(d + 1)
. (43)

Since the hemisphere does not satisfy the billiard condition, the counting function

ND does not admit an expansion with just a power-like surface term of order z
d−1
2

after the leading term in Weyl’s law as in (6). This is explained in [39], and a major
consequence is the failure of Pólya’s conjecture, as pointed out in [17].

We prove here a three-term asymptotic expansion for ND and we show that the
second termcontains oscillations, but, at any rate, it has a sign. In fact, it is non-positive.
Moreover, the third term is oscillating but again, it has a sign and it is non-negative.
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Moreover, it is strictly positive along the sequences where the second term vanishes.
This explains the failure of Pólya’s conjecture along certain sequences of eigenvalues,
as pointed out in [17, Theorem A]. The second and third terms should be instead
compared with the sharp corrections to the Pólya’s inequality proved in [17, Theorems
B, C, D].

Theorem 4.2.1 As z → ∞ we have the following asymptotic expansion for the count-
ing function N D of the Dirichlet Laplacian eigenvalues on S

d+:

N D(z)

Lclass
0,d |Sd+| z d

2

= 1 − 1

4

Lclass
0,d−1

Lclass
0,d

|∂Sd+|
|Sd+| (1 + 2ψ(w)) z−1/2

+ d(d − 1)

2

((
1

2
+ ψ(w)

)2

+ d − 2

6

)
z−1 + O(z−3/2)

(44)

or equivalently

N D(z)

Lclass
0,d |Sd+| z d

2

= 1 − d(1 + 2ψ(w))

2
z−1/2

+ d(d − 1)

2

((
1

2
+ ψ(w)

)2

+ d − 2

6

)
z−1 + O(z−3/2).

Here w is defined by the relation w(w + d − 1) = z.

Proof As in the proof of Theorem 4.1.1 for Sd , we set L = �w� and we expand in
x = 1/L . From (43) we have

ND(z)

Lclass
0,d |Sd+| z d

2

= �(L + d)

�(L)
z−

d
2 . (45)

Moreover,

�(L + d)

�(L)
= Ld

(
P− d2

2 , 8d
3+3d4
24

(x)P (2d−1)d
2 ,

d2(2d−1)(2d−3)
8

(x) ·
P 1

12 , 1
288

( x
1+dx )

P 1
12 , 1

288
(x)

+ O(x3)

)
.

According to (53) and (54) of Lemma A.0.1, we have

P 1
12 , 1

288

(
x

1 + dx

)
= P 1

12 , 1
288− d

12
(x) + O(x3)

and

1

P 1
12 , 1

288
(x)

= P− 1
12 , 1

288
(x) + O(x3).
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Wecompute the coefficients A, B,C of the product in (45) according to (55) of Lemma
A.0.2 as follows:

A = −d2

2
+ (2d − 1)d

2
+ 1

12
− 1

12
= d(d − 1)

2
,

B = 8d3 + 3d4

24
+ d2(2d − 1)(2d − 3)

8
+ 1

288
− d

12
+ 1

288

= d(5d − 2)(3d2 − 2d + 1)

24
+ 1

144

and

C = d2(d − 1)2

8
− d4

8
− (2d − 1)2d2

8
− 1

144
= − d3(2d − 1)

4
− 1

144
.

Hence the coefficient of x2 is given by

B + C = d(d − 1)(d − 2)(3d − 1)

24
.

Therefore

ND(z)

Lclass
0,d |Sd+| z d

2

=
(
PA,B+C (x) + O(x3)

) ( z

L2

)−d/2
.

Since z = w(w + d − 1) = (ψ(w) + 1
2 + L)(ψ(w) − 1

2 + d + L) we have

( z

L2

)−d/2 =
(
1 + (d + 2ψ(w))x +

(
ψ(w) + 1

2

)(
d + 1

2
− ψ(w)

)
x2

)−d/2

= 1 − d

2
(d + 2ψ(w))x + d

8
((d + 1)(2ψ(w) + d)2 + (d − 1)2)x2

+O(x3) =: 1 + αx + βx2 + O(x3).

Now

PA,B+C (x)Pα,β(x) = PA′,B′+C ′(x)

with

A′ = A + α, B ′ = B + C + β, C ′ = Aα.

We compute

A′ = −d(1 + 2ψ(w))

2
, C ′ = −d2(d − 1)(d + 2ψ(w))

4
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and

B ′ + C ′ = d

12

(
6(d + 1)(ψ(w) + 1/2)2 + (d − 1)(d + 6ψ(w) + 1)

)
.

Finally, in order to reconvert x = 1/L into the variable z we use

L =
√
z +

(
d − 1

2

)2

− d − 1

2
−

(
ψ(w) + 1

2

)

and therefore

1

L
= z−

1
2 + d + 2ψ(w)

2
z−1 + O(z−

1
2 ).

Inserting the first two terms PA′,B′+C ′(x) we obtain that the coefficient of z−1 is given
by

B ′ + C ′ + A′ d + 2ψ(w)

2
= d(d − 1)

2

(
(
1

2
+ ψ(w))2 + d − 2

6

)
,

proving the theorem. ��

On the other hand one may expect that, similarly to the Euclidean setting, the more
regular Riesz-mean RD

1 (z) admits an expansion with a surface term after the leading
term in Weyl’s law as in (6), that is,

RD
1 (z) ∼ Lclass

1,d |Sd+| z d
2 +1 − 1

4
Lclass
1,d−1|∂Sd+| z d

2 + 1
2

as z goes to infinity. Note that

Lclass
1,d |Sd+| = 2

(d + 2)�(d + 1)

and

Lclass
1,d−1|∂Sd+| = Lclass

1,d−1|Sd−1| = 4

(d + 1)�(d)
.

We prove the following theorem stating that RD
1 (z) has a second term of order z

d
2 + 1

2 ,
and a third term, of negative sign, which includes an oscillatory part.

Theorem 4.2.2 As z → ∞ we have the following asymptotic expansion for the first
Riesz-mean RD

1 of the Dirichlet Laplacian eigenvalues on S
d+:
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RD
1 (z)

Lclass
1,d |Sd+| z d

2 +1
= 1 − 1

4

Lclass
1,d−1

Lclass
1,d

|∂Sd+|
|Sd+| z−1/2

+d(d + 2)

2

(
1

4
− ψ2(w) + d − 2

6

)
z−1 + O(z−3/2)

or, equivalently,

RD
1 (z)

Lclass
1,d |Sd+| z d

2 +1
= 1 − d(d + 2)

2(d + 1)
z−1/2

−d(d + 2)

2

(
1

4
− ψ2(w) + d − 2

6

)
z−1 + O(z−3/2).

Here w is defined by the relation w(w + d − 1) = z.

Proof As before, we set L = �w� and x = 1/L . One easily computes the Riesz-mean
as in the case of Sd (see Theorem 4.1.1)

RD
1 (z)

Lclass
1,d |Sd+| z d

2 +1
= d + 2

2

�(L + d)

�(L)

(
z − d(L + d)(L(d + 1) + 1)

(d + 1)(d + 2)

)
z−1− d

2 .

(46)

As in the proof of Theorem 4.1.1, we expand

�(L + d)

�(L)
= Ld

(
P− d2

2 , 8d
3+3d4
24

(x)P (2d−1)d
2 ,

d2(2d−1)(2d−3)
8

(x) ·
P 1

12 , 1
288

( x
1+dx )

P 1
12 , 1

288
(x)

+ O(x3)

)

as well as

z − d(L + d)(L(d + 1) + 1)

(d + 1)(d + 2)
= L2

(
z

L2 − d(1 + dx)(1 + x
d+1 )

(d + 2)

)
.

According to (53) and (54) of lemma A.0.1 we have

P 1
12 , 1

288

(
x

1 + dx

)
= P 1

12 , 1
288− d

12
(x) + O(x3)

and

1

P 1
12 , 1

288
(x)

= P− 1
12 , 1

288
(x) + O(x3).

Wecompute the coefficients A, B,C of the product in (46) according to (55) of Lemma
A.0.2 as follows:

A = −d2

2
+ (2d − 1)d

2
+ 1

12
− 1

12
= d(d − 1)

2
,
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B = 8d3 + 3d4

24
+ d2(2d − 1)(2d − 3)

8
+ 1

288
− d

12

+ 1

288
= d(5d − 2)(3d2 − 2d + 1)

24
+ 1

144
,

and

C = d2(d − 1)2

8
− d4

8
− (2d − 1)2d2

8
− 1

144
= − d3(2d − 1)

4
− 1

144
.

Hence the coefficient of x2 is given by

B + C = d(d − 1)(d − 2)(3d − 1)

24
.

Therefore we have

R1(z)

Lclass
1,d |Sd+|z1+d/2

= d + 2

2

(
PA,B+C (x) + O(x3)

)

·
(

z

L2 − d(1 + dx)(1 + x
d+1 )

(d + 2)

)
·
(
L2

z

)1+d/2

.

��
Remark 4.2.1 We remark that this result suggests that the leading term in Weyl’s law
could be an upper bound for RD

1 (z) for all d ≥ 2. In Subsect. 4.2.4 below we show
that it is false for d ≥ 6, and prove the Weyl upper bound for d = 3, 4, 5 in Theorem
4.2.5.

4.2.2 The Neumann Laplacian

When we consider the Laplacian on S
d+ with Neumann boundary conditions, the

eigenvalues are of the form λ(l) = l(l + d − 1), l ∈ N, with multiplicities mN
l,d given

by

mN
l,d =

(
d + l − 1

d − 1

)
. (47)

The counting function NN (z) is easily computed.Again letw be defined by the relation
z = w(w + d − 1) and L be the integer part of w. Then

NN (z) =
L∑

l=1

mN
l,d = �(d + L + 1)

�(L + 1)�(d + 1)
=

(
1 + d

L

)
ND(z), (48)

where ND(z) denotes the counting function for the Dirichlet Laplacian on the hemi-
sphere. In view of this relation the asymptotic expansion of NN (z) is easily determined
form the expansion for ND(z). we have the following result.
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Theorem 4.2.3 As z → ∞ we have the following asymptotic expansion for the count-
ing function N N of the Neumann Laplacian eigenvalues on S

d+:

N N (z)

Lclass
0,d |Sd+| z d

2

= 1 + 1

4

Lclass
0,d−1

Lclass
0,d

|∂Sd+|
|Sd+| (1 − 2ψ(w)) z−1/2

+ d(d − 1)

2

((
1

2
− ψ(w)

)2

+ d − 2

6

)
z−1 + O(z−3/2)

or, equivalently,

N N (z)

Lclass
0,d |Sd | z d

2

= 1 + d(1 − 2ψ(w))

2
z−1/2

+ d(d − 1)

2

((
1

2
− ψ(w)

)2

+ d − 2

6

)
z−1 + O(z−3/2).

Here w is defined by the relation w(w + d − 1) = z.

Proof As usual, let w be defined by w(w + d − 1) = z and let L = �w�. From (48),
expanding 1/L in terms of z we have

NN (z) =
(
1 + dz−1/2 + d + 2ψ(w)

2
z−1 + O(z−3/2)

)
ND(z).

Hence

NN (z)

Lclass
0,d |Sd | z d

2

= (1 + dz−1/2 + d + 2ψ(w)

2
z−1)

·
(
1 − d(1 + 2ψ(w))

2
z−1/2 + d(d − 1)

2

((
1

2
− ψ(w)

)2

+ d − 2

6

)
z−1)

)
+ O(z−3/2)

as z → ∞, from which we easily compute the coefficients of z−1/2 and z−1, respec-
tively. ��

For the more regular Riesz-mean RN
1 (z) we prove the following three-term expan-

sion

Theorem 4.2.4 As z → ∞ we have the following asymptotic expansion for the first
Riesz-mean RN

1 of the Neumann Laplacian eigenvalues on S
d+:

RN
1 (z)

Lclass
1,d |Sd+| z d

2 +1
= 1 + 1

4

Lclass
1,d−1

Lclass
1,d

|∂Sd+|
|Sd+| z−1/2

+d(d + 2)

2

(
1

4
− ψ2(w) + d − 2

6

)
z−1 + O(z−3/2)
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or, equivalently,

RN
1 (z)

Lclass
1,d |Sd+| z d

2 +1
= 1 + d(d + 2)

2(d + 1)
z−1/2

−d(d + 2)

2

(
1

4
− ψ2(w) + d − 2

6

)
z−1 + O(z−3/2).

Here w is defined by the relation w(w + d − 1) = z.

Proof From explicit but long computations one can get

RN
1 (z) =

(
1 + d(d + 2)

d + 1
z−1/2 + 1

2

d2(d + 2)2

(d + 1)2
z−1 + O(z−3/2)

)
RD
1 (z) (49)

from which the result easily follows. A simpler way of proving (49) is to directly
link the Riesz-mean for the Neumann Laplacian to the Riesz-mean for the Dirichlet
Laplacian via counting function ND(z) and to use of the explicit sum

L∑
l=0

((
d + l − 2

d − 1

)
−

(
d + l − 1

d − 1

))
l(l + d − 1) = − d − 1

d + 1
· �(L + 1 + d)

�(L)�(d)
.

This sum equals to the sum of the difference of Dirichlet and Neumann energy levels
weighed by theirmultiplicities. This quantity is negative since there aremoreNeumann
eigenvalues for each energy level. Therefore we obtain the following expression for
the difference of the Riesz-means divided by the leading term in Weyl’s law.

RN
1 (z) − RD

1 (z)

Lclass
1,d |Sd+| z d

2 +1
= NN (z) − ND(z)

Lclass
1,d |Sd+| z d

2

− d − 1

d + 1
· �(L + 1 + d)

�(L)�(d)
· 1

Lclass
1,d |Sd+| z d

2 +1

where L is the integer part of w and z = w(w + d − 1). We have already shown that

NN (z) =
(
1 + d

L

)
ND(z) and

ND(z) = �(L + d)

�(L)�(d + 1)
.

Since Lclass
1,d = 2

d + 2
Lclass
0,d we therefore have the relation

RN
1 (z) − RD

1 (z)

Lclass
1,d |Sd+| z d

2 +1
= d + 2

2

(
d

L
− d(d − 1)(L + d)

(d + 1)z

)
ND(z)

Lclass
0,d |Sd+| z d

2

.
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We expand the term in parentheses using L =
√
z + (d − 1)2

4
− d

2
− ψ(w) and

therefore

L = z1/2 −
(
d

2
+ ψ(w)

)
+ O(z−1/2),

1

L
= z−1/2 +

(
d

2
+ ψ(w)

)
z−1O(z−3/2).

For counting function ND(z) we have by the previous result

ND(z)

Lclass
0,d |Sd+| z d

2

= 1 − d

2
(1 + 2ψ(w)) z−1/2.

Therefore we finally obtain

RN
1 (z) − RD

1 (z)

Lclass
1,d |Sd+| z d

2 +1
= d(d + 2)

d + 1
z−1/2 + O(z−3/2)

which in particular implies (49), concluding the proof. ��
Remark 4.2.2 We recall the following identities which, in fact, we have used in the
proof of Theorems 4.2.3 and 4.2.4

NN (w(w + d − 1)) = �w� + d

�w� ND(w(w + d − 1)) (50)

or

NN (w(w + d − 1)) = ND((w + 1)(w + d)). (51)

Identity (50) corresponds to (48). Identity (51) says that the two counting functions
ND , NN , are equal when the w variable is shifted by 1. This fact is equivalent to a
statement about the multiplicities (and clearly seen from these) defined in (42) and
(47).

4.2.3 Pólya’s Conjecture

It is well-known that Pólya’s conjecture in general fails for the Dirichlet eigenvalues
of Sd+ when d ≥ 3, while it is satisfied for d = 2. As proved in [17], for the Dirichlet
eigenvalues of the hemisphere, one can find subsequences of eigenvalues (correspond-
ing to the last eigenvalue in a chain ofmultiple eigenvalues)which don’t satisfy Pólya’s
conjecture, as well as subsequences of eigenvalues which satisfy it (corresponding to
the first eigenvalues in a chain of multiple eigenvalues, but starting from an energy
level in general higher than 2). We have already discussed the relation of our results,
especially three-term asymptotic expansions, with those presented in [17].

123



280 Page 42 of 51 D. Buoso et al.

For the sake of completeness, we briefly show here that Pólya’s conjecture does
not hold in general for Dirichlet eigenvalues on S

d+ when d ≥ 3.
By Pólya’s conjecture we understand that the counting function ND is bounded

above by the leading term in Weyl’s law, that is

ND(z) ≤ Lclass
0,d |Sd+| zd/2 = 1

�(d + 1)
zd/2.

This inequality is equivalent to the eigenvalue bound

λ j ≥
(
Lclass
0,d |Sd+|

)−2/d
j2/d = �(d + 1)2/d j2/d .

Here λ j are the Dirichlet eigenvalues on Sd+. We have shown in Subsect. 3.2 that this
bounds hold when d = 2. Let d ≥ 3. We have λ1 = d and

�(d + 1)2

λd1

=
d∏
j=1

j(d + 1 − j)

d
=

d∏
j=1

(
1 + ( j − 1)(d − j)

d

)
> 1.

On the other hand, the counting function NN (z) for the Neumann eigenvalues on the
hemisphere satisfies

NN (z) ≥ Lclass
0,d |Sd+| zd/2 = 1

�(d + 1)
zd/2

as one easily sees from the identity

NN (z) = Lclass
0,d |Sd+| �(L + d + 1)

�(L + 1)
,

where, as usual, L = �w� with w(w + d − 1) = z. However, the stronger version
of Pólya’s inequality for the Neumann eigenvalues (i.e., taking into account the 0
eigenvalue, see [26, Corollary 1.4] where it is proved for certain Euclidean domains),
which reads

NN (z) ≥ Lclass
0,d |Sd+| zd/2 + 1 = 1

�(d + 1)
zd/2 + 1.

does not hold.

4.2.4 Li–Yau Estimates

Usually, averaging the eigenvalues leads to amore regular behavior, aswe have already
seen in the previous sections.
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The Weyl-sharp upper bound RD
1 (z) ≤ Lclass

1,d |Sd+|z1+d/2 for all z ≥ 0 for the first

Riesz-mean of Dirichlet Laplacian eigenvalues on S
d+ is equivalent to the following

estimate for averages of eigenvalues:

1

k

k∑
j=1

λ j ≥ d

d + 2
�(d + 1)2/dk2/d (52)

for all positive integers k. Note that, in our notation, λ j denotes the j−th eigenvalue
(and not the numbering of the energy level). Since λ1 = d the Li-Yau estimate (52)
for k = 1 is equivalent to

(d + 2)d ≥ �(d + 1)2

which only holds provided d ≤ 5.
Therefore, an estimate on averages as (52) cannot hold if d ≥ 6. Clearly it holds

for d = 2 (as a consequence of the validity of Pólya’s conjecture). We actually are
able to prove that (52) holds for d = 3, 4, 5.

Theorem 4.2.5 For all z ≥ 0 the following inequality for the first Riesz-mean RD
1 of

the eigenvalues of the Dirichlet Laplacian on S
d+, d = 3, 4, 5, holds:

RD
1 (z) ≤ Lclass

1,d |Sd+|z1+ d
2 .

Proof As usual, we write z = w(w+d −1), L = �w� andw = L + x with x ∈ [0, 1[
the fractional part of w. As in the proof of Theorem 4.2.2, we write explicitly the

quotient
RD
1 (z)

Lclass
1,d |Sd+|z1+ d

2
as a function of x . Here, however, we shall not expand in power

series with respect to x .
When L = 0 the claimed bound is clearly satisfied in any dimension. Hence let

us consider L ≥ 1. For any fixed L , the function fL(x) = RD
1 (z(x))

Lclass
1,d |Sd+|z(x)1+ d

2
, with

z(x) = (L + x)(L + x + d − 1), is smooth in x ∈ [0, 1]. Computing its derivative, it
vanishes in (0, 1) only at the point

x = xL = 1 − d − 2L

2
+

√
(1 − d − 2L)

4
+ d + (d + 2)L

d + 1
,

(it is easily proven that xL ∈ (0, 1) for any L ≥ 1). Therefore it is sufficient to prove
that fL(0) ≤ 1 and fL(xL) ≤ 1 (since fL(1) = fL+1(0)). A standard computation
shows that

fL(0) =
(L − 1)(L + 1) · · · (L + d − 2)

(
L + d2

2(d+1)

)

(L(L + d − 1))
d
2
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and

fL(xL) = L(L + 1) · · · (L + d − 1)(
(L + d)

(
L + 1

d+1

)) d
2

.

Let us prove that for d = 3, 4, 5, fL(xL) ≤ 1. The same proof allows to show that
fL(0) ≤ 1 for all d ≥ 0 (actually, xL is a local - and global - maximum of fL(x) for
x ∈ [0, 1] and all L ≥ 1).

We write

L(L + 1) · · · (L + d − 1) =
⎛
⎝ d∏

j=1

(L + j − 1)(L + d − j)

⎞
⎠

1
2

.

Applying the arithmetic–geometric inequality we get

L(L + 1) · · · (L + d − 1) ≤
⎛
⎝ 1

d

d∑
j=1

(L + j − 1)(L + d − j)

⎞
⎠

d
2

=
(
L2 + (d − 1)L + (d − 1)(d − 2)

6

) d
2

.

Therefore fL(xL) ≤ 1 if and only if

L2 + (d − 1)L + (d − 1)(d − 2)

6
≤ (L + d)

(
L + 1

d + 1

)
.

An explicit computation shows that

L2 + (d − 1)L + (d − 1)(d − 2)

6
− (L + d)

(
L + 1

d + 1

)

= − (d + 2)(L − 1)

d + 1
+ (d − 2)(d − 5)

6

and the right-hand side is negative for all L ≥ 1 provided d ≤ 5. This concludes the
proof.

��

Concerning the proof of Theorem 4.2.5, we remark that for any d ≥ 2 there exists
always L0 > 1 such that fL(xL) ≤ 1 for all L ≥ L0, so that Berezin–Li–Yau holds for
all z ≥ z0, where z0 depends on d. It doesn’t hold for all z ≥ 0, as already mentioned.
In fact, for d ≥ 6, we always have f1(x1) > 1.
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5 The Circle S1

For the sake of completeness, in this brief section we consider the case of the one
dimensional sphere S1, that is the circle. We recall that the energy levels of the Lapla-
cian on S

1 are:

λ(l) = l2, l ∈ N,

with corresponding multiplicities m0,1 = 1, ml,1 = 2 for all l ∈ N \ {0}. We also
recall that Lclass

1,1 = 2
3π and then Lclass

1,1 |S1| = 4
3 .

As a first observation, we show that the leading term inWeyl’s law 4
3 z

3/2 cannot be
a either lower or upper bound for the Riesz-mean R1(z). As already done several times
in the previous sections, we use an auxiliary variable to simplify the computations.
Namely we set z = w2, w ≥ 0. Clearly, for 0 ≤ w ≤ 1 we have R1(w

2) = w2 and

then R1(w
2)

(Lclass
1,1 |S1|w3)

= 3
4w which is strictly less than 1. For w > 1 we have

R1(w
2) = w2 +

�w�∑
l=1

2(w2 − l2) = 4w3

3
+ w

6
− 2wψ2(w) − ψ(w)

6
+ 2ψ3(w)

3
.

Clearly, in any interval between two integers there exist two w± such that ψ(w±) =
±

√
3
6 . Then

R1(w
2±) = 4

3
w3± ±

√
3

54

proving that 4
3 w3 is neither a lower bound nor an upper bound for For R1(w

2).
However, if we introduce a shift we are able to get the following Weyl sharp upper
bound.

Proposition 5.0.1 For all z ≥ 0 the first Riesz-mean R1 of the Laplacian eigenvalue
on S1 satisfies the following inequality:

R1(z) ≤ 4

3

(
z + 1

12

) 3
2

.

Moreover, in each interval ]l2, (l + 1)2[ with l ∈ N there exists a zl such that equality
holds.

Proof We prove the inequality for z = w2,w ≥ 0. We start considering the difference
of the squares of both sides of the claimed inequality. We have

R1(w
2)2 − 16

9

(
w2 + 1

12

)3

=
(12ψ2(w) − 24ψ(w)w − 1)2(3ψ2(w) − 6ψ(w)w − 9w2 − 1)

972
.
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We note that for w ≥ 1 the right hand side of the above inequality is always negative
since − 1

2 ≤ ψ ≤ 1
2 . Instead, for 0 ≤ w < 1 we have

R1(w
2)2 − 16

9

(
w2 + 1

12

)3

= w4 − 16

9

(
w2 + 1

12

)3

= − (48w2 + 1)(6w2 − 1)2

972
≤ 0.

Equality is attained when ψ(w) = w −
√

w2 + 1
12 = − 1

12

(
w+

√
w+ 1

12

) which has a

solution in each interval ]l, l + 1[ with l ∈ N. ��
Note that Proposition 5.0.1 has been already proved (Theorem 4.1.4). The new infor-
mation of Proposition 5.0.1 is that the bound is saturated. Note also that the shift 1

12
corresponds exactly to zd with d = 1 for the general Theorem 4.1.4.

Remark 5.0.3 In Theorem 3.2.5 we have shown that Berezin–Li–Yau inequality holds
for domains of S2+, and that it cannot hold in general, in the form of the first inequality
of (5), for domains invading the whole S2, since there is spectral convergence and on
S
2 Berezin–Li–Yau inequality in the sense specified above does not hold. On the other

hand, Kröger inequality is proved for domains in S
d and this is a consequence of the

fact that it holds on the whole sphere. In the case of S1 the leading term in Weyl’s law
is neither a lower nor an upper bound for R1, but clearly, the Dirichlet and Neumann
eigenvalues of any domain (i.e., each arc of length smaller than 2π ) satisfy Berezin–
Li–Yau and Kröger inequalities. This is not a contradiction, since in this case we do
not have convergence of the spectrum of an arc with Dirichlet/Neumann conditions to
the spectrum of S1 when the arc invades S1.
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A Taylor and Asymptotic Expansions

We collect in this appendix a few Taylor expansions for real-valued functions and
also asymptotic expansions for Gamma functions, which are used in the proofs of
Theorems 4.1.1, 4.2.1, and 4.2.2. We will also recall a formula for sums of binomial
coefficients and an example of a related computation.

For real a, b, x let Pa,b the quadratic polynomial in x defined by

Pa,b(x) = 1 + ax + bx2

We have the following

Lemma A.0.1 As x → 0 we have

1

Pa,b(x)
= P−a,a2−b(x) + O(x3). (53)

For c ∈ R, as x → 0 we have

Pa,b

(
x

1 + cx

)
= Pa,b−ac(x) + O(x3). (54)

Note that the above expansions remain valid if we add an O(x3)-term to Pa,b(x).
Moreover, we have also the following

Lemma A.0.2 For any positive integer n and for a j , b j ∈ R, j = 1, . . . , n, let A =∑n
j=1 a j , B = ∑n

j=1 b j and C = ∑n
j=1

∑ j−1
i=1 aia j = 1

2

(
A2 − ∑n

j=1 a
2
j

)
. Then

n∏
j=1

Pa j ,b j (x) = PA,B+C (x) + O(x3) (55)

We shall need the following expansions of Gamma, power-type and exponential
functions (see e.g., [36, Chapter 5]).

Lemma A.0.3 The following asymptotic expansions hold:

i)

�(x) = √
2π xx−1/2e−x

(
1 + 1

12x
+ 1

288x2
+ O(x−3)

)

= √
2π xx−1/2e−x

(
P 1

12 , 1
288

(x−1) + O(x−3)
)

as x → ∞.
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ii)

e−a(1 + ax)1/x = 1 − a2

2
x + a3(

1

3
+ a

8
) x2 + O(x3).

as x → 0.
iii) For any p > 0

(
√
x + a2 − b)p = x p/2

(
1 − pbx−1/2 + p

(p − 1)b2 + a2

2
x−1 + O(x−3/2)

)

as x → ∞.

B Duality in the Averaged Variational Principle for Estimating Aver-
ages of Increasing Sequences

In this appendix we discuss a duality aspect in the averaged variational principle,
which reflects in a duality principle for Berezin–Li–Yau and Kröger bounds on sums.

Let (a j ) j , (b j ) j be two sequences of non-negative increasing numbers. When
applying the averaged variational principle (see Theorem 2.0.1) we show typically
an inequality of the following form: for all z ∈ [aN , aN+1]

N∑
k=1

(z − ak) ≥ p
∑
j∈J

(z − b j ) (56)

where N ∈ N\{0}, J ⊂ N\{0} are arbitrary, and p > 0 is some positive constant. Let

R(a)
1 (z) =

∑
k

(z − ak)+, R(b)
1 (z) =

∑
k

(z − bk)+

be the Riesz-means of the sequences (a j ) j , (b j ) j . Choosing J such that the sum on

the right-hand side of (56) equals R(b)
1 (z) one has, for all z ≥ 0, the Riesz-mean

inequality

R(a)
1 (z) ≥ p R(b)

1 (z).

Moreover, for all positive integers N and z ∈ [aN , aN+1] one also has

N∑
k=1

ak ≤ Nz − p R(b)
1 (z)
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which trivially implies

N∑
k=1

ak ≤ max
z≥0

(
Nz − p R(b)

1 (z)
)

On the other hand, choosing J = {1, . . . , N } and isolating
∑

j∈J b j in (56) we get
for all z ≥ 0 the inequality

N∑
j=1

b j ≥ Nz − p−1 R(a)
1 (z).

In particular, the above inequality holds at the maximum of the r.h.s., that is

N∑
j=1

b j ≥ max
z≥0

(
Nz − p−1 R(a)

1 (z)
)

.

In the applications, we typically have simple lower bounds on R(b)
1 (z) and upper

bounds on R(a)
1 (z) so that the maxima can be computed explicitly.
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