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Abstract
In this paper we introduce the exponential sampling Durrmeyer series. We discuss point-
wise and uniform convergence properties and an asymptotic formula of Voronovskaja type. 
Quantitative results are given, using the usual modulus of continuity for uniformly continu-
ous functions. Some examples are also described.
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1  Introduction

The theory of the exponential sampling series of (real or complex)-valued functions f 
defined over the positive real axis, is a powerful tool for investigating certain phenomena 
in optical physics, as for example, light scattering, Fraunhofer diffraction etc, (see e.g. [16, 
19, 26, 29]). From a mathematical point of view these series were rigorously studied in 
[18], (see also [4]). The suitable frame for studying these operators is the Mellin analysis, 
in particular the Mellin transform theory (see [17, 28]). Indeed, the exponential sampling 
operator represents the counterpart of the classical Shannon sampling series of Fourier 
analysis (see [27]) in Mellin setting. Now the samples are not equally spaced, but expo-
nentially spaced over the positive real axis, and the classical “sinc” kernel is now replaced 
by a composition of the sinc-function with the logarithm. The exponential sampling series 
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enables one to reconstruct functions (signals) which are Mellin-bandlimited. Indeed, the 
study of the structure of the class of Mellin-bandlimited functions is a deep topic of Mellin 
analysis. It was studied in [5, 6], in terms of Mellin–Bernstein spaces.

As for the Shannon sampling series, later on a generalized version of the exponential 
sampling series was introduced in [9] (see also [3, 15]), in which the “sinc-log” kernel is 
replaced by a function � defined on ℝ+ satisfying suitable assumptions. This is very impor-
tant in order to obtain reconstructions of functions not necessarily Mellin band-limited, 
and to develop a “prediction” theory as a counterpart of the theory developed in [8] for the 
generalized sampling series of Fourier analysis.

In [7] the classical generalized sampling series of Fourier analysis was modified by 
replacing the sample values of the function f with its mean-value in small intervals, so 
defining the Kantorovich sampling series. This represents a wide field of investigations, 
due to its practical applications in various sectors of applied sciences (see e.g. [1, 2, 20–25] 
and references therein).

In [13] (see also [10] and [14] for a multivariate version), a further extension of the 
generalized Kantorovich sampling series was introduced, by replacing the mean-values of 
the function f by “approximating values” of f defined through general convolution operator, 
obtaining the so-called Durrmeyer generalized sampling type series. Note that a general 
approach to sampling series in functional spaces was developed in [31].

In the present paper we present an analogous generalization for the exponential sam-
pling series, using Mellin convolution operators. The present paper represents a first step in 
the construction of the approximation theory for semi-discrete operators in Mellin setting: 
here we obtain pointwise and uniform convergence theorems, giving also a quantitative 
version in terms of the so-called log-modulus of continuity (see Sect. 5), and an asymptotic 
formula of Voronovskaja type under certain local regularity assumptions on the function f. 
The last section is devoted to some examples, involving the central B-splines (see [8, 15, 
30]) and the Mellin–Jackson kernel (see [12]). Many other examples can be constructed.

2 � Preliminaries

Let us denote by ℕ , ℕ0 and ℤ the sets of positive integers, nonnegative integers and integers 
respectively. Moreover by ℝ and ℝ+ we denote the sets of all real and positive real numbers 
respectively.

In what follows, for simplicity, we will assume that the functions f defined on ℝ+ take 
their values in ℝ , but the results remain valid also for complex-valued functions.

Let L∞(ℝ+) be the space of all the essentially bounded functions f ∶ ℝ
+
→ ℝ endowed 

with the usual norm ‖f‖∞.
Moreover we will denote by C = C(ℝ+) the space of all the continuous functions 

f ∶ ℝ
+
→ ℝ and by C0 = C0(ℝ+) the space of all the uniformly continuous and bounded 

functions on ℝ+.

We say that a function f ∈ C(ℝ+) is “log-uniformly continuous” on ℝ+, if for any 𝜀 > 0 
there exists 𝛿 > 0 such that

We denote by C(ℝ+) the space containing the log-uniformly continuous and bounded 
functions f ∶ ℝ

+
→ ℝ. Note that in general a log-uniformly continuous function is not 

|f (u) − f (v)| < 𝜀 whenever | log u − log v| ≤ 𝛿 (u, v ∈ ℝ
+).
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necessarily uniformly continuous and conversely. Obviously the two notions are equivalent 
on compact intervals in ℝ+.

For a function f ∈ C0 and r ∈ ℕ we will say that f belongs to Cr locally at a point 
x ∈ ℝ

+ if there is a neighbourhood U of x such that f is (r − 1)-fold continuously dif-
ferentiable in U and f (r)(x) exists.

The pointwise Mellin differential operator �, or the pointwise Mellin derivative �f  
of a function f ∶ ℝ

+
→ ℝ, is defined by (see [17])

provided f �(x) exists on ℝ+. The Mellin differential operator of order r ∈ ℕ is defined itera-
tively by

For convenience set �0 ∶= I, I denoting the identity. For instance, the first three Mellin 
derivatives are given by:

In general, we have (see [17])

where S(r, k),  0 ≤ k ≤ r, denote the (classical) Stirling numbers of second kind. We have 
the following Taylor formula with Mellin derivatives (see [11, 28]).

Proposition 1  For any f ∈ C0(ℝ+) belonging to Cr locally at a point x ∈ ℝ
+ we have

where h ∶ ℝ
+
→ ℝ is a bounded function such that h(t) → 0 for t → 1.

Remark 1  The boundedness of the function h in the remainder of the Taylor formula with 
Mellin derivatives comes from the boundedness of the function f. However, the same holds 
for functions f ∈ C(ℝ+) which have a growth of type

for positive constants a, b and x ∈ ℝ
+. Indeed, employing the limit relation at the point 1 

the function h is obviously bounded in an interval containing 1, while using the growth 
condition on f and expressing h in terms of the Taylor formula, one can see easily the 
boundedness of h in the complement of the interval.

�f (x) ∶= xf �(x), x ∈ ℝ
+

�1 ∶= �, �r ∶= �(�r−1).

�f (x) = xf �(x),

�2f (x) = x2f ��(x) + xf �(x),

�3f (x) = x3f ���(x) + 3x2f ��(x) + xf �(x).

�rf (x) =

r∑
k=0

S(r, k)xkf (k)(x),

f (tx) = f (x) + (�f )(x) log t +
(�2f )(x)

2!
log2 t +⋯ +

(�rf )(x)

r!
logr t + h(t) logr t,

|f (x)| ≤ a + b| log x|r,
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3 � Exponential sampling Durrmeyer operator

Let � ∶ ℝ
+
→ ℝ be a continuous function such that the following assumptions are satisfied 

(�.1)	� for every u ∈ ℝ
+, 

∞∑
k=−∞

�(e−ku) = 1;

(�.2)	� we have that 

(�.3)	� for some � ∈ ℕ,

 uniformly with respect to u ∈ ℝ
+;

 we denote by � the class of all functions � satisfying the above assumptions.
Let � ∶ ℝ

+
→ ℝ be a function with the following conditions 

(� .1)	�

(� .2)	�
 and let us denote by Ψ the class of all functions � satisfying the above assumptions.

Let � ∈ ℕ0. For x ∈ ℝ
+ we define the algebraic moments of order � of � ∈ � and � ∈ Ψ 

as

and

The absolute moments of order � of � ∈ � and � ∈ Ψ are defined as

We will set M�(�) ∶= supx∈ℝ+

∞∑
k=−∞

��(e−kx)�� log�(ekx−1)� and

Remark 2  Note that, for � ∈ �, if �, � ∈ ℕ with 𝜇 < 𝜈, then M𝜈(𝜑) < ∞ implies 
M𝜇(𝜑) < ∞. Indeed for 𝜇 < 𝜈 we have

M0(𝜑) = sup
u∈ℝ+

∞∑
k=−∞

|𝜑(e−ku)| < +∞;

lim
r→+∞

∑
| log(e−kxn)|>r

|𝜑(e−ku)||k − log u|𝜈 = 0.

∫
∞

0

�(t)
dt

t
= 1;

�M0(𝜓) ∶= ∫
∞

0

|𝜓(t)|dt
t
< +∞.

m�(�, x) ∶=

∞∑
k=−∞

�(e−kx) log�(ekx−1) =

∞∑
k=−∞

�(e−kx)(k − log(x))�

m̃�(�) ∶= ∫
∞

0

�(t) log� t
dt

t
.

M�(�, x) ∶=

∞∑
k=−∞

|�(e−kx)|| log�(ekx−1)| =
∞∑

k=−∞

|�(e−kx)||k − log(x)|� .

M̃�(�) ∶= ∫
∞

0

| log t|�|�(t)|dt
t
.
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The same for the absolute moments of � ∈ Ψ. Indeed we may write for 𝜇 < 𝜈

Let � ∈ � and � ∈ Ψ. For any n ∈ ℕ, and f ∶ ℝ
+
→ ℝ , we define the exponential 

sampling Durrmeyer series as

for x ∈ ℝ
+ and for any function f ∈ dom S�,�

n
, being dom S�,�

n
 the set of all functions f 

for which the series is absolutely convergent at every x. Using the conditions of the classes 
� and Ψ, it is easy to see that the above operator is well defined as an absolutely conver-
gent series, for any function f ∈ L∞(ℝ+). In particular C0(ℝ+) ⊂ dom S𝜑,𝜓

n
, for any n ∈ ℕ. 

Indeed, putting t = e−kun

We can determine larger subspaces of the domain of S�,�
n

. We admit functions which grow 
like a power of the logarithm. We have the following (see also [15])

Proposition 2  Let � ∈ � and � ∈ Ψ. Suppose that Mr(𝜑) < ∞ and �Mr(𝜓) < ∞ for some 
r ∈ ℕ. If f ∶ ℝ

+
→ ℝ and |f (x)| ≤ a + b| log x|r for some a, b ∈ ℝ

+ and all x ∈ ℝ
+, then f 

belongs to the domain of S�,�
n

.

Proof  We prove the proposition considering r = 2 because the general case follows in an 
analogous way. So assume that |f (x)| ≤ a + b| log x|2 with a, b ∈ ℝ

+.

Then, using the change of variable (tek)1∕n = u in the above integral, we obtain

∞∑
k=−∞

|𝜑(e−kx)||k − log x|𝜇 =

( ∑
|k−log x|<1

+
∑

|k−log x|≥1

)
|𝜑(e−kx)||k − log x|𝜇

≤ M0(𝜑) +
∑

|k−log x|≥1
|𝜑(e−kx)||k − log x|𝜈

≤ M0(𝜑) +M𝜈(𝜑).

�
∞

0

|𝜓(t)|| log t|𝜇 dt
t
= �| log t|<1

|𝜓(t)|| log t|𝜇 dt
t
+ �| log t|≥1

|𝜓(t)|| log t|𝜇 dt
t

≤ �M0(𝜓) + �| log t|≥1
|𝜓(t)|| log t|𝜈 dt

t

≤ �M0(𝜓) + �M𝜈(𝜓).

(1)(S�,�
n

f )(x) ∶=

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)f (u)
du

u

∞�
k=−∞

��(e−kxn)�n�
∞

0

��(e−kun)��f (u)�du
u

≤ ‖f‖∞M̃0(�)M0(�).

|(S�,�
n

f )(x)| ≤
∞∑

k=−∞

|�(e−kxn)|na�
∞

0

|�(e−kun)|du
u

+

∞∑
k=−∞

|�(e−kxn)|nb�
∞

0

|�(e−kun)|| log u|2 du
u
.
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Taking in to account that k2 ≤ 2((k − log xn)2 + log2 xn) and |k| ≤ |k − log xn| + | log xn| we 
obtain

The general case is obtained by (| log t| + |k|)r ≤ 2r−1(| log t|r + |k|r).

4 � Pointwise and uniform convergence

In this section we state a pointwise convergence theorem at continuity points of the 
function f. Then we obtain as a corollary, a uniform convergence theorem for functions 
belonging to C(ℝ+).

We begin with the following pointwise convergence theorem.

Theorem 1  Let � ∈ Ψ and � ∈ �. Let f be a bounded function. If x ∈ ℝ
+ is a continuity 

point for f then

Proof  Let x ∈ ℝ
+ be a continuity point of f. Since � ∈ � and � ∈ Ψ , we have

|(S�,�
n

f )(x)| ≤ a

∞∑
k=−∞

|�(e−kxn)|�
∞

0

|�(t)|dt
t

+ b

∞∑
k=−∞

|�(e−kxn)|�
∞

0

|�(t)|| log(tek)1∕n|2 dt
t

≤ aM0(�)M̃0(�) +
b

n2

∞∑
k=−∞

|�(e−kxn)|�
∞

0

|�(t)|(| log t| + |k|)2 dt
t

≤ aM0(�)M̃0(�) +
b

n2

∞∑
k=−∞

|�(e−kxn)|�
∞

0

|�(t)|(| log t|2 + 2|k|| log t| + k2)
dt

t

≤ aM0(�)M̃0(�) +
b

n2
M0(�)M̃2(�) +

2b

n2

∞∑
k=−∞

|�(e−kxn)||k|�
∞

0

|�(t)|| log t|dt
t

+
b

n2

∞∑
k=−∞

|�(e−kxn)|k2 �
∞

0

|�(t)|dt
t

≤ aM0(�)M̃0(�) +
b

n2
M0(�)M̃2(�) +

2b

n2
M̃1(�)

∞∑
k=−∞

|�(e−kxn)||k|

+
b

n2
M̃0(�)

∞∑
k=−∞

|�(e−kxn)|k2.

|(S�,�
n

f )(x)| ≤ aM0(�)M̃0(�) +
b

n2
M0(�)M̃2(�) +

2b

n2
M̃1(�)M1(�)

+
2b

n2
M̃1(�)M0(�)| log xn| + b

n2
M̃0(�)M2(�) +

b

n2
M̃0(�)M0(�) log

2 xn.

(2)lim
n→∞

(S�,�
n

f )(x) = f (x), for x ∈ ℝ
+.
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For a fixed 𝜀 > 0 by the continuity of f at x, there exists 𝛿 = 𝛿(𝜀) > 0 such that if 
| log u − log x| = | log u

x
| < 𝛿 , then |f (u) − f (x)| < 𝜀. We write

Setting e−kun = t by assumptions ( �.2 ) and ( � .2)

As to I2 we have, by the boundedness of f

We have

For I1,1
2

 since | log(e−kxn)| < n𝛿∕2 we have xne−n𝛿e−k < e−n𝛿en𝛿∕2 = e−n𝛿∕2 and so for fixed 
x, � we obtain

and for the absolute continuity of the integral of � we have that, for large n

|(S�,�
n

f )(x) − f (x)| ≤
∞∑

k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)||f (u) − f (x)|du
u

|(S𝜑,𝜓
n

f )(x) − f (x)|

≤
∞∑

k=−∞

|𝜑(e−kxn)|n
{

�| log( u
x
)|<𝛿

+�| log( u
x
)|≥𝛿

}
|𝜓(e−kun)||f (u) − f (x)|du

u

∶= I1 + I2.

I1 =

∞∑
k=−∞

|𝜑(e−kxn)|n�| log( u
x
)|<𝛿

|𝜓(e−kun)||f (u) − f (x)|du
u

≤ 𝜀

∞∑
k=−∞

|𝜑(e−kxn)|�| log( (tek )
1
n

x
)|<𝛿

|𝜓(t)|dt
t
≤ 𝜀M0(𝜑)

�M0(𝜓).

I2 ≤
∞�

k=−∞

��(e−kxn)�n�� log( u
x
)�≥�

��(e−kun)��f (u) − f (x)�du
u

≤ 2‖f‖∞
∞�

k=−∞

��(e−kxn)��
xne−n�e−k

0

��(t)�dt
t

+ 2‖f‖∞
∞�

k=−∞

��(e−kxn)��
∞

xnen�e−k
��(t)�dt

t

= I1
2
+ I2

2
.

I1
2
= 2‖f‖∞

∞�
k=−∞

�𝜑(e−kxn)��
xne−n𝛿e−k

0

�𝜓(t)�dt
t

= 2‖f‖∞
� �

� log(e−kxn)�<n𝛿∕2
+

�
� log(e−kxn)�≥n𝛿∕2

�
�𝜑(e−kxn)��

xne−n𝛿e−k

0

�𝜓(t)�dt
t

∶= I
1,1

2
+ I

1,2

2
.

�
xne−n�e−k

0

|�(t)|dt
t
≤ �

e−n�∕2

0

|�(t)|dt
t
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for every k such that | log(e−kxn)| < n𝛿∕2. As to I1,2
2

and so for large n using property ( �.3 ) we have I1,2
2

≤ 2‖f‖∞M̃0(�)� . The term I2
2
 is is esti-

mated in a similar way, so the assertion follows.

Using essentially the same reasoning employed in the previous theorem we can prove the 
following uniform convergence result.

Theorem 2  Let f ∈ C(ℝ+) � ∈ Ψ and � ∈ � then

5 � An asymptotic formula

In this section we will assume that � ∈ � and � ∈ Ψ are such that their moments m�(�, u) 
and m̃�(�) up to the order r ∈ ℕ are finite and moreover m�(�, u) = m�(�) are all independent 
of u ∈ ℝ

+, for � = 1, 2,… r.

We have the following result

Theorem  3  Let � ∈ �,� ∈ Ψ be such that Mr(�) and M̃r(�) are both finite. Let 
f ∈ L∞(ℝ+) and let x ∈ ℝ

+ be fixed. If for r ∈ ℕ, f ∈ Cr locally at the point x

Proof  Using Proposition 1 we have

where h is a bounded function and h(y) → 0 for y → 1. Thus

�
xne−n�e−k

0

|�(t)|dt
t
≤ �.

I
1,2

2
= 2‖f‖∞

�
� log(e−kxn)�≥n𝛿∕2

�𝜑(e−kxn)��
xne−n𝛿e−k

0

�𝜓(t)�dt
t

< 2‖f‖∞ �M0(𝜓)
�

� log(e−kxn)�≥n𝛿∕2
�𝜑(e−kxn)�

(3)lim
n→∞

‖‖(S�,�n
f )(x) − f (x)‖‖∞ = 0.

(S�,�
n

f )(x) =

r∑
j=0

(�jf )(x)

j!nj

j∑
�=0

(
j

�

)
mj−�(�)m̃�(�) + o(n−r), n → +∞.

f (u) = f (x) + (�f )(x) log
(u
x

)
+

(�2f )(x)

2!
log2

(u
x

)
+⋯ +

(�rf )(x)

r!
logr

(u
x

)
+ h(

u

x
) logr

(u
x

)
,
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For every j = 1, 2,… , r we have, with the change of variable e−kun = t,

Now we evaluate the term

Let 𝜀 > 0 be fixed and let � be such that |h(t)| < 𝜀 whenever | log t| < 𝛿. So we have

For R1 we have, by the same change of variable as before,

(S�,�
n

f )(x) − f (x) =

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)(f (u) − f (x))
du

u

=

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)(�f )(x) log
(u
x

)du
u

+

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)
(�2f )(x)

2!
log2

(u
x

)du
u

+⋯ +

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)
(�rf )(x)

r!
logr

(u
x

)du
u

+

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)h(
u

x
) logr

(u
x

)du
u

=∶I1 + I2 +⋯ + Ir + R.

Ij =

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)
(�jf )(x)

j!
logj

(u
x

)du
u

=
(�jf )(x)

j!

∞∑
k=−∞

�(e−kxn)∫
∞

0

�(t)

(
1

n
(log t + k) − log x

)j
dt

t

=
(�jf )(x)

j! nj

∞∑
k=−∞

�(e−kxn)∫
∞

0

�(t)(log t + k − log xn)j
dt

t

=
(�jf )(x)

j! nj

j∑
�=0

(
j

�

) ∞∑
k=−∞

�(e−kxn)(k − log xn)j−� ∫
∞

0

�(t) log� t
dt

t

=
(�jf )(x)

j! nj

j∑
�=0

(
j

�

)
mj−�(�)m̃�(�).

R =

∞∑
k=−∞

�(e−kxn)n∫
∞

0

�(e−kun)h(
u

x
) logr

(u
x

)du
u
.

|R| ≤
∞∑

k=−∞

|𝜑(e−kxn)|n
{

�| log(u∕x)|<𝛿
+�| log(u∕x)|≥𝛿

}
|𝜓(e−kun)||h(u

x
)|| logr (u

x

)|du
u

=∶R1 + R2.
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Since | log t + k − log xn|r ≤ 2r−1(| log t|r + |k − log xn|r) we have

For R2 we have

We consider only the term R1
2
, since the other terms can be estimated in a similar way. We 

have

For R1,1

2
 since | log(e−kxn)| < n𝛿∕2 in an analogous way to Theorem 1 we can obtain

and so

R1 ≤𝜀
∞∑

k=−∞

|𝜑(e−kxn)|n�| log(u∕x)|<𝛿
|𝜓(e−kun)|| logr u

x
|du
u

=𝜀

∞∑
k=−∞

|𝜑(e−kxn)|�| log( t1∕nek∕n
x

)|<𝛿
|𝜓(t)||| logr( t

1∕nek∕n

x
)||dtt

=
𝜀

nr

∞∑
k=−∞

|𝜑(e−kxn)|�| log( t1∕nek∕n
x

)|<𝛿
|𝜓(t)|| log t + k − log xn|r dt

t
.

R1 ≤ �2r−1

nr

(
M0(�)M̃r(�) + M̃0(�)Mr(�)

)
.

R2 ≤ ‖h‖∞
nr

∞�
k=−∞

��(e−kxn)��� log( tek
xn

)1∕n�≥�
��(t)�� log t + k − log xn�r dt

t

≤ 2r−1‖h‖∞
nr

∞�
k=−∞

��(e−kxn)��
e−n�xne−k

0

��(t)��k − log xn�r dt
t

+
2r−1‖h‖∞

nr

∞�
k=−∞

��(e−kxn)��
∞

en�xne−k
��(t)��k − log xn�r dt

t

+
2r−1‖h‖∞

nr

∞�
k=−∞

��(e−kxn)��
∞

en�xne−k
��(t)�� log t�r dt

t

+
2r−1‖h‖∞

nr

∞�
k=−∞

��(e−kxn)��
e−n�xne−k

0

��(t)�� log t�r dt
t

=∶R1
2
+ R2

2
+ R3

2
+ R4

2
.

R1
2
=
2r−1‖h‖∞

nr

∞�
k=−∞

�𝜑(e−kxn)��k − log xn�r �
e−n𝛿xne−k

0

�𝜓(t)�dt
t
=

2r−1‖h‖∞
nr

⋅

⋅

� �
� log(e−kxn)�<n𝛿∕2

+
�

� log(e−kxn)�≥n𝛿∕2

�
�𝜑(e−kxn)��k − log xn�r �

e−n𝛿xne−k

0

�𝜓(t)�dt
t

=∶R1,1

2
+ R

1,2

2
.

�
e−n�xne−k

0

|�(t)|dt
t
≤ �
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For R1,2

2
 by assumption ( �.3 ) and for large n we have

Corollary 1  Under the assumptions of Theorem 3 if moreover the functions � and � are 
such that mi(�) = m̃i(�) = 0 for i = 1,… , r − 1 then we have

6 � A quantitative estimate of the convergence

Here we state a quantitative approximation result for functions f ∈ C(ℝ+) in terms of the fol-
lowing modulus of continuity

Note that � satisfies all the classical properties of a modulus of continuity. In particular we 
will employ the following one:

for every 𝛿, 𝜆 > 0.

We have the following quantitative estimate

Theorem 4  Let � ∈ �,� ∈ Ψ be such that M1(�) and M̃1(�) are finite. If f ∈ C(ℝ+), then 
for every 𝛿 > 0 we have

Proof  We have

Then for any 𝛿 > 0, using the properties of the modulus �, we obtain

R
1,1

2
≤ 2r−1‖h‖∞

nr
�Mr(�).

R
1,2

2
≤ 2r−1‖h‖∞

nr
�M0(�).

lim
n→∞

nr[(S�,�
n

f )(x) − f (x)] =
(�rf )(x)

r!
(mr(�) + m̃r(�)).

𝜔(f , 𝛿) ∶= sup{|f (u) − f (v)| ∶ | log u − log v| ≤ 𝛿}, 𝛿 > 0.

�(f , ��) ≤ (� + 1)�(f , �),

|(S�,�
n

f )(x) − f (x)| ≤ �(f , �)M0(�)M̃0(�) +
�(f , �)

n�
(M0(�)M̃1(�) +M1(�)M̃0(�)).

|(S�,�
n

f )(x) − f (x)| ≤
∞∑

k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)||f (u) − f (x)|du
u

≤
∞∑

k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)|�(f , | log(u
x
)|)du

u
.



1300	 C. Bardaro, I. Mantellini 

1 3

Using the change of variable e−kun = t we have for the last series

and so the assertion follows.

As a consequence of the previous theorem we have

Corollary 2  Under the assumption of Theorem 4 we obtain

with A an absolute constant depending only on � and � .

Proof  It is sufficient to set in Theorem 4 � =
1

n
 for any fixed n. Then the assertion follows 

with A = M0(�)M̃0(�) +M1(�)M̃0(�) +M0(�)M̃1(�).

7 � Some examples

In this section we will apply the previous theory to various specific examples. We recall 
that the Mellin transform of a function f ∶ ℝ

+
→ ℝ is defined by (see e.g. [18, 28])

|(S�,�
n

f )(x) − f (x)|

≤
∞∑

k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)|
(
1 +

| log(u∕x)|
�

)
�(f , �)

du

u

≤
∞∑

k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)|�(f , �)du
u

+

∞∑
k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)| | log(u∕x)|
�

�(f , �)
du

u

≤ �(f , �)M0(�)M̃0(�)

+
�(f , �)

�

∞∑
k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)|| log(u∕x)|du
u
.

∞∑
k=−∞

|�(e−kxn)|n�
∞

0

|�(e−kun)|| log(u∕x)|du
u

=

∞∑
k=−∞

|�(e−kxn)|�
∞

0

|�(t)|| log( tek
xn

)1∕n|dt
t

≤ 1

n

∞∑
k=−∞

|�(e−kxn)|�
∞

0

|�(t)|(| log t| + |k − log xn|)dt
t

≤ 1

n
(M0(�)M̃1(�) +M1(�)M̃0(�)),

|(S�,�
n

f )(x) − f (x)| ≤ A�(f ,
1

n
),

[f ]∧
M
(s) ∶= ∫

∞

0

xs−1f (x)dx, (s = it, t ∈ ℝ),
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whenever the function f is such that

1)	 We begin with an important class of functions with compact support, which represents 
the analogue in the Mellin setting of the classical central B-splines. For every fixed 
n ∈ ℕ we define 

 where, for every r ∈ ℝ, r+ denotes the positive part of the number r. Let us consider 
the second order Mellin spline defined by 

 We put �(x) = �(x) = B2(x). As to the moments of � we have that 

 For the moments of � since the function B2 has compact support, all the absolute 
moments Mj(B2) are finite. Indeed the series have a finite numbers of non-zero terms. 
The values of the algebraic moments can be deduced by the Mellin–Poisson summa-
tion formula, and we have (see [9]) that only for j = 0, 1 the corresponding algebraic 
moments are independent of x. Moreover 

 In this case the asymptotic formula reduces to 

2)	 Let us consider the generalized Mellin–Jackson kernel, which is defined by (see [12]) 

 where x ∈ ℝ
+, � ∈ ℕ, � ≥ 1, d� ,� is a normalization constant, i.e. 

∫
∞

0

|f (x)|dx
x

< ∞.

Bn(x) =
1

(n − 1)!

n∑
j=0

(−1)j
(
n

j

)(
n

2
+ log x − j

)n−1

+

(x ∈ ℝ
+),

B2(x) ∶= (1 − � log x�)+ =

⎧
⎪⎨⎪⎩

1 − log x, 1 < x < e

1 + log x, e−1 < x < 1

0, otherwise

m̃0(B2) = M̃0(B2) = ∫
1

e−1
(1 + log x)

dx

x
+ ∫

e

1

(1 − log x)
dx

x
= 1

m̃1(B2) = 0 M̃1(B2) =
1

3
.

m0(B2) =

∞∑
k=−∞

B2(e
−kx) = 1, m1(B2) = 0.

lim
n→∞

n[(SB2,B2

n
f )(x) − f (x)] = 0.

J� ,�(x) ∶= d� ,� sinc2�
(

log x

2���

)
,

d−1
� ,�

∶= ∫
+∞

0

sinc2�
(

log x

2���

)
du

u
.
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 It is known that [J� ,�]∧M(iv) = 0 for |v| ≥ 1∕� , thus J� ,� is Mellin band-limited. We put 
� = J� ,�(x). Using the Mellin–Poisson summation formula (see [9]) we obtain 

 So we can prove that assumptions ( �.1 ), ( �.2 ) and ( �.3 ) are satisfied, see [9]. Con-
cerning the moments, using again the Mellin–Poisson summation formula for the 
derivatives as in [9], one has m1(J� ,�) = 0, and, for 𝛽 > 3∕2, (see [12]) 

 Moreover, M2(J𝛾 ,𝛽) < +∞. For the function � we put �(x) = B2(x) the previous 
spline. We have that 

 Therefore the assumptions of the previous theorems are satisfied, with r = 2. In par-
ticular we obtain the following Voronovskaja formula, for f ∈ C(ℝ+) of class C(2) 
locally at the point x ∈ ℝ

+ ∶
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