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Abstract
Video retrieval is one of the emerging areas in video capturing that gained various technical advances, increasing the 
availability of a huge mass of videos. For the text or the image query given, retrieving the relevant videos and the objects 
from the videos is not always an easy task. A hybrid model was developed in the previous work using the Nearest Search 
Algorithm (NSA) and exponential weighted moving average (EWMA), for the video object retrieval. In NSA + EWMA, the 
object trajectories are retrieved based on the query specific distance. This work extends the previous work by developing a 
novel path equalization scheme for equalizing the path length of the query and the tracked object. Initially, a hybrid model 
based on Support Vector Regression and NSA tracks the position of the object in the video. The proposed density measure 
scheme equalizes the path length of the query and the object. Then, the identified path length related to the query is given 
to extended nearest neighbor classifier for retrieving the video. From the simulation results, it is evident that the proposed 
video retrieval scheme achieved high values of 0.901, 0.860, 0.849, and 0.922 for precision, recall, F-measure, and multiple 
object tracking precision, respectively.

Keywords  Video retrieval · Support vector regression · Path length equalization · Extended nearest neighbor · CAVIAR 
database

1  Introduction

In recent years, video surveillance has seen a progressive 
development in various fields, such as driving assistance, 
human–computer interaction, augmented reality, and so 
on [1]. In the computer vision applications, numerous data 
is collected for detecting the moving objects in the video 
frame. Surveillance cameras serve as a key link towards the 
security system, and they provide massive videos. For effi-
cient implementation of the security system, it is necessary 
to track and retrieve objects and their corresponding trajec-
tory path [2]. Video retrieval algorithms find more suitabil-
ity in important security applications as they identify the 
track of moving objects from frame to frame [3]. Tracking 

becomes difficult as the video contains a large number of 
rigid objects. For achieving improved tracking performance, 
it is necessary to improve the robustness of visual tracking 
[4]. In sports videos, abrupt video cut may lead to abrupt 
motion, which leads to a sudden change in position, speed, 
and direction of the target object [5]. The results achieved 
by detection schemes affect the performance of the tracking 
mechanism as both the detection and the tracking are inter-
related [6]. Video retrieval strategy can be categorized as 
text-based retrieval and object-based retrieval. The first tech-
nique fails in scenarios when there is a no-textual description 
of target object [7].

Object tracking is the process of determining the posi-
tions and other significant information of moving objects 
in image sequences. Object retrieval from videos undergoes 
two major processes, listed as (1) detecting and tracking 
the position of objects and (2) defining object descriptors 
for feature extraction and retrieving the objects [2]. In [8], 
contour based schemes are developed for tracking the posi-
tion of the object. Pattern classification technique is com-
monly employed for detecting the position of objects. It 
employs a classifier for differentiating the position of objects 
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in their respective frames. Commonly used classifiers for 
object detection and recognition are support vector machine 
(SVM), AdaBoost classifiers, etc. Classifiers defined for 
object detection should be designed with good classifica-
tion accuracy, and it must consider the time constraint. For 
dealing with the non-rigid structures in the video, Gauss-
ian mixture model (GMM) has been utilized as it provides 
good applicability. Besides various advantages, the GMM 
model fails to model the videos with the noisy and non-
stationary background. Object detection phase concentrates 
on detecting the exact location of the object in the video 
frame. Detection of trajectory path through object detection 
gets affected due to various noise factors, such as illumina-
tion, slow-moving objects, shadows and other phenomena. 
Object detection mainly carries out noise reduction such that 
the retrieval process can be made more efficient [9]. One 
of the commonly used tracking mechanisms is the region-
based target tracking. Region-based tracking separates the 
foreground and the background and treats the path of target 
especially. Besides, it models the background and detects the 
motion of the object [4]. SIFT-based features for tracking the 
objects in the video have achieved significant results. The 
pixel-based matching and feature-based matching achieved 
high speed and accuracy during the object tracking [10].

Researchers involved in literature can be categorized 
as video retrieval, tracking objects in the video, trajectory 
matching, object appearance matching and so on [7]. In 
[1], visual tracking scheme has been used for tracking the 
objects. Visual tracking scheme [1] finds the position of the 
target object in consecutive frames of the object and finds 
it trajectory or moving path. One of the major challenges 
involved in visual tracking scheme is detecting the target 
object in the video prevailed with long-term occlusions. Fur-
ther, during the video processing schemes, the video may 
lose quality due to the rotation, and geometric deformation 
[1]. Techniques, such as region-based [11], feature-based 
[12], model-based [13], and active contour-based techniques 
[14] achieved significant results in visual object tracking 
[1]. Several works have opted for multi-object tracking to 
estimate the position of the object in the video frame during 
tracking visual impairments, such as position, size, identifi-
cation, etc. [15]. Other key problem faced by video retrieval 
mechanism through detection by tracking, is the occurrence 
of association between the visual measurements and mul-
tiple objects in the video [15]. Some techniques make use 
of appearance-based features for video retrieval. The pres-
ence of background clutters in the video affect the learning 
of appearance-based features, and thus, reduces the perfor-
mance of the tracking mechanism [16]. In [17], object track-
ing is done by defining the optical flow, and temporal-spatial 
context. In [18], object tracking was done with the help of 
daubechis complex wavelet transform and Zernike moment. 
Fusing several tracking algorithms also provides significant 

results. In [19], an online fusion tracking method has been 
employed for single object tracking. Discriminitive trackers, 
such as SVM and boosting classifiers distinguish the target 
object as the binary classification task [20]. Optimization 
algorithms are used for object retrieval to obtain the best 
performance [21].

This work extends the previous work [22] for object 
retrieval and tracking from the videos. Previously, video 
retrieval was performed by defining the hybrid model based 
on EWMA and the NSA [23] model. Also, the path length 
between the query and the length of the target object is 
equalized with the help of novel QSD. As an extension of 
this method, in the second work, the video object retrieval 
is performed using SVR [24], along with a classifier. The 
proposed work is developed in three stages, namely object 
tracking, path length equalization, and retrieval. Initially, 
object tracking is performed to find the path of the object by 
combining spatial and visual tracking approaches. The spa-
tial tracking is done based on SVR, whereas the visual track-
ing follows the NSA model. In the path length equalization, 
the path length of the query and that of the tracked object are 
equalized by sample selection based on the density measure. 
Finally, the video is retrieved in the retrieval phase, using 
ENN classifier [25].

The major contribution of this paper is the development 
of a novel path equalization scheme based on the density 
measure. The proposed path equalization scheme refines the 
retrieval process, by equalizing the path length of the query 
and thereby, tracks the object.

The structure of the paper is organized as follows: Sect. 1 
deals with the video retrieval process, and techniques 
involved in developing the video retrieval system. Vari-
ous works contributed towards the video retrieval strategy 
has been discussed in Sect. 2. Section 3 deals with the pro-
posed path length equalization scheme and the ENN based 
retrieval strategy. Section 4 depicts the results achieved by 
the proposed density measure scheme for achieving path 
length equalization, and the simulation results by taking the 
video clips from CAVIAR database. Section 5 concludes 
this paperwork.

2 � Motivation

2.1 � Literature survey

This section presents eight literary works dealing with object 
tracking and retrieval from the videos.

Lai and Yang [7] presented the video retrieval system 
for reducing the complexity issues prevailing in tracking 
the location of the object. The video retrieval is done by 
considering 3D graphical user interface and trajectory of 
the objects in the frame. The proposed scheme considered 
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more intuitive interactions between the frames for retriev-
ing suitable video contents. Wang et al. [2]. proposed the 
video retrieval scheme for indexing and retrieving objects. 
The scheme concentrated on retrieving the video contents of 
possible interest from large-scale video surveillance system. 
The scheme improved the retrieval performance by encoding 
the deep features into short binary codes. Since the scheme 
used multi deep features for learning, the video retrieval is 
done significantly.

Ding et al. [26] proposed the Surveillance surfing (Surv-
Surf) technique, for retrieving the moving objects in the 
video frame. The technique exploited the characteristics of 
big data for video retrieval, and hence, used big data pro-
cessing tools. The authors have proposed motion information 
for segmenting the video contents. Further, the MapReduce 
framework eliminates the challenges posed by big data. This 
framework concentrated on specified areas of the frame 
rather than the entire frame, and thus, achieved improved 
video retrieval. Zhang and Jeong [3] proposed the video 
retrieval scheme for surveillance of airport applications. A 
retrieval algorithm was designed for detecting the moving 
objects in the video frame, by adopting the Harr face cascade 
classifier for the classification. The model was suitable for 
implementation in a cloud platform.

Kanagamalliga and Vasuki [8] presented the retrieval 
algorithm with the help of the Optical Flow and Gabor Fea-
tures Based Contour Model. The model performed both the 
object detection and motion analysis through the algorithm. 
The model utilized the AdaBoost classifier for the classifica-
tion. The model failed to estimate the non-rigid objects in 
the video frame.

Joy and Peter [1] introduced the new color-independent 
tracking approach, the contributions of which are threefold. 
First, the illumination level of the sequences was maintained 
constant using fast discrete curvelet transform. Then, Fisher 
information metric was calculated based on a cumulative 
score by comparing the template patches with a reference 
template at different timeframes. This metric was used for 
quantifying distances between the consecutive frame his-
togram distributions. Then, an iterative algorithm, called 
conditionally adaptive multiple template update, was pro-
posed to regulate the object templates for handling dynamic 
occlusions effectively.

Li Liang-qun, [15] presented the video retrieval strat-
egy with the fuzzy logic data association algorithm. The 
algorithm had the characteristics of a fuzzy inference sys-
tem and thus, allowed multi-object tracking. Moreover, 
it tackled the threats posed by long-term occlusions, by 
using track-to-track association approach. Bency et al. [16] 
developed a methodology for retrieving the video contents, 
and the retrieval strategy depends on the leverage human 
knowledge. For the retrieval, the model generates a docu-
ment representing the motion information prevailing in 

the video. Then, the document was listed against the vid-
eos in library content, and the necessary video files were 
extracted. The scheme does not require the object detectors 
for locating the position of objects in the video.

2.2 � Challenges

Since the era of video technology, various challenges pre-
vailing in the video object tracking makes the retrieval 
process to be difficult. Developing an environment for 
retrieving the movement of objects from one frame to 
other faces several challenges and they are listed below.

•	 Retrieving objects from videos consumes more time, 
and faces overhead space issues since the surveillance 
camera produces high resolution videos [26].

•	 Also, operations, such as object retrieval and action 
classification tend to consume more time as video 
sequences are mostly noisy, non-segmented and multi-
dimensional [26].

•	 Even though several algorithms have been developed 
in the literature, a problem occurring due to the pres-
ence of non-rigid structures in the video has been still 
unaddressed [8].

•	 Noise reduction during the object detection model sig-
nificantly reduces the visualization effects of video [9].

•	 Some of the particle challenges faced during object 
tracking are, object to object occlusion, object to scene 
occlusion, abrupt object motion, various lighting con-
ditions, etc. [15].

•	 The appearance of the object in the frame to its suc-
cessive frames shows negligible changes, and thus, 
tracking the object of the path may become difficult. 
Also, concentrating only on features of objects during 
video retrieval, may produce adverse effects in tracks, 
as some algorithms do not segment the object from its 
background. Thus, for improved tracking performance, 
considering both the object and the background fea-
tures make the algorithm efficient [17].

The proposed method is designed to solve the above 
challenges in video object retrieval. The proposed method 
utilizes SVR and NSA to track the position of the object. 
SVR acknowledges the occurrence of non-linearity in the 
data and offers an excellent prediction model. It utilizes 
the regularization parameter, which avoids the object 
occlusion and it is more robust. Also, this paper introduces 
a novel density measure technique for equalizing the path 
length of both the query and the objects in the video frame. 
Making the path length of the object related to query sim-
plifies the video retrieval process and consumes less time.
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3 � Video retrieval with the proposed SSDM 
based path equalization and ENN based 
retrieval strategy

This section presents the proposed video retrieval strategy 
and the design procedure for the newly developed Sample 
Selection based Density Measure (SSDM) technique in 
video retrieval scheme and the architecture is depicted in 
Fig. 1. As given in Fig. 1, the target objects within the frame 
are subjected to path tracking process. For retrieving suitable 
video frame contents, the path tracking is necessary, and 
this paper uses a hybrid model for path tracking. The hybrid 
model comprises of NSA algorithm and SVR approach. 
After tracking the path of objects, the length of path tracked 
by the tracking mechanism and query need to be matched. 
Path length equalization acts as a major step towards video 
retrieval since the video contents more related to user query 
need to be retrieved. This work introduces the SSDM tech-
nique for path length equalization. After obtaining the equal-
ized path related to query, ENN classifier retrieves the suit-
able video frames.

The entire operation involved in the proposed video 
retrieval scheme is presented here. Initially, the video is 
subjected to framing, and the keyframes in the video are 
extracted. Then, the hybrid model with the NSA and the 
SVR identifies the position of the object in the keyframe. 
The tracked path from the video frame is provided to the 
ENN module for video retrieval. Designing video retrieval 
related to user query can be done through three important 
steps,

•	 Object Path tracking
•	 Path length equalization
•	 Video retrieval related to the user query

Consider the video R with Z frames for the analysis. For 
retrieving the videos related to the query, it is necessary to 
extract the keyframes form the video. Video considered for 
the analysis is represented as follows,

where, Ui refers to the ith frame present in the video, and the 
value of i varies between 1 and Z.

3.1 � Object tracking using the hybrid model 
for tracking the position of the object

The initial step involved in video retrieval is tracking the 
movement of the object from one frame to another. For the 
object detection purpose, this paper uses the hybrid track-
ing model. The hybrid tracking model uses techniques, 
such as NSA [23] and SVR [24] and hybridizes the results 
achieved by both the algorithms for object tracking. NSA 
is one of the commonly used techniques for tracking the 
position of the object, due to its simple characteristic, and 
stability. NSA tracks the path between the objects through 
the Euclidean distance measure. NSA fails to identify the 
unknown regression prevailing in the video, and it can be 
tracked with the help of SVR approach. SVR identifies a 
nonlinear estimate, by integrating the linear estimate with 
the nonlinear function.

3.1.1 � Tracking the position of the object based on the NSA 
model

The first algorithm used for the hybrid approach is the 
NSA. The model identifies the trajectory path of the target 
object by detecting the best location in the current frame 
concerning the location of the object in the next reference. 
Here, the position calculation depends on the minimal 

(1)R =
{
Ui; 1 ≤ i ≤ Z

}
,

Fig. 1   The architecture of 
video retrieval scheme with the 
proposed SSDM technique and 
ENN classifier
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Euclidean distance between the successive frames. The 
steps involved in identifying the exact location of the 
object in video frame through the NSA algorithm are given 
in the following steps:

3.1.1.1  Localization of target object  NSA approach iden-
tifies the exact location of the object by initially localiz-
ing various objects in the frame. Localization refers to the 
identification of the key points of the object, which helps 
in tracking the position of the object in successive frames. 
As expressed in Eq. (1), the video has several frames, and 
the frames can be individually represented by the follow-
ing equation,

where, Ui refers to the ith frame in the video and the value 
of i extends up to Z. The frame has the collection of objects 
located at a different position. Consider the ith video frame 
that has A number of objects. The objects in the frame have 
different positions, and also follow different paths in a suc-
cessive frame. Thus, the trajectory path followed by the 
object can be represented as a vector of dimension (2 × A) . 
The position of the othobject in the frame Ui is represented 
as follows,

where, Gi
o
 indicates the position of oth object in the frame 

Ui, and the term 
(
ui
o
,vi

o

)
 indicates the xth and yth elements 

representing the position Gi
o
.

3.1.1.2  Determining the  position of  the  object 
in the next frame  In this step, the location of the successive 
frame is identified by fixing the rectangular window. The 
rectangular window helps in identifying the location of the 
object in the next frame by fixing an extensive parameter �. 
Based on the extensive parameter, the key position of the 
object is extended in every possible direction. After locating 
the position of the object, the distance between the position 
of the object in the current frame and successive frame is 
measured. Here, the value of the extensive parameter pro-
viding the minimum distance is considered for position 
determination. Following are the steps briefed for identify-
ing the position of the object in the next frame.

(a) Fixing the rectangular bound window: The key posi-
tion of the object is determined by fixing the rectangular 
window, which again depends on an extensive parame-
ter�. For the random value of �, the rectangular window is 
extended in every possible direction. Then, the distance is 
calculated with the use of the extensive parameter. Then, 
the value providing minimal distance is fixed as an exten-
sive parameter, and the rectangular window is constructed 
from newly found extensive parameter.

(2)U=
{
U1, U2, … ,Ui,… ,UZ

}

(3)Gi
o
=
(
ui
o
, vi

o

)
,

(b) Determining the position of the object in the succes-
sive frame: The position of the object in the successive frame 
is identified once a minimum value is fixed for the threshold 
�. Based on the fixed value of the extensive parameter �, the 
new position of the object in successive frames is identified, 
and it is represented as follows,

where,� indicates the extension parameter, which is a con-
stant value.

3.1.1.3  Calculation of  distance between  the  objects 
in the successive frame  The next step in NSA is determin-
ing the distance between the objects in the successive frame. 
The distance calculation is done based on the position of the 
object in the current and next frame. The expression for the 
distance between the positions of the object in the succes-
sive frame is represented as follows,

It is necessary to fix the value of �, which provides mini-
mal distance.

3.1.1.4  Determining the position of objects with NSA  In the 
final step, the steps two and three are successively repeated 
until positions of all objects in the video frame is calculated. 
The position of the object as retrieved by NSA scheme is 
expressed as,

where, Gi
o
, Gi+1

o+1
, ..., Gi+Z

o+A
 indicate the location of the objects 

identified through NSA scheme.

3.1.2 � Tracking the position of the object based on Support 
vector regression

Including the SVR for tracking the object’s location in the 
video frame improves the quality of the tracking process. 
SVR technique uses the mapping function, which maps the 
linear estimate with the nonlinear function and thereby, finds 
the unknown regression.

Thus, for finding the accurate position of the object in the 
video frame, the SVR generates the training set containing 
the input–output pair given as,

where, � indicates the input and output space and 
(
p1,q1

)
 

indicates the input–output pair. For generating the suitable 
input–output pair, SVR uses the optimization problem. The 
SVR model generates the inputs through a training set, and 

(4)Gi
o+1

=
(
ui
o
± �, vi

o
± �

)
,

(5)Dist
(
Gi

o
, Gi

o+1

)
= Dist

√(
Gi

o
, Gi

o+1

)
.

(6)Po
NSA

=
{
Gi

o
, Gi+1

o+1
,… , Gi+Z

o+A

}
,

(7)� =
{(

p1,q1
)
,
(
p2,q2

)
,… ,

(
pZ,qZ

)}
,
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the selection acts as an optimization problem. The condition 
for the optimization criteria is suggested below:

where, Q indicates the cost and z indicates the total num-
ber of input and output pair. The optimization problem can 
also be expressed as dual maximization problem, which is 
indicated as,

The regression estimate for the dual maximization prob-
lem is expressed as follows,

where, c indicates the deviation parameter. The final path 
estimated based on SVR is expressed as,

3.1.3 � Hybrid model for object tracking

Here, the hybrid model utilizes the advantages of both the 
SVR and the NSA schemes and thereby, achieves object 
tracking. The object tracking algorithms discussed in the 
literature have their pros and cons, and hence, for leveling 
effects of one algorithm, hybridizing the results of one 
improves the overall performance. In the hybrid model, the 
results obtained with NSA and SVR schemes are averaged, 
and the final path of the object is tracked. The expression for 
the path tracked by the hybrid model is expressed as,

where, Po
NSA

, and Po
SVR

 indicate the path tracked by NSA and 
the path tracked by SVR approach, respectively. Hybridiza-
tion of results achieved from both NSA and SVR improves 
the accuracy of tracking performance, and it further refines 
the search process.

3.2 � Path length equalization using the proposed 
SSDM technique

Next major process in video retrieval is the path length 
equalization. The paths tracked by NSA + SVR hybridiza-
tion approach may differ from the path provided by the user 
query. For making the video retrieval process more efficient, 
it is necessary to identify the tracks matched with the user 
query. For identifying the suitable tracks related to the query, 

(8)min
n,b,�+∕−

�
1

2
‖n‖ + Q

z�
i=1

�
�+
i
+ �−

i

��
,

(9)max
�+,�−

−
1

2

∑
i,o

{(
�+
i
+ �−

i

)(
�+
o
+ �−

o

)
Y
(
pi.pj

)}
− �

∑
i

(
�+
i
+ �−

i

)
+
∑
i

qi
(
�+
i
+ �−

i

)
.

(10)w(x) =
∑
i

(
�+
i
+ �−

i

)
Y
(
p.pi

)
+ c,

(11)Po
SVR

=
{
Gi

o
, Gi+1

o+1
, ..., Gi+Z

o+A

}
.

(12)To =
[{
Po
NSA

}
+
{
Po
SVR

}]
∀o,

path length equalization is necessary. One of the important 
strategies involved in video retrieval is the path length equal-
ization. The query given by the user to the video retrieval 
system may have a different size than the path tracked from 
the video. Hence, for retrieving the actual video contents 
related to the query, it is necessary to equalize the path of the 
query and the tracked object. While the query arrives at the 
video retrieval system, it is necessary to retrieve the tracks 
from the video equivalent to the query such that the accuracy 
of the retrieval system can be improved. For this purpose, 

this paper introduces a novel density measure technique for 
equalizing the path length of both the query and the objects 
in the video frame. Figure 2 shows the block diagram of the 
proposed SSDM scheme for path length equalization.

As depicted in the figure, the length of the query path and 
the object is subject to various modifications for achieving 
the equalized length. Making the path length of the object 
related to query simplifies the video retrieval process, as 
path length equalization alters the grid size of the objects 
similar to the user query.

While the query arrives in the video retrieval system, the 
paths identified by the hybrid tracking model are compared 
with the paths of the query. Then, the matching process is 
subjected to neighborhood calculation. Here, both the query 
Muv and tracked paths To

rv
 have different vector sizes, and it 

is represented as follows,

where, k and l indicate the respective size of the query and 
the tracked object vector. The vector of both the query and 
the tracked path takes the two dimensional format. Based on 
the query and the tracked path, neighborhood calculation Jo

rv
 

is done. The expression for the neighborhood calculation is 
given as follows,

The neighborhood calculation vector is expressed as 
follows,

(13)Muv ⇒

{
1 ≤ u ≤ k

1 ≤ v ≤ 2

}
; To

rv
⇒

{
1 ≤ r ≤ l

1 ≤ v ≤ 2

}
,

(14)Jo
uv

= Arg Min
r,v

⎛⎜⎜⎝

���� 2�
v=1

�
To
rv
−Muv

�2⎞⎟⎟⎠
∀{1 ≤ r ≤ F}.

(15)Juv ⇒

{
1 ≤ u ⩽ l

1 ≤ v ⩽ 2

}
.
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After the neighborhood calculation Jo
rv
, the proposed 

SSDM measure is calculated. The proposed SSDM measure 
finds the suitable samples appropriate for video tracking by 
fixing a minimum threshold value �. The expression for the 
proposed SSDM measure is expressed as follows,

where, � indicates the minimal threshold set for sam-
ple selection. As mentioned in the above expression, the 
SSDM creates a corresponding value for each element by 
identifying the neighbor with a minimum threshold � to 
the grid size. Here, grid size is chosen to be 3 × 3. After 
identifying the SSDM measure, QSD is calculated. QSD 
defined in previous work identifies the distance between the 
query and the SSDM elements. The expression for the QSD 

(16)SSDM =
Number of neighbor with distance > �,

Grid size

measure between the query and SSDM measure is indicated 
as follows,

where SSDMo
uv

 indicates the SSDM measure between the 
elements in the SSDM vector. After the QSD and SSDM 
vector calculation, both the vectors are multiplied to obtain 
query track distance mentioned,

From the SSDM measure H, the minimum values are 
identified, and their corresponding path vector is identified. 
The retained path has the same length as the query. The 
retained path having the path length same as the query is 

(17)QSD =

√√√√ k∑
u=1

2∑
v=1

(
Muv − SSDMo

uv

)2
,

(18)H = SSDM × QSD.

Fig. 2   Proposed SSDM for path length equalization
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expressed as To
uv

 and it is provided to the classifier for video 
retrieval.

3.3 � Video retrieval related to user query: Existing 
ENN classifier

This work uses the ENN classifier [27] for retrieving video 
sections related to the user query. The ENN classification 
scheme is the extension of the K-Nearest neighbor algo-
rithm, which helps in classifying the data into their respec-
tive classes. The ENN scheme utilizes maximum gain 
related to intraclass coherence for identifying the suitable 
class information. Mathematical expression behind ENN for 
the classification is given as follows,

Consider the input database and the class label as E. The 
corresponding class label for each data can be obtained as,

The class label l has the maximum value of the output 
sample, and it is obtained through the neighbor vector. ENN 
performs the data classification by matching data sample 
based on a Euclidean distance measure. Here, suitable v 
samples providing the minimum distance is matched with 
other data samples, and again, a new set of v samples is 
selected. Finally, the class belonging to the maximum num-
ber of samples is identified, and it is mentioned as,

where, Xl indicates the data samples in lth class, and rr refers 
to the neighbors. The class information Srr(p,m) for each 
neighbor is expressed as follows,

The above equation expresses the output class informa-
tion while the query arrives at the video retrieval system.

4 � Results and discussion

The simulation results of video retrieval strategy with pro-
posed density measure based path equalization scheme are 
presented here. The experimentation of the proposed scheme 
is done by taking the videos from standard CAVIAR data-
base and compared with the metrics, such as MOTP, preci-
sion, recall, and F-measure.

(19)E = Arg

{
D

max
l=1

(
El

)}
.

(20)El =
1

Xlv

∑
p∈ml

v∑
gg=1

Srr(p,m),

(21)Srr(p,m) =

{
1; if p ∉ mi&Xrr

(
M,R ∈ mi

)
0; otherwise

4.1 � Experimental setup

Experimentation of the proposed video retrieval is imple-
mented in MATLAB tool. The PC used for experimentation 
requires the Windows 10 OS, 4 GB RAM, and Intel I3 proces-
sor. The proposed video retrieval scheme uses various video 
clips for the analyzing the performance.

4.1.1 � Database description

For the experimentation of the proposed video retrieval 
scheme, required videos are utilized from standard CAVIAR 
database [28]. CAVIAR database contains the collection of 
video clips recorded under various scenarios under walk, 
browse, slump, left the object, fight, window shop, etc. For 
the comparative analysis, this work utilized five video clips 
from the CAVIAR database. The directions of movement of 
objects have been marked in ground information.

4.1.2 � Evaluation metrics

Various evaluation metrics used for analyzing the performance 
of the proposed SSDM + ENN technique in video retrieval 
strategy are explained below:

Precision: It refers to the fraction of most relevant instances 
among the retrieved instances. A good precision mechanism 
depends on the most retrieved relevant track of the object in 
the video, and the expression for precision is given as follows,

Recall: It refers to the fraction of finding the full set of 
relevant videos in a huge result set by effective mining tech-
niques, and the expression is given as follows,

F-measure: It is a measure of a test’s accuracy and is 
defined as the weighted harmonic mean of the precision and 
recall of the test.

MOTP: The ability of the tracker to track the position of 
the objects accurately in the video refers to MOTP, and it is 
expressed as follows,

(22)

Precision =
Relevant instances ∩ Retrieved instances

Retrieved instances
.

(23)Recall =
Relevant instances ∩ Retrieved instances

Relevant instances
.

(24)F-measure =
2 ∗ Precision ∗ recall

Precision + recall
.

(25)MOTP =

∑
i,td

k
t∑

tMt

,
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where dk
t
 refers to a number of matched objects identified at 

the time t and the term Mt indicates the number of matches 
at a timet.

4.1.3 � Comparative techniques

The comparative technique includes the NSA [23], 
Exponential Weighted Moving Average (EWMA) [29], 
NSA + EWMA, NSA + NARX. The results of the pro-
posed SSDM + ENN are compared with the other existing 
techniques to highlight the dominance of the techniques. 
Description of the various comparative techniques is pre-
sented below:

NSA: Here, the NSA scheme was utilized for tracking the 
position of the objects in the video frames.

EWMA: EWMA scheme finds the weighted function and 
exponential function for identifying the position of the target 
object and tracks the path of the object in video frames.

NSA + EWMA: This work makes use of both NSA and 
EWMA schemes for video retrieval. NSA and EWMA algo-
rithms are hybridized for tracking the exact position of the 
object in the video frame.

NSA + NARX: Similar to NSA + EWMA model, the exist-
ing NSA + NARX model uses both the NARX and NSA for 
object tracking.

4.2 � Experimental results

This section deals with the performance analysis of five 
videos and their experimental results. The results are taken 
from five videos obtained from the CAVIAR dataset, and 
their performances are evaluated. Objects are tracked and 
the paths detected are stored in the database.

The retrieved results on a user query are provided in 
the form of trajectory images with the similar trajectory as 
shown in Fig. 3. It shows the tracked path according to the 
specified user query. Figure 3 depicts the tracked path along 
with the user query obtained for the videos 1–5 respectively. 
As shown in Fig. 3, the actual trajectory path in the video 
frame, user query, and the retrieved trajectory path are pre-
sented. Figure 3a, b, c provide the video samples, query and 
retrieved trajectory for video sample 1. Trajectory retrieved 
from video sample 2 and 3, is depicted in Fig. 3f, i. Simi-
larly, the retrieved trajectory path based on a query for video 
sample 4 and 5 is given in Fig. 3l, o, respectively.

4.3 � Comparative analysis

The comparative analysis of the proposed SSDM + ENN 
concerning the existing techniques is analyzed here. The 
results shown in the proposed model are compared with the 

existing models regarding Precision, Recall, F-measure, and 
MOTP for varying video samples.

4.3.1 � Comparative analysis using video 1

This subsection covers the comparative analysis of the pro-
posed method for Video 1. Figure 4a, b show the compara-
tive analysis with the following parameters, such as MOTP, 
precision, recall and the F-measure. While increasing the 
number of objects, the value of MOTP decreases. When the 
number of objects is 8, the MOTP obtained by the proposed 
SSDM + ENN method is at a rate of 0.764, whereas the 
MOTP obtained using the other existing methods, like NSA, 
EWMA, NSA + EWMA, and NSA + NARX is at a rate of 
0.726, 0.700, 0.725 and 0.755, respectively. As compared to 
other existing techniques, the value of MOTP is greater for 
the proposed SSDM + ENN technique. The MOTP gradually 
decreases while moving the number of objects from 2 to 8.

Figure 4b shows the comparative analysis implemented 
regarding Precision, Recall, and F-measure. The preci-
sion obtained for the proposed SSDM + ENN method is 
higher as compared to the existing methods. The proposed 
SSDM + ENN method attains a precision value at a rate of 
0.822, whereas the existing methods, such as NSA, EWMA, 
NSA + EWMA, and NSA + NARX attain a precision of 
0.721, 0.717, 0.746, and 0.795, respectively. The proposed 
SSDM + ENN method attains a recall value at a rate of 
0.847, whereas the existing NSA, EWMA, NSA + EWMA, 
and NSA + NARX attain a value of 0.759, 0.734, 0.776, and 
0.828. The proposed SSDM + ENN method shows the high-
est recall value as compared to the existing methods, NSA, 
EWMA, NSA + EWMA, and NSA + NARX. The proposed 
SSDM + ENN method attains an F-measure value at a rate of 
0.806, whereas the existing NSA, EWMA, NSA + EWMA, 
and NSA + NARX attain an F-measure value of 0.7451, 
0.7542, 0.7680, and 0.7948.

4.3.2 � Comparative analysis using video 2

This subsection deals with the comparative analy-
sis of the proposed method for Video 2. From Fig. 5a, it 
is observed that as MOTP increases the number of the 
object to increases. The MOTP acquired by the pro-
posed model is greater than the existing methods. The 
MOTP values acquired by NSA, EWMA, NSA + EWMA, 
and NSA + NARX are 0.73, 0.71, 0.74, and 0.77 when a 
number of the object is two. The comparative analysis of 
techniques in terms of precision, Recall and F-measure 
is shown in Fig. 5b. The proposed SSDM + ENN method 
attains a precision value of 0.859, whereas the existing 
NSA, EWMA, NSA + EWMA, and NSA + NARX attain a 
precision of 0.759, 0.768, 0.793, and 0.815, respectively. 
The proposed SSDM + ENN method attains a recall value 
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Fig. 3   The trajectory of the objects retrieved from the videos 1–5
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at a rate of 0.849, whereas the existing methods, such as 
NSA, EWMA, NSA + EWMA, and NSA + NARX attain 
a value of 0.802, 0.767, 0.810, and 0.824. The proposed 
SSDM + ENN method shows the highest recall value as 
compared to existing NSA, EWMA, NSA + EWMA, and 
NSA + NARX. The proposed SSDM + ENN method attains 
an F-measure value of 0.849, whereas the existing NSA, 
EWMA, NSA + EWMA, and NSA + NARX attain a value 
of 0.802, 0.742, 0.818, and 0.837, respectively.

4.3.3 � Comparative analysis using video 3

In this subsection, the comparative analysis of the pro-
posed method for Video 3 has been described. From 
Fig.  6a, it is depicted that MOTP increases with the 
increasing number of the objects. The MOTP acquired 
by the proposed SSDM + ENN model is greater than the 

existing methods. The MOTP values acquired by NSA, 
EWMA, NSA + EWMA, and NSA + NARX are 0.751, 
0.700, 0.756, and 0.800 when the number of the object is 
five. The combined comparative analysis of the proposed 
SSDM + ENNand other existing techniques in terms of 
precision, Recall and F-measure is shown in Fig. 6b. The 
proposed SSDM + ENN method attains a precision value 
of 0.799, whereas the existing methods, such as NSA, 
EWMA, NSA + EWMA, and NSA + NARX attain a value 
of 0.714, 0.729, 0.738, and 0.798, respectively. The pro-
posed SSDM + ENN method attains a recall value of 0.826, 
whereas the existing NSA, EWMA, NSA + EWMA, and 
NSA + NARX attain a recall value of 0.793, 0.750, 0.793, 
and 0.811. The proposed SSDM + ENN method shows the 
highest recall value as compared to the existing methods, 
like NSA, EWMA, NSA + EWMA, and NSA + NARX. 
The proposed SSDM + ENN method attains an F-measure 

Fig. 4   Comparative analysis using the video one based on a MOTP. b 
Evaluation metrics Fig. 5   Comparative analysis using the video two based on a MOTP. b 

Evaluation metrics
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value of 0.824, whereas NSA, EWMA, NSA + EWMA, and 
NSA + NARX had a value of 0.755, 0.743, 0.786, and 0.807.

4.3.4 � Comparative analysis using video 4

This subsection deals with the comparative analysis of 
the proposed method for Video 4. From Fig.  7a, it is 
observed that when the number of the object increases, 
MOTP also increases. The MOTP acquired by the pro-
posed SSDM + ENN model is greater than that of existing 
methods. The MOTP values acquired by NSA, EWMA, 
NSA + EWMA, and NSA + NARX are 0.77, 0.71, 0.790, 
and 0.798 when the number of objects is six. The com-
parative analysis of the proposed SSDM + ENN regard-
ing precision, Recall and F-measure is shown in Fig. 7b. 
The proposed SSDM + ENN method attains a precision 
of 0.901, whereas the existing methods, such as NSA, 

EWMA, NSA + EWMA, and NSA + NARX had attained a 
value of 0.743, 0.734, 0.753, and 0.757, respectively. The 
proposed SSDM + ENN method attains a recall value of 
0.860, whereas the existing methods, like NSA, EWMA, 
NSA + EWMA, and NSA + NARX had a value of 0.802, 
0.767, 0.819, and 0.840. The proposed SSDM + ENN 
method shows the highest recall value as compared to the 
existing NSA, EWMA, NSA + EWMA, and NSA + NARX. 
The proposed SSDM + ENN method attains F-measure of 
0.827, whereas the existing methods, such as NSA, EWMA, 
NSA + EWMA, and NSA + NARX attain an F-measure of 
0.768, 0.761, 0.780, and 0.782.

4.3.5 � Comparative analysis using video 5

In this subsection, the comparative analysis of the proposed 
method for Video 5 is shown. Figure 8a presents the per-
formance of comparative models for video five based on 

Fig. 6   Comparative analysis using the video three based on a MOTP. 
b Evaluation metrics

Fig. 7   Comparative analysis using the video four based on a MOTP. b 
Evaluation metrics
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MOTP measure. As the number of objects increases, MOTP 
increases. Hence, the MOTP acquired by the proposed 
model is greater than the existing methods. The MOTP 
values acquired by the NSA, EWMA, NSA + EWMA, and 
NSA + NARX are 0.771, 0.723, 0.778, and 0.808 when the 
number of the object is four. The combined performance 

analysis of techniques in terms of precision, Recall and 
F-measure is shown in Fig. 8b. The proposed SSDM + ENN 
method attains a precision value of 0.864, whereas the exist-
ing methods, NSA, EWMA, NSA + EWMA, NSA + NARX 
attain of 0.756, 0.745, 0.767, and 0.802, respectively. The 
proposed SSDM + ENN method attains a recall of 0.814, 
whereas the existing NSA, EWMA, NSA + EWMA, and 
NSA + NARX attain a value of 0.750, 0.776, 0.785, and 
0.789. The proposed SSDM + ENN method shows the 
highest recall value as compared to the existing NSA, 
EWMA, NSA + EWMA, and NSA + NARX. The proposed 
SSDM + ENN method attains F-measure value at a rate of 
0.819, whereas the existing methods, like NSA, EWMA, 
NSA + EWMA, and NSA + NARX had a value of 0.774, 
0.768, 0.781, and 0.815.

4.4 � Comparative discussion

Table 1 highlights the performance metrics of the pro-
posed method to show its precedence among the existing 
methods. The MOTP rates attained by NSA + NARX and 
proposed SSDM + ENN are 0.869 and 0.922. Thus, the 
proposed SSDM + ENN has higher tracking value than 
the existing methods. The precision rate attained by NSA, 
EWMA, and Colour feature-based model is 0.7413, whereas 
that of the proposed SSDM + ENN is 0.901. Hence, the 
precision for tracking the object is higher in the proposed 
SSDM + ENN. The Recall rates attained by NSA, EWMA, 
Colour feature-based model, Trajectory clustering-based 
model, NSA + EWMA, NSA + NARX, and proposed 
SSDM + ENN are 0.7732, 0.7748, 0.774, 0.7927, 0.8106, 
0.840, and 0.860. Hence, the fraction of the successfully 
retrieving trajectory relevant to the query trajectory is higher 
in the proposed method. The F-measure rates attained by 
NSA, EWMA, Colour feature-based model, Trajectory 
clustering-based model, NSA + EWMA, NSA + NARX, and 
proposed SSDM + ENN are 0.7434, 0.7581, 0.7507, 0.7625, 
0.7670, 0.837, and 0.849, respectively. From the table, it 
is evident that proposed SSDM + ENN technique achieved 
better video retrieval performance with the values of 0.901, 
0.860, 0.849, and 0.922 for precision, recall, F-measure, and 
MOTP, respectively.

Fig. 8   Comparative analysis using the video five a MOTP. b Evalua-
tion metrics

Table 1   Comparative discussion Methods MOTP Precision Recall F-measure

NSA – 0.7413 0.7732 0.7434
EWMA – 0.7413 0.7748 0.7581
Colour feature-based model [27] – 0.7413 0.7740 0.7507
Trajectory clustering-based model [7] – 0.7465 0.7927 0.7625
NSA + EWMA [22] – 0.7517 0.8106 0.7670
NSA + NARX 0.869 0.815 0.840 0.837
SSDM + ENN 0.922 0.901 0.860 0.849
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5 � Conclusion

Video retrieval strategy has gained more interest in recent years 
as the technique can be applied in various applications. The pro-
posed scheme develops an extensive approach to the previously 
developed video retrieval strategy. Here, video retrieval is done 
in three phases, (1) object detection, (2) path length equalization, 
and (3) video retrieval. Initially, the trajectory path of the target 
object gets detected with the help of the hybrid model, having 
the NSA and SVR scheme. Path length equalization retrieves 
the path having the same length as the query from a user and 
the proposed SSDM path length equalization scheme finds 
the suitable paths related to query. After that, video retrieval 
is done using the ENN classifier. Simulation of the proposed 
SSDM + ENN video retrieval scheme is done by obtaining vid-
eos from CAVIAR database, and the implementation is done 
in MATLAB tool. The evaluation metrics, such as MOTP, 
precision, recall, and F-measure evaluates the performance of 
the proposed SSDM + ENN technique with other comparative 
techniques. From the simulation results, it is evident that the pro-
posed SSDM + ENN technique achieved better video retrieval 
performance with the values of 0.901, 0.860, 0.849, and 0.922 
for precision, recall, F-measure, and MOTP, respectively.
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