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Abstract
Neural networks, composed of many neurons and governed by complex interactions between them, are a widely accepted 
formalism for modeling and exploring global dynamics and emergent properties in brain systems. In the past decades, experi-
mental evidence of computationally relevant neuron-astrocyte interactions, as well as the astrocytic modulation of global 
neural dynamics, have accumulated. These findings motivated advances in computational glioscience and inspired several 
models integrating mechanisms of neuron-astrocyte interactions into the standard neural network formalism. These models 
were developed to study, for example, synchronization, information transfer, synaptic plasticity, and hyperexcitability, as well 
as classification tasks and hardware implementations. We here focus on network models of at least two neurons interacting 
bidirectionally with at least two astrocytes that include explicitly modeled astrocytic calcium dynamics. In this study, we 
analyze the evolution of these models and the biophysical, biochemical, cellular, and network mechanisms used to construct 
them. Based on our analysis, we propose how to systematically describe and categorize interaction schemes between cells 
in neuron-astrocyte networks. We additionally study the models in view of the existing experimental data and present future 
perspectives. Our analysis is an important first step towards understanding astrocytic contribution to brain functions. However, 
more advances are needed to collect comprehensive data about astrocyte morphology and physiology in vivo and to better 
integrate them in data-driven computational models. Broadening the discussion about theoretical approaches and expanding  
the computational tools is necessary to better understand astrocytes’ roles in brain functions.
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Introduction

Modeling astrocytic functions, often together with neu-
ronal or vascular functions, has been the trend in recent 
years, and, consequently, hundreds of computational mod-
els have been developed. Different aspects of these models 
have been reviewed before (see, e.g., Jolivet et al., 2010; 
Mangia et al., 2011; De Pittà et al., 2012, 2016; Fellin 
et  al.,  2012; Min et  al.,  2012; Volman et  al.,  2012; 
Wade et  al.,  2013; Linne & Jalonen,  2014; Tewari & 
Parpura, 2014; Manninen et al., 2018b, 2019; Denizot 
et al., 2020; González et al., 2020; Covelo et al., 2022; 

Linne et al., 2022). However, none of the previous surveys 
categorized and analyzed in detail all aspects of neuron-
astrocyte network-level models. These aspects are: (1) 
bioelectricity in neurons, models for excitable neuronal 
membranes, (2) calcium (Ca2+) and other cell biological 
mechanisms in astrocytes, (3) spatial organizations of 
cells, (4) structures of functional local interaction schemes 
between neurons and proximal astrocytes, (5) structures of 
global interaction schemes between each pair of modeled 
cell types (between neurons of different types, between 
neurons and astrocytes), (6) directions of information flow, 
(7) inputs and outputs of the models (if any) including the 
stimulus protocols and the recorded variables, (8) origins 
and evolutions of the utilized models, (9) details of mod-
eled neural systems (brain areas, developmental stages, 
etc.), and (10) availability of the model codes. To over-
come this shortcoming, we decompose network models 
to their building blocks, systematically analyze and com-
pare these blocks, and categorize the interactions between 
them. We also discuss what is missing in these computa-
tional models to explain different brain phenomena.
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The computational astrocyte and neuron-astrocyte 
interaction models can be divided into four categories: 
(1) models describing one or several properties of a sin-
gle astrocyte (shortly single astrocyte models), (2) mod-
els connecting at least two astrocytes together (shortly 
astrocyte network models), (3) models describing neuron-
astrocyte interactions in synapses with one to several neu-
rons and only one astrocyte (shortly neuron-astrocyte syn-
apse models), and (4) models describing neuron-astrocyte 
interactions in regulating neuronal networks with at least 
two neurons and two astrocytes (shortly neuron-astrocyte 
network models) (see also, Manninen et al., 2018b). In 
our earlier studies (Manninen et al., 2017, 2018a, b, 2019; 
Linne et al., 2022), we have summarized and discussed 
all four types of models. Here, we focus in detail on the 
last listed category, the neuron-astrocyte network mod-
els. Models of this category are required to have at least 
two astrocytes and two neurons, and bidirectional interac-
tions between the astrocytes and neurons. However, mod-
els with bidirectional neuron-astrocyte interactions that 
have only one modeled astrocyte are here considered to be 
neuron-astrocyte synapse models, although these models 
might have the single astrocyte connected to multiple syn-
apses between the neuronal population (Manninen et al., 
2018b). Thus, the models, where an astrocyte receives 
inputs from neurons but does not exert a feedback modu-
lation on neuronal activity, could be listed into category 
1 or 2, but not into 3 or 4.

In the present analysis, we are interested in neuron-astrocyte 
network models that include explicitly modeled astrocytic Ca2+ 
dynamics, because it is widely accepted that Ca2+ elevations are 
one of the key signaling mechanisms contributing to neuron-
astrocyte interactions and linking bioelectrical phenomena with 
intracellular phenomena (see, e.g., Nimmerjahn, 2009; Volterra 
et al., 2014; Bazargani & Attwell, 2016). Modeling astrocytic 
Ca2+ dynamics is supported by accumulating electrophysiologi-
cal (see, e.g., Schramm et al., 2014) and Ca2+ imaging (see, 
e.g., Poskanzer & Yuste, 2016; Agarwal et al., 2017; Arizono 
et al., 2020; King et al., 2020) data. Abnormalities in astrocytic 
Ca2+ signaling have been shown in neurodevelopmental disor-
ders and neurodegenerative diseases (Allen, 2013; Finsterwald 
et al., 2015). Some astrocyte models that are more abstract or 
that consider ions other than Ca2+ as the putative signal-carrying  
ion also exist. These models are, however, excluded from our 
analysis because of our focus on astrocytic intracellular Ca2+ 
signaling and the large number of these Ca2+-oriented mod-
els. Examples of synapse- and network-level studies modeling 
potassium (K+) and sodium (Na+) ions include the models by 
Conte et al. (2018), Cui et al. (2018), Du et al. (2018), and Sætra 
et al. (2021).

The astrocyte and neuron-astrocyte interaction mod-
els use either biophysical or phenomenological modeling 
or combining both. Biophysically detailed modeling can 

consider several mechanisms, for example Ca2+ dynamics, 
detailed neuron-astrocyte interactions, vascular events, and 
K+ buffering, while phenomenological modeling uses simple 
mathematical equations describing the dynamics with fewer 
mechanisms, for example, to model the interactions between 
the neurons and astrocytes. However, multicompartmental 
modeling of astrocytic functions where one models the 
astrocytic soma, the different main-stem branches, and the 
extensive arborizations similarly to neuronal compartmental 
modeling is still in its infancy. The reason for this is that not 
all the morphological, biophysical, and biochemical details 
of astrocytes are known and that we also need standardized 
computational tools.

Previously, we have categorized and analyzed in detail the 
modeled mechanisms of astrocytes (Manninen et al., 2018b) 
and addressed briefly the modeled mechanisms of neurons 
and astrocytes (Manninen et al., 2019) of the published sin-
gle astrocyte, astrocyte network, neuron-astrocyte synapse, 
and neuron-astrocyte network models that describe astrocytic 
Ca2+ signaling according to the criteria set by us. Here we 
analyze and categorize in detail the modeled mechanisms of 
both neurons and astrocytes and the mechanisms representing 
the interactions between these cells as well as the structure of 
the models, including the details of the spatial organization 
of the cells and the interaction schemes. We also analyze the 
evolution of all the cell models and their interactions. Our 
analysis presents the state of the art in modeling neuron-
astrocyte networks. We emphasize, especially, the integra-
tion of experimental data about astrocyte morphology and 
physiology as well as the network structure when building 
neuron-astrocyte models, the need for standardized simula-
tion, data-analysis, and sensitivity-analysis tools specialized 
in neuron-astrocyte network models, and the need for making 
the model implementations available in online repositories 
so that the modeling results are reproducible.

Methods and Results

Early models that include astrocytic Ca2+ dynamics belong 
to either single astrocyte, astrocyte network, or neuron-
astrocyte synapse category. The first single astrocyte model 
was published in 1995 (Roth et al., 1995), while the first 
astrocyte network and neuron-astrocyte synapse models 
appeared in 2002 (Höfer et al., 2002) and 2003 (Nadkarni 
& Jung, 2003), respectively (Fig. 1). It is not surprising that 
neuron-astrocyte network models integrating astrocytic and 
neuronal dynamics with mechanisms of neuron-astrocyte 
and often also astrocyte-astrocyte exchange started appear-
ing later. The first neuron-astrocyte network models were 
published in 2009 (Allegrini et al., 2009; Postnov et al., 
2009) and became more frequent in recent years – almost 
half of the models published in 2020 belonged to this 
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category. Overall, the interest in computational models that 
incorporate astrocytic mechanisms is steadily increasing, as 
can be seen in Fig. 1. During the last years, the number of 
published models increased for each category except for the 
astrocyte network models.

In the following sections, we explain the criteria of 
choosing the models into our study and the characteristics 
of these models, we summarize the neuronal and astrocytic 
mechanisms and models used in the studies, we describe the 
mechanisms and models used to implement the functional 
interactions between cells, and we analyze and systematize 
the presentation for the structure of the models, including 
the spatial organization of the modeled cells and the inter-
action scheme between modeled cells. Lastly, we explain 
which neural functions were studied with the models.

Selection of Models

As in our previous studies (Manninen et al., 2018b, 2019), 
we here limited our evaluation to models which had at least 
one astrocytic intracellular Ca2+ mechanisms modeled and 
the astrocytic intracellular Ca2+ signaling was described by a 
differential equation that was a function of time, Ca2+ itself, 
and at least one of the other astrocytic variables which could 
be, for example, inositol trisphosphate (IP3). In addition, 
astrocytic Ca2+ had to have an impact on some signaling 
variable or other intracellular signal in the astrocytes. Neu-
ron models had to include at least one differential equation 
for some variable, for example for membrane potential. Fur-
thermore, the models had to include at least two neurons 
and two astrocytes as well as bidirectional neuron-astrocyte 
interactions to form neuron-astrocyte network models. Based 
on these criteria, we ended up having 32 neuron-astrocyte 
network models published by the end of 2020.

Characteristics of Models

We categorized and characterized the differences of these 32 
neuron-astrocyte network models in all aspects, including 
neuronal and astrocytic cellular mechanisms and models, 
all types of functional interactions between modeled neu-
rons and astrocytes in synaptic and non-synaptic commu-
nications, and details of structural organization of interac-
tions between all modeled cell types. See the full biological 
description of astrocytes and neuron-astrocyte interactions, 
for example, in the reviews by Kettenmann and Ransom 
(2013), Volterra et al. (2014), Bazargani and Attwell (2016), 
and Verkhratsky and Nedergaard (2018).

Table 1 lists several characteristics of the neuron-astrocyte  
network models. For each model, we indicated whether 
the model was built for certain brain area in mind, whether 
experimental data was used to validate simulation results, 
how many neurons of each type were modeled (excitatory 
neuron (E), inhibitory neuron (I), interneuron (IN), pyrami-
dal neuron (PY), thalamocortical neuron (TC), and reticu-
lar thalamic neuron (RE)), how many astrocytes were mod-
eled, and which experimentally shown neural function was 
studied with the model, for example Ca2+ dynamics (Ca2+), 
excitatory-inhibitory balance (E-I balance), synchronization 
(Sync.), signal or information transfer (Sgn./Inf.), synap-
tic plasticity (Plast.), or hyperexcitability (Hyper.), or was 
the model built to solve a classification task (Classif.) or 
to support hardware implementation (HW). We also listed 
which programming language or simulation tool was used 
to implement the models and whether the model codes were 
available in open-access online repositories. Only details 
that were clearly given in the model publications are pre-
sented in Table 1. Out of the 32 models, seven named the 
simulation tool or programming language used and only for 
two of the models the model codes were available online 
(Aleksin et al., 2017; Stimberg et al., 2019). Aleksin et al. 
(2017) developed and used Arachne (C++, MATLAB®) to 
implement their model and made their model code avail-
able both as a supplementary to their article and in GitHub 
(https://​github.​com/​Leoni​dSavt​chenko/​Arach​ne/​tree/​master/ 
​Examp​lePLOS). Stimberg et al. (2019) implemented their 
model with Brian 2 (Goodman & Brette, 2008) and made 
their model code available in GitHub (https://​github.​com/​
mdepi​tta/​comp-​glia-​book/​tree/​master/​Ch18.​Stimb​erg). 
Nine models were specialized to cerebral cortex, eight to 
hippocampus, one to spinal cord, and two to thalamocor-
tical networks, while 12 models were generic models not 
developed for any specific brain area. Only two of the stud-
ies compared the simulation results to experimental data 
either qualitatively or quantitatively (Amiri et al., 2013a; 
Chan et al., 2017). Amiri et al. (2013a) compared their 
model to local field potential (LFP) recordings from rat 
hippocampal cornu ammonis 1 (CA1) brain slices in vitro. 

Fig. 1   Number of astrocyte models published per year with explicitly 
modeled astrocytic Ca2+ dynamics. Numbers given for single astro-
cyte models, astrocyte network models, neuron-astrocyte synapse 
models, and neuron-astrocyte network models

https://github.com/LeonidSavtchenko/Arachne/tree/master/ExamplePLOS
https://github.com/LeonidSavtchenko/Arachne/tree/master/ExamplePLOS
https://github.com/mdepitta/comp-glia-book/tree/master/Ch18.Stimberg
https://github.com/mdepitta/comp-glia-book/tree/master/Ch18.Stimberg
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Chan et al. (2017) compared their model to multi-electrode 
array (MEA) recordings from dissociated cortical cultures 
of Wistar rat embryos at day 18. In addition, bifurcation 
analysis was done with a couple of models (see, e.g., Amiri 
et  al.,  2012b; Hayati et  al.,  2016; Li et  al.,  2016; Tang 
et al., 2017; Makovkin et al., 2020) which, in general, helps 
in understanding the dynamical behavior of the models.

Cell Models

The choice of modeled cells depended on the study and 
might include, for example, the whole neurons, the whole 
astrocytes, neuronal or astrocytic compartments, and 
pre- and postsynaptic compartments. Most of the ana-
lyzed studies relied on the single-compartmental models 
for both neurons and astrocytes, however, some studies 
also explored multicompartmental models for astrocytes 
with either simple or more detailed morphologies (see, 
e.g., Postnov et  al.,  2009; Liu & Li,  2013a, b; Mesiti 
et al., 2015; Gordleeva et al., 2019). The number of neu-
ronal cell types in the analyzed models ranged between 1–4 
(most often two types), while astrocytes always belonged 
to a single type. Within the same cell type, the number of 
cells was from one or a few (see, e.g., Liu & Li, 2013b; 
Makovkin et al., 2020) up to several thousand (see, e.g., 
Chan et al., 2017; Nazari et al., 2020). The numbers and 
types of cells are summarized in Table 1.

Modeled Neuronal Mechanisms

Various modeling strategies were used to represent the neu-
rons (Fig. 2 and Supplementary Table S1). Seven studies 
utilized Hodgkin-Huxley models (Hodgkin & Huxley, 1952) 
and one utilized Pinsky-Rinzel model (Pinsky & Rinzel, 
1994) derived from the model by Traub et al. (1991). Four 
studies used Morris-Lecar model (Morris & Lecar, 1981), 
two studies used FitzHugh-Nagumo model (FitzHugh, 
1961), six studies used leaky integrate-and-fire (LIF) mod-
els, and seven studies used Izhikevich model (Izhikevich, 
2003). Less common choices were the use of Hopf oscillator 
by Reddy et al. (2000) in one model, random spike generator 
in one model, and the population model by Suffczynski et al. 
(2004), which is an extension of LIF neurons, in two models.

Supplementary Table S2 lists for each model the inputs 
used for the modeled neurons, such as applied, synaptic, 
and astrocytic currents, neuronal variables and other vari-
ables representing, for example, molecules released from 
neurons described by differential equations, as well as neu-
ronal ionic currents, and the outputs of the neurons. Almost 
half of the studies explicitly modeled neuronal ion channel 
kinetics using Hodgkin-Huxley formalism or simplifica-
tions of it. Among the modeled channels were T-type low-
threshold Ca2+ (CaT) channels, transient K+ (KA) channels, 

Ca2+-activated K+ (KCa) channels, delayed rectifier K+ (KDR) 
channels, afterhyperpolarization (AHP) channels, persistent 
Na+ (NaP) channels, and fast transient Na+ (NaT) channels. 
Two models also included differential equations to explicitly 
represent Ca2+ concentration (Mesiti et al., 2015) or K+ and 
Na+ concentrations (Yao et al., 2018). Two models included 
endocannabinoid 2-arachidonoylglycerol (2-AG) in their 
postsynaptic neurons (Naeem et al., 2015; Liu et al., 2016). 
The outputs of neuron models were mostly synaptic currents 
and neurotransmitters. Neurotransmitters were listed as neu-
ronal variables if modeled with differential equations, and 
in many models, neurotransmitters were used as inputs to 
the other cells. For example, glutamate in the synaptic cleft 
([Glu]syn) or neurotransmitter (NT) was used as the input to 
activate the astrocytes.

Modeled Astrocytic Mechanisms

Astrocytes express all major types of ion channels, such 
as K+, Na+, and Ca2+ channels, as well as various types  
of anion and chloride (Cl−) channels, aquaporins, transient 
receptor potential channels, and non-selective channels. In 
addition to different channels, astrocytes also express adeno-
sine and adenosine triphosphate (ATP)-dependent transport-
ers on the plasma membrane, such as the Na+/K+-ATPase 
and plasma membrane Ca2+-ATPase (PMCA), and sarco/
endoplasmic reticulum (ER) Ca2+-ATPase (SERCA) on the 
ER membrane which are important to the Ca2+ excitability 
of astrocytes. Other so-called secondary transporters include 
glutamate transporters, such as excitatory amino acid trans-
porters, as well as, for example, gamma-aminobutyric  
acid (GABA) transporters, glycine transporters, Na+/Ca2+ 
exchangers, and Na+/K+/Cl− cotransporters. Astrocytes have  
been shown to express various ionotropic and metabotropic 
receptors, such as glutamate, GABA, glycine, acetylcholine, 
adrenergic, serotonin, histamine, cannabinoid, and neuro-
peptide receptors, and purinoceptors for adenosine and ATP. 
Even though astrocytes are not able to fire regenerative 
action potentials, the activation of their membrane mecha-
nisms results in, for example, intracellular Ca2+ oscillations 
that depend on the Ca2+-induced Ca2+ release (CICR) via IP3 
receptors (IP3Rs), mechanisms related to mitochondria, and 
Ca2+ influx, for example, via voltage-gated Ca2+ channels 
(Aguado et al., 2002; Agulhon et al., 2008; Agarwal et al., 
2017; Arizono et al., 2020). Actually, Ca2+-mediated sig-
nals are thought to be the main communication mechanisms 
between astrocytes and other cells (Nimmerjahn, 2009;  
Volterra et al., 2014; Bazargani & Attwell, 2016). However, 
none of the studied neuron-astrocyte models took all these 
biological details into account because of computational bur-
den. The lack of experimental data and detailed data-based 
models also pose an obstacle to more realistic modeling of  
astrocytic mechanisms.
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Most of the astrocyte models resemble closely the 
Ca2+ dynamics models originally developed for other 
cells, such as neurons, oocytes, or epithelial cells (Fig. 3 
and Supplementary Table S1; De Young & Keizer, 1992; 
Atri et  al.,  1993; Dupont & Goldbeter,  1993; Destexhe 
et al., 1994; Li & Rinzel, 1994; Sneyd et al., 1994). In addi-
tion, the astrocyte models by Höfer et al. (2002), Nadkarni 
and Jung (2003), Bennett et al. (2005), Ullah et al. (2006), 
Postnov et al. (2007), Volman et al. (2007), De Pittà et al. 
(2009), and Wade et al. (2012), that were built based on the 
above models, were also used when building the network 
models. All these models originate from the CICR model 
by Bezprozvanny et al. (1991). Thus, in the end, almost all 
astrocytic Ca2+ dynamics models have evolved from the 

same mathematical equations with little or no tuning of the 
parameter values.

Supplementary Table S3 lists for each model the inputs 
used to activate the astrocytes, astrocytic variables and other 
variables representing, for example, molecules released 
from astrocytes described by differential equations, as well 
as astrocytic Ca2+ mechanisms related to cytosolic Ca2+, 
astrocytic IP3 mechanisms, diffusion of astrocytic variables 
either in the cytosol or ER, and outputs of the astrocytes. 
The astrocytic Ca2+ dynamics models mostly had the same 
general mathematical structure, with some models adding 
a few additional mechanisms on top of the commonly mod-
eled IP3Rs (CICR), SERCA pumps, and the leak flux from 
the ER to the cytosol. Examples of the additional plasma 

Fig. 2   Evolution of neuron models in the neuron-astrocyte network 
models. The dark (gray) colored models represent a set of models 
that were utilized when building the neuron models of the light (blue) 
colored neuron-astrocyte network models. The light (blue) colored 
arrows mean that the two neuron models have the same general 
structure. The black arrows mean that the two models are partly the 

same. However, note that we did not classify the similarity between 
different dark (gray) colored models, but only for the rest of the con-
nections. The complete picture of the models used to construct the 
neuron models is given in Supplementary Table S1. In addition, there 
was one model that did not explain the details of the model and is 
excluded from this evolutionary presentation
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membrane mechanisms are PMCA pumps (Yao et  al., 
2018), capacitive Ca2+ entry (CCE) (Kanakov et al., 2019; 
Makovkin et al., 2020), and K+ and Na+ channels (Yao 
et al., 2018). About half of the models had influx of Ca2+ 
from extracellular space or efflux of Ca2+ to extracellular 
space. Intracellular diffusion of Ca2+ and IP3 was included 
in six models (Allegrini et al., 2009; Postnov et al., 2009; 
Liu & Li, 2013a, b; Mesiti et al., 2015; Gordleeva et al., 
2019). Gliotransmitters were itemized as astrocytic model 
variables if they were modeled with differential equations, 
and in many models they were used as inputs to activate 
other cells. We did not list the transport of molecules or 
ions through a membrane under diffusion, but we listed, for 
example, different Ca2+ fluxes over the plasma membrane 
and Ca2+ movement via gap junctions under the attribute 

‘Ca2+ mechanisms’ in Supplementary Table S3. We also 
categorized gap junctions under ‘IP3 mechanisms’ in Sup-
plementary Table S3 if IP3 was passed via gap junctions 
between astrocytes.

Interactions between Cells

In the network models, neurons and astrocytes can interact 
through various synaptic mechanisms, including the interac-
tions from pre- to postsynaptic neurons, uni- or bidirectional 
interactions between presynaptic terminals and astrocytes, 
interactions from astrocytes to postsynaptic terminals, as 
well as bidirectional gap junctions between astrocytes. These 
mechanisms are provided in detail in Table 2 and references 
in Supplementary Table S1.

Fig. 3   Evolution of astrocyte models in the neuron-astrocyte network 
models. The dark (gray) colored models represent a set of models that 
were utilized when building the astrocyte models of the light (blue) 
colored neuron-astrocyte network models. The light (blue) colored 
arrows mean that the astrocyte model above and the model below the 
arrow have the same Ca2+, IP3, and IP3R equations. The black arrows 
mean that the model above is partly or completely used by the model 
below, but the equations are not the same. We only considered the 

general structure of the used astrocyte models here, so from where 
the Ca2+, IP3, and IP3R equations were taken from. However, note 
that we did not classify the similarity between different dark (gray) 
colored models, but only for the rest of the connections. The com-
plete picture of the models used to construct the astrocyte models is 
given in Supplementary Table S1. Some of the studies presented sev-
eral modifications of their models, here we only present the details of 
one version per study
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Mechanisms of Functional Interaction between Modeled 
Neurons and Astrocytes

To decrease computational burden in neuron-astrocyte net-
works, cellular interactions were described phenomenologi-
cally, without detailed representation of involved molecular 
species and cellular mechanisms. Table 2 categorizes details 
of the mechanisms modeled between different cells, so how 
neurons activated other neurons and astrocytes and how 
astrocytes activated other astrocytes and neurons. In the case 
of neuron-to-neuron interactions, about half of the models 
established the interactions through changes in postsynaptic 
conductances, while the other half used postsynaptic cur-
rents (Fig. 4, Table 2, and Supplementary Tables S1 and 
S2). Model neurons that interacted through changes in the 
postsynaptic conductances, the conductance-based models, 

are common in the computational literature (Jahr & Stevens, 
1990; Destexhe et al., 1998; Kopell et al., 2000; Latham 
et al., 2000; Dayan & Abbott, 2001; Gerstner & Kistler, 2002; 
Terman et al., 2002; Olufsen et al., 2003; Suffczynski et al., 
2004; Guo & Li, 2011; Yao et al., 2011). In addition, also 
some earlier neuron-astrocyte synapse and network models 
were used to define components of the here analyzed mod-
els (see, e.g., De Pittà et al., 2011). These earlier neuron-
astrocyte interaction models were not included in our study 
as their astrocyte models did not fulfill our criteria defined 
in “Selection of Models”. Models that described neuron-to-
neuron interactions as postsynaptic currents were also based 
on neuronal network models from the literature (Tsodyks 
et al., 1998; Izhikevich, 2003; Mazzoni et al., 2008) and on 
earlier neuron-astrocyte synapse and network models that 
did not make into our study (Postnov et al., 2007; Volman 

Fig. 4   Evolution of neuron-to-neuron interactions in the neuron-
astrocyte network models. The models established the interactions 
through change in postsynaptic current or through postsynaptic con-
ductance. The dark (gray) colored models represent a set of models 
that were utilized when building the neuron-to-neuron interaction 
models of the light (blue) colored neuron-astrocyte network models. 
The light (blue) colored arrows mean that the neuron-to-neuron inter-
action model above and the model below the arrow have equations 
that are the same. The black arrows mean that the model above is 

partly or completely used by the model below, but the equations are 
not the same. We grouped the dark (gray) colored models based on 
the similarity. However, note that we did not classify the similarity 
between different dark (gray) colored models with different colored 
arrows, but only for the rest of the connections. The complete pic-
ture of the models used to construct the neuron-to-neuron interac-
tion models is given in Supplementary Table  S1. In addition, there 
was one model that did not explain the details of the model and is 
excluded from this evolutionary presentation
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et al., 2007; De Pittà et al., 2011; Gordleeva et al., 2012; 
Wade et al., 2012). As an example, some of the current-based 
models used the synaptic activation variables (z) devel-
oped by Postnov et al. (2007, 2009) based on the model by 
Kopell et al. (2000). Half of the studies explicitly modeled 
the released neurotransmitter, among them Stimberg et al. 
(2019), Lenk et al. (2020), and Li et al. (2020) used the well-
known computational model introduced by Tsodyks et al. 
(1998). Aleksin et al. (2017), Gordleeva et al. (2019), and 
Makovkin et al. (2020) used simplified versions of the model 
by Tsodyks et al. (1998).

Astrocytes sense with their membrane mechanisms local 
and even distant environments, shown in in vitro cell cultures, 
ex vivo brain slices, and in vivo (Glaum et al., 1990; Dani 
et al., 1992; Porter & McCarthy, 1996; Hirase et al., 2004). 
Astrocytes have been shown to convert the signals they receive 
from neurons in local and more distant environments into 
Ca2+ excitability. In about half of the computational models, 

astrocytes were activated by released neurotransmitters; the 
neurotransmitter release was modeled according to several 
studies (see, e.g., Destexhe et al., 1994; Tsodyks et al., 1998; 
Terman et al., 2002) and the neurotransmitter’s impact on 
astrocytes was described similarly as in several studies (see, 
e.g., Nadkarni & Jung, 2005; Volman et al., 2007; De Pittà 
et al., 2009; Gordleeva et al., 2012; De Pittà & Brunel, 2016). 
The other half utilized different kinds of phenomenological 
transfer functions in neuron-to-astrocyte interactions. For 
example, presynaptic membrane potential ( Vm ) or postsyn-
aptic 2-AG directly affected the astrocytic IP3 concentration 
( Vm,pre → [IP3]ast or [2-AG]post → [IP3]ast ) (Nadkarni & Jung, 
2003; Wade et al., 2012) or other functions based on several 
previous studies were used (Kopell et al., 2000; Suffczynski 
et al., 2004; Postnov et al., 2007; Yao et al., 2011) (Fig. 5, 
Table 2, and Supplementary Tables S1–S3).

Since astrocytes have been shown to release signaling 
molecules to the vascular and neuronal systems, they are 

Fig. 5   Evolution of neuron-to-astrocyte interactions in the neuron-
astrocyte network models. The dark (gray) colored models repre-
sent a set of models that were utilized when building the neuron-to- 
astrocyte interaction models of the light (blue) colored neuron- 
astrocyte network models. The light (blue) colored arrows mean that 
the neuron-to-astrocyte interaction model above and the model below 
the arrow have equations that are the same. The black arrows mean 
that the model above is partly or completely used by the model below, 

but the equations are not the same. However, note that we did not 
classify the similarity between different dark (gray) colored models, 
but only for the rest of the connections. The complete picture of the 
models used to construct the neuron-to-astrocyte interaction models 
is given in Supplementary Table S1. In addition, there was one model 
that did not explain the details of the model and is excluded from this 
evolutionary presentation



383Neuroinformatics (2023) 21:375–406	

1 3

now considered to have a more active role in different brain 
functions than previously thought. The Ca2+-dependent 
astrocytic release of gliotransmitters, such as glutamate, 
D-serine, and ATP, and different modulators is generally 
called gliotransmission (Parpura et al., 1994; Araque et al., 
1999; Bezzi & Volterra, 2001; Parri et al., 2001). However, 
it is not yet known what the exact release mechanisms are in 
different astrocytic functions. It has been proposed that the 
release could occur through several different mechanisms, 
such as exocytotic release, diffusional release through 
membrane pores, transporter-mediated release, or vesicular 
release. Indeed, vesicle-type structures have been detected 
in astrocytes in vitro, but the exact molecular machinery  
for packing gliotransmitters into vesicles and releasing 
them has not yet been shown in vivo (see discussions in 
Fujita et al., 2014; Sloan & Barres, 2014). None of the 
neuron-astrocyte network models used a detailed astrocytic 
vesicle release model (Fig. 6, Table 2, and Supplementary 

Tables S1–S3) mainly because the exact mechanisms of gli-
otransmitter release is not yet known. However, about one 
third of the models included gliotransmitter (GT) release 
by modeling mostly extracellular glutamate ([Glu]ext), but 
Postnov et al. (2009), Yang and Yeo (2015), Li et al. (2016), 
Haghiri et al. (2017), Yao et al. (2018), and Gordleeva et al. 
(2019) included also extracellular ATP ([ATP]ext or ATPext) 
or D-serine (D-serineext). Stimberg et al. (2019) and Li et al. 
(2020) used the extension of the model by Tsodyks et al. 
(1998) for astrocytic release of gliotransmitters based on 
previous studies (De Pittà et al., 2011; De Pittà & Brunel, 
2016), and, in addition, Li et al. (2020) also used the pre-
vious studies by Destexhe et al. (1994, 1998). Rest of the 
models utilized different kinds of gliotransmitter functions 
based on previous studies (Bennett et al., 2008; Gordleeva 
et al., 2012; Wade et al., 2012), phenomenological transfer 
functions to mimic the effect of gliotransmission or exocy-
totic mechanisms to synaptic terminals, such as different 

Fig. 6   Evolution of astrocyte-to-neuron interactions in the neuron-
astrocyte network models. The dark (gray) colored models represent 
a set of models that were utilized when building the astrocyte-to-
neuron interaction models of the light (blue) colored neuron-astrocyte  
network models. The light (blue) colored arrows mean that the  
astrocyte-to-neuron interaction model above and the model below the 
arrow have equations that are the same. The black arrows mean that 
the model above is partly or completely used by the model below, but 

the equations are not the same. However, note that we did not classify 
the similarity between different dark (gray) colored models, but only 
for the rest of the connections. The complete picture of the models 
used to construct the astrocyte-to-neuron interaction models is given 
in Supplementary Table S1. In addition, there was one model that did 
not explain the details of the model and is excluded from this evolu-
tionary presentation
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currents depending on astrocytic Ca2+ (see, e.g., Iastro devel-
oped in Nadkarni & Jung, 2003), astrocytic mediator abbre-
viated as Gm ( Iast = cGm and Isyn = (k − cGm)(z − z0) ) devel-
oped by Postnov et al. (2007, 2009) and originating from 
the study by Kopell et al. (2000), phenomenological gating 
variable abbreviated as f ( Iast = cf  ) developed by Volman 
et al. (2007) and Amiri et al. (2012a), and other functions 
based on previous studies (Nadkarni & Jung, 2007; Yao 
et al., 2011; Amiri et al., 2013b; Lenk et al., 2016).

Astrocytes can be connected to each other through 
gap junctions that are composed of mainly connexin 43 
hemichannels. The gap junction connections allow exchange 
of ions and molecules between astrocytes and can contrib-
ute to many astrocytic functions, such as Ca2+ waves, water 

transport, K+ buffering, control of vascular system, and even 
synaptic plasticity (Pannasch et al., 2011). In the neuron-
astrocyte network models, astrocyte-to-astrocyte interac-
tions were mostly implemented by gap junctions based on 
the earlier studies (Sneyd et al., 1995; Höfer et al., 2002; 
Ullah et al., 2006; Kazantsev, 2009; Goldberg et al., 2010; 
Lallouette et al., 2014), but also by diffusion in extracellular 
space (Lemon et al., 2003; Bennett et al., 2005, 2008) (Fig. 7, 
Table 2, and Supplementary Tables S1 and S3). Most models 
included gap junction signaling between astrocytes for IP3, 
and some also for Ca2+. A few models utilized extracellular 
diffusion of gliotransmitters or ions to activate either neurons 
or astrocytes (Postnov et al., 2009; Yang & Yeo, 2015; Li 
et al., 2016; Yao et al., 2018).

Fig. 7   Evolution of astrocyte-to-astrocyte interactions in the neuron-
astrocyte network models. The dark (gray) colored models represent 
a set of models that were utilized when building the astrocyte-to- 
astrocyte interaction models of the light (blue) colored neuron- 
astrocyte network models. The light (blue) colored arrows mean that 
the astrocyte-to-astrocyte interaction model above and the model below 
the arrow have equations that are the same. The black arrows mean that 
the model above is partly or completely used by the model below, but 

the equations are not the same. However, note that we did not classify 
the similarity between different dark (gray) colored models, but only 
for the rest of the connections. The complete picture of the models used 
to construct the astrocyte-to-astrocyte interaction models is given in 
Supplementary Table  S1. In addition, there were six models that did 
not explain the details or did not model astrocyte-to-astrocyte interac-
tions and are excluded from this evolutionary presentation
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Spatial Organization and Structure of Interactions 
between Cells

Typically, when modeling populations of cells using net-
work formalism, the number of modeled cells is large and 
statistical rules are used to decide which cells are allowed to 
interact. The resulting interaction scheme has a non-trivial 
structure, and this structure constrains the global dynamics 
and the functions of the model. In the previous section, we 
described all kinds of interactions considered in the analyzed 
models, within and between various neuronal types, between 
neurons and astrocytes, and within populations of astrocytes. 
Here we analyze the rules used to determine which cells 
are allowed to interact and how such rules constrain infor-
mation flow in the models. Furthermore, we derive criteria 
for classification of interaction schemes and the steps to 
improve description of interaction schemes in this category 
of models.

As usual, we mapped interactions between any two populations 
of cells, P1 and P2 , into a binary matrix Γ(P1,P2) = {�ij}i∈P1,j∈P2

 , 
where each matrix entry �ij maps the presence ( �ij = 1 ) or absence 
( �ij = 0 ) of a directed interaction from the cell i ∈ P1 to the cell 
j ∈ P2 . In a system containing M different cell types, the complete 

model is described by 
(

M + 1

2

)

 binary matrices. In neuronal 

network models, where neurons interact through synaptic connec-
tions, this notation is called the connectivity scheme. Here, we 
considered diverse mechanisms of interactions between neurons 
and astrocytes, including the interactions through synaptic con-
nections, extrasynaptic receptors, and gap junctions, so we opted 
to use a less constraining terminology interaction scheme. Interac-
tions can be constrained by spatial location of the cells; thus, we 
also analyzed spatial arrangement of cells.

We developed the following criteria to categorize the 
models: (i) spatial organization of cells in the model (illus-
trated in Fig. 8A–C), (ii) structure of the interaction scheme 
(Fig. 8a–f), and (iii) direction of the information flow in the 
scheme (Fig. 8I–II).

Cells can be distributed in one-dimensional (1D), 2D, 
or 3D space. In the most constrained case, in 1D mod-
els, we identified three different arrangements: few node 
motifs (Fig. 8A1), an array (Fig. 8A2), and a ring structure 
(Fig. 8A3) that represents an array without boundaries. The 
few node motifs found in the analyzed studies were the mini-
mal scheme of two cells with a single interaction, the three 
node motifs, and convergent inputs from several cells to a 
single cell. 2D spatial arrangements were the most numer-
ous in the studies and we divided them into four categories: 
regular grids with boundaries (Fig. 8B1) or grids of rings 
without boundaries (Fig. 8B2), 2D multilayer networks 
(Fig. 8B3), and models with randomly distributed cells in the 
2D space (Fig. 8B4). We identified two types of 3D models, 
3D multilayer networks (Fig. 8C1) and models of connected 

populations (Fig. 8C2), where each population might belong 
to a different brain region. Classifying these latter models as 
3D is somewhat debatable. These models did not explicitly 
incorporate the notion of space, but because they aimed at 
representing intrinsically 3D brain structures, we opted to 
classify them as 3D.

We distinguished six categories of models accord-
ing to the structure of the interaction scheme which are 
arranged from the most irregular (Fig. 8a) to the most 
regular (Fig. 8f) in Fig. 8a–f. The random (Erdős-Rényi) 
interaction scheme allows each pair of cells to interact 
with equal probability, regardless of the spatial location 
of the cells (Fig. 8a). Thus, the number of inputs to each 
cell is a binary distributed random variable, and the uncer-
tainty about interactions is maximal. In this case, the spa-
tial organization of cells does not affect the interaction 
scheme, so some of the studies omitted this information 
which we needed to categorize models according to our 
criteria (i). On the other hand, Li et al. (2020) explicitly 
specified 2D random placement of cells. We opted to cat-
egorize all models for which spatial organization was not 
defined by the authors as 2D random placement (Fig. 8B4). 
Random distribution indicates that precise location of cells 
is not important in this interaction scheme.

Some of the analyzed studies used the hierarchical inter-
action scheme (Fig. 8b) with cells organized into hierar-
chical levels and interactions defined within and between 
those levels. In the distance-dependent interaction scheme, 
physical location is defined for each cell and physical dis-
tance between cells determines the probability of interaction 
(Fig. 8c). Examples of such studies are, for example, the 
models by Allegrini et al. (2009), Postnov et al. (2009), and 
Lenk et al. (2020). Some studies defined explicitly which 
cells were allowed to interact (Fig. 8d), these included mod-
els with 2D grid organization where cells interacted with 
some or all their closest neighbors (for astrocytes see, e.g., 
Amiri et al., 2012a; Kanakov et al., 2019). We included two 
categories that are special cases of the explicitly defined 
interaction scheme: one-to-one interactions (Fig. 8e) and all-
to-all interactions (Fig. 8f). The all-to-all interaction scheme, 
where each cell from the population P1 interacts with each 
cell from the population P2 , removes every uncertainty about 
the interaction scheme.

We distinguished two types of models according to 
‘direction of the information flow’. In feed-forward interac-
tion schemes, the input and output of a model can be easily 
identified, and the information propagates from the input to 
the output. In recurrent interaction schemes, the input and 
output are not obvious, and loops are allowed between cells. 
We used this ‘global’ definition to characterize the overall 
information flow in the entire network model when all cell 
types and all interaction types were included (see ‘Global’ in 
Table 3 and for illustration in Fig. 8I). Here we ignored local 
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Fig. 8   Illustration of the criteria developed to categorize network-
level properties in the neuron-astrocyte network models. Spatial 
organization of cells can be A) 1D, B) 2D, or C) 3D. 1D models 
can be A1) a few node motifs, A2) arrays (with boundary condi-
tions), or A3) rings (arrays without boundary conditions). 2D models 
can be B1) grids that impose rigid and regular spatial organizations 
and represent a 2D extension of 1D arrays, B2) grids of rings that 
remove boundary conditions from the grid structure and represent a 
2D extension of 1D rings, B3) multilayer networks where cells are 
arranged into distinct 1D layers and interactions are defined within 
and across the layers, or B4) random placements where coordinates 
of the cells are randomly selected within the 2D space. 3D models 
consist of two categories: C1) multilayer 3D models and C2) models 
of multiple populations that imply 3D structure as they represent dif-
ferent brain areas. Structure of the interaction scheme can belong 

to one of six categories: a) random interaction scheme where each 
pair of cells interacts with equal (fixed) probability, b) hierarchical 
interaction scheme where cells are divided into hierarchy levels and 
interactions are defined within and across hierarchies, c) distance-
dependent interaction scheme where coordinates are assigned to each 
cell, and probability of interaction increases with the proximity of 
cells, d) explicitly defined scheme where interactions are established 
deterministically between the selected cells, e) one-to-one interaction 
scheme where each cell can interact with only one other cell, or f) 
all-to-all interaction scheme where interactions are possible between 
each pair of cells. Direction of the information flow is defined I) 
globally for all cells in the model or II) locally between pairs of inter-
acting cells. Interactions can be feed-forward, if the input and output 
of the interaction scheme are well defined, or recurrent, if the interac-
tion scheme allows loops and feedback between cells
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recurrence, for example between astrocytes and neurons, and 
categorized models according to the overall information 
propagation through the model. If it was possible to clearly 
identify sources and sinks of the information, the model was 
classified as feed-forward (see, e.g., Amiri et al., 2012a; Liu 
& Li, 2013a; Haghiri et al., 2016; Nazari et al., 2020), oth-
erwise, the model was classified as recurrent (see, e.g., Tang 
et al., 2017; Stimberg et al., 2019; Li et al., 2020).

We also examined local recurrence in interactions 
between pairs of cells. If there was a finite probability that 
a pair of cells formed a loop (the motif m1 illustrated in 
Fig. 8II), we considered their interaction to be recurrent. 
Otherwise, if only motif m2 was possible, we categorized 
this as a feed-forward interaction. The interaction between 

two populations P1 and P2 was feed-forward if all cells from 
P1 formed feed-forward interactions with all cells from P2 , 
otherwise the interaction was recurrent. In most of the con-
sidered studies, neurons were coupled through a synapse 
that allowed exchange strictly from the presynaptic to the 
postsynaptic neuron (but see, e.g., Naeem et al. (2015), as an 
example of a recurrent synapse). However, if a pair of neu-
rons had a finite probability of forming a loop m1 through 
multiple synapses, for example in a random interaction 
scheme, recurrent information flow was possible. Astrocytes 
may interact through gap junctions, which is by definition 
a recurrent interaction (but see, e.g., Yao et al. (2018), as 
an example of interactions mediated by ion channels and 
extracellular ionic concentrations). Interactions between 

Fig. 9   Prevalence of the different categories, described in Fig.  8, in 
the analyzed neuron-astrocyte network models. A) Spatial organiza-
tion of cells across studies when analyzing all cells together (gray) 
and separately for excitatory neurons (dark blue), inhibitory neurons 
(light blue), and astrocytes (yellow). Naming of the categories: a 
few node motif (A1), 1D array with boundaries (A2), 1D ring with-
out boundaries (A3), 2D grid with boundaries (B1), 2D grid of rings 
without boundaries (B2), 2D multilayer network (B3), random place-
ment of cells in 2D (B4), 3D multilayer network (C1), and multiple 
populations possibly in different brain regions (C2). B) Structure 
of the interaction scheme between neuronal types, between excita-
tory neurons (EE, dark blue), from excitatory to inhibitory neurons 
(EI, blue with hatch pattern), from inhibitory to excitatory neurons 
(IE, blue with dotted pattern), and between inhibitory neurons (II, 
light blue). C) Structure of the interaction scheme between neu-
rons and astrocytes, from excitatory neurons to astrocytes (EA, dark 
green with hatch pattern), from astrocytes to excitatory neurons (AE, 
dark green with dotted pattern), from inhibitory neurons to astro-

cytes (IA, light green with hatched pattern), and from astrocytes to 
inhibitory neurons (AI, light green with dotted pattern). D) Structure 
of the interaction scheme between astrocytes (yellow). Categories: 
random interaction scheme (a), hierarchical interaction scheme (b), 
distance-dependent interaction scheme (c), explicitly defined inter-
action scheme (d), one-to-one interaction scheme (e), and all-to-all 
interaction scheme (f). E) Direction of the global information flow 
considers the entire model, its inputs and outputs. Categories: glob-
ally recurrent model (Rec-global) and globally feed-forward model 
(FF-global). F) Direction of the local information flow character-
izes interactions between pairs of cells; both interacting cells are 
excitatory neurons (EE, dark blue), both cells are inhibitory neurons 
(II, light blue), interaction between one excitatory and one inhibitory 
neuron (both directions EI(IE) considered, blue), interaction between 
excitatory neuron and astrocyte (EA(AE), dark green), interaction 
between inhibitory neuron and astrocyte (IA(AI), light green), and 
interaction between pairs of astrocytes (AA, yellow)
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neurons and astrocytes are somewhat more complex. An 
example of a recurrent neuron-astrocyte interaction is the 
case where the presynaptic neuron releases neurotransmit-
ters that affect astrocytic Ca2+, and in return, the astrocyte 
modulates release from the presynaptic terminal. An exam-
ple of a feed-forward interaction is a commonly adopted 
model where the presynaptically released glutamate induces 
Ca2+ transients in astrocytes, which in response affects the 
excitability of a postsynaptic cell.

Using these criteria, we characterized interactions in each 
of the analyzed studies and present the results in Table 3 and 
Fig. 9. We first considered interactions between all modeled 
cells (see ‘All cells’ in Table 3 and Fig. 9), and then inter-
actions between each pair of modeled cellular populations 

P1 and P2 , including the case where P1 = P2 (see, e.g., EE 
as an interaction between excitatory cells, EA as an inter-
action from excitatory neurons to astrocytes, and EA(AE) 
as an interaction between excitatory neurons and astrocytes 
where both directions are considered). Table 3 presents 
detailed characterization of each analyzed study for each 
cell and interaction type according to the criteria (i)-(iii), 
and Fig. 9 summarizes these results. In addition, Table 2 
presents the number of interactions per cell and interaction 
type, for example the number of interactions from an excita-
tory neuron to the rest of excitatory population, from an 
astrocyte to the excitatory neurons, and from an astrocyte to 
the inhibitory neurons; these interactions can substantially 
differ within the same model.

Table 1   Characteristics of neuron-astrocyte network models. This table 
lists several details for each study: the tool or programming language 
used, code availability online, brain area, experimental data used, num-

ber of neurons and astrocytes, and experimentally shown neural func-
tion or other function that the model was finetuned to capture

Study Tool/ availability Brain area/data Neurons Astrocytes Function

Abed et al. (2020) n/a Generic 10,000 E & I n/a Sgn./Inf.
Aleksin et al. (2017) Arachne/GitHub Hippocampal CA1 100 PY & 100 IN 100 Sync., Plast.
Allegrini et al. (2009) n/a Cortex 39 E & 10 I 400 Sync.
Amiri et al. (2012a) n/a Hippocampal CA1 5 PY & 5 IN 5 Sync.
Amiri et al. (2012b) Simulink® Thalamocortical Lumps of PY, IN, TC & RE Lumps Hyper.
Amiri et al. (2012c) n/a Thalamocortical Lumps of PY & IN Lumps Sync.
Amiri et al. (2013a) Simulink® Hippocampal CA1/in vitro LFP 50 PY & 50 IN 50 Sync.
Chan et al. (2017) C++ Cortex/MEA cultures 8,000 E & 2,000 I 10,000 Sync.
Gordleeva et al. (2019) n/a Hippocampal CA1-CA3 2, 4, 36, 100 E 1–2 Ca2+, Sync., Plast.
Haghiri et al. (2016) HW Generic 2–100 E 1–90 Sync., HW
Haghiri et al. (2017) HW Generic 2–1,000 E 1–500 Sync., HW
Haghiri and Ahmadi (2020) n/a Generic 1,000 E 500 Sync.
Hayati et al. (2016) HW Generic n/a E n/a Sync., Plast., HW
Kanakov et al. (2019) n/a Hippocampus 5 E & 1 I / 6 E 6 Sgn./Inf.
Lenk et al. (2020) INEXA Generic 200 E & 50 I 28, 63, 107 Sync.
Li et al. (2016) n/a Hippocampus 50 PY & 50 IN 50 Sgn./Inf.
Li et al. (2020) Brian 2 Cortex 400 E & 100 I 400 Sync., E-I balance
Liu and Li (2013a) n/a Cortex 800 E & 200 I / 1,000 E 4,221 Sgn./Inf., Sync.
Liu and Li (2013b) n/a Generic 3 E & I 6 Ca2+, Sgn./Inf.
Liu et al. (2016) HW Generic 10–250,000 E 1–25,000 HW
Makovkin et al. (2020) n/a Generic 2 E / 2 I 2 Sync.
Mesiti et al. (2015) n/a Hippocampal CA3 2 PY 1, 20 Ca2+, Plast.
Naeem et al. (2015) n/a Generic 22–110 E 1–5 Plast.
Nazari and Faez (2019) n/a Cortex 2,500 PY & 2,500 IN 2,500 Sgn./Inf., Classif.
Nazari et al. (2020) n/a Cortex 4,010 PY & 1,000 IN 1,501,674 Sgn./Inf., Classif.
Postnov et al. (2009) n/a Generic 2–3 E 1–10 Ca2+, E-I balance
Soleimani et al. (2015) HW Generic n/a E 1–24 Sync., HW
Stimberg et al. (2019) Brian 2/GitHub Neocortex 3,200 E & 800 I 3,200 Sync.
Tang et al. (2017) n/a Cortex 100 E 100 Hyper.
Yang and Yeo (2015) n/a Spinal cord 107 E 28 Sgn./Inf.
Yao et al. (2018) n/a Cortex 1–6 E 1–6 Hyper.
Yu et al. (2020) n/a Hippocampal CA3 50 PY & 50 IN 50 Sync.
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We first characterized spatial organization of all cells 
taken together; we counted how many times each cat-
egory (Fig. 8A1–C2) appeared in the considered studies 
and under ‘All cells’ in the second column of Table 3. If 
a study presented two models organized according to two 
distinct categories, then the number of occurrences of both 
categories was increased by one. If a study presented two 
models falling into the same category, then occurrence of 
the category was increased only once. Such counting of cat-
egories is also done when considering cell types separately. 
The results are shown in Fig. 9A. The most represented 
spatial organizations were B1 (2D grid with boundaries) 
and B4 (2D random placement of cells). The categories B1 
in 2D and A2 (1D array with boundaries) in 1D included 
examples of regular interaction schemes constructed to 
support feed-forward information transfer (see, e.g., Amiri 
et al., 2012a; Haghiri et al., 2017). As such, they are use-
ful for theoretical studies of information propagation and 
synchronization, and to examine how astrocytes support 
these functions. The B1 scheme was commonly used for 
astrocytes, to represent (in a reduced way) how astrocytes 
parcellate 2D space into non-overlapping domains. The 
category B4, random placement of cells, was frequently 
used to model neural populations, particularly when the 
details of their spatial organization were not known or not 
relevant for the study.

Next, we examined the structure of the interaction scheme 
and counted the occurrence of the six categories, illustrated 
in Fig. 8a–f, for different interaction types (EE, EI, EA, etc.). 
The results are shown in Fig. 9B for neuronal interactions, 
in Fig. 9C for the interactions between neurons and astro-
cytes, and in Fig. 9D for the interactions between astrocytes. 
Random interaction schemes (category a) were a relatively 
common choice when modeling neuronal interactions, which 
reflects common use of this interaction scheme in neuronal 
models in general. One-to-one interaction schemes (category 
e) were particularly frequent between excitatory neurons, 
and they often appeared in models with 2D grid organiza-
tion. Interactions between excitatory neurons and astrocytes 
were often explicitly defined (d) or one-to-one schemes 
(e). One-to-one schemes were used when astrocytes were 
modeled as a single compartment that affected a specific, 
explicitly defined, single synapse and either the presynaptic 
or the postsynaptic neuron. When the astrocytic compart-
ment interacted with both pre- and postsynaptic neurons, 
or with more than one explicitly determined synapse, we 
categorized these schemes as explicitly defined. Interactions 
between astrocytes and inhibitory neurons were less com-
mon in the considered models (in general, the underlying 
biological mechanisms are less understood) which results 
in lower counts for IA and AI interactions, compared to EA 
and AE interactions, in all six categories in Fig. 9C. Finally, 
astrocytic interactions were mainly between physically close 

cells, given either as explicitly defined interaction schemes 
(d) or as distance-dependent interaction schemes (c).

Recurrent interaction schemes prevailed when consider-
ing (global) direction of the information flow in the entire 
model, between all model cells (Fig. 9E). Local recurrent 
schemes were also more common for all types of inter-
actions except between inhibitory neurons and astrocytes 
(Fig. 9F). Inhibitory presynaptic neurons rarely affected 
astrocytes in the studied models; their interactions were 
mostly feed-forward from astrocytes to neurons. Astro-
cytes were allowed to interact with other astrocytes mainly 
through gap junctions (or extracellular space, see, e.g., 
Yao et al., 2018) which were always recurrent interactions.

Neural Functions Studied with Models

Experimental evidence has been accumulating on the roles 
of astrocytes in different brain functions, such as neuronal 
excitability, synaptic transmission and plasticity, as well as 
in higher cognitive functions related to initiation, mainte-
nance, and consolidation of memories (Volterra et al., 2014; 
Bazargani & Attwell, 2016; Magistretti & Allaman, 2018). 
Understanding glial mechanisms and their contributions 
to various brain functions can benefit from computational 
modeling and in silico experiments. Here, we summarize 
different brain functions that were addressed in the consid-
ered computational studies using neuron-astrocyte network 
models (Table 1).

As described earlier, our analysis included only network 
models, thus models including some form of signal or infor-
mation transfer, with sufficiently detailed astrocytic Ca2+ 
dynamics. Among the analyzed models, several of them 
entirely focused on explaining astrocytic Ca2+ dynamics (we 
categorized them as ‘Ca2+’ in Table 1) or signal or informa-
tion transfer (Sgn./Inf.). Others described and analyzed vari-
ous additional properties and functions of neuron-astrocyte 
circuits including excitatory-inhibitory balance (E-I bal-
ance), synchronization (Sync.), synaptic plasticity (Plast.), 
or hyperexcitability (Hyper.). Finally, some models were 
built with engineering goals in mind, to test the capacity 
of neuron-astrocyte systems as classifiers (Classif.) or to 
develop neuro- and gliomorphic hardware (HW).

First, we will address the studies that modeled Ca2+ 
dynamics. Synaptically released glutamate can activate 
astrocytes by increasing Ca2+ concentration locally and by 
inducing Ca2+ wave propagation between astrocytes in vitro 
(Cornell-Bell et al., 1990; Charles et al., 1991; Dani et al., 
1992; Newman & Zahs, 1997). Recent studies have also 
observed astrocytic Ca2+ oscillations and signaling in vivo 
(see, e.g., Nimmerjahn et al., 2009; Ding et al., 2013; Paukert 
et al., 2014; Srinivasan et al., 2015; Poskanzer & Yuste, 2016; 
Agarwal et al., 2017; Stobart et al., 2018a; Lines et al., 2020). 
Specifically, it has been shown that the astrocytic Ca2+ 
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oscillations in the soma are different than in the processes 
(Otsu et al., 2015; Stobart et al., 2018b), and, interestingly, 
Ca2+ oscillations have been shown to be diverse also in dis-
tinct regions of the processes (Arizono et al., 2020). Various 
mechanisms have been suggested to contribute to these intra-
cellular Ca2+ oscillations, such as G-protein coupled recep-
tors (see, e.g., Savtchouk & Volterra, 2018), transient recep-
tor potential channels (see, e.g., Shigetomi et al., 2013), Na+/
Ca2+ exchangers (see, e.g., Rojas et al., 2007), IP3Rs on the 
ER membrane (see, e.g., Srinivasan et al., 2015; Sherwood 
et al., 2017), and mechanisms related to mitochondria (see, 
e.g., Agarwal et al., 2017). Possible mechanisms responsible 
for Ca2+ wave propagation between astrocytes are gap junc-
tions and extracellular diffusion of ATP (Fujii et al., 2017). 
Most of the neuron-astrocyte network models focused on the 
mechanisms related to ER, thus IP3Rs and SERCA pumps, as 
well as on gap junctions. Four studies included more detailed 
models of astrocytic Ca2+ dynamics (Postnov et al., 2009; 
Liu & Li, 2013b; Mesiti et al., 2015; Gordleeva et al., 2019). 
For example, Gordleeva et al. (2019) presented multicom-
partmental models for two astrocytes, each composed of a 
somatic compartment and 14 processes consisting of, in total, 
52 compartments. In their model, neuron-activated astrocyte 
processes exhibited Ca2+ signals that propagated to the soma, 
and backwards from the soma to the processes. Distal pro-
cesses had more frequent Ca2+ signals than the proximal 
processes and the soma. The study demonstrated astrocytic 
role in modulation of presynaptic release and in coordinating 
activity of multiple synapses. In the light of new evidence 
of diverse astrocytic Ca2+ mechanisms, the field needs to 
develop more detailed data-based models of astrocytic Ca2+ 
signaling that include also other mechanisms in addition to 
the ER, for the neuron-astrocyte network models.

Neuronal and astroglial cells interact through release and 
uptake of various ions and molecules that are mediated by 
complex cellular mechanisms. These molecular and ionic 
mechanisms further facilitate and modulate the action poten-
tial -mediated signal and information transfer between neu-
ronal cells. Signal transfer between neurons is realized via 
neurotransmission or synaptic transmission, while astrocytes 
exchange signals with neurons via gliotransmission. Astroglial 
cells have been shown to actively modulate signal transmis-
sion between neurons. In the developing central nervous sys-
tems, astrocytes support neuronal interaction by contributing 
to formation of excitatory synapses and synaptic connectivity 
(Allen & Eroglu, 2017). Astrocytes have also been shown 
to modulate information processing in mature brain circuits 
and influence animal behavior (Pannasch & Rouach, 2013; 
Oliveira et al., 2015; Chever et al., 2016; Poskanzer & Yuste, 
2016; Lines et al., 2020). One basic, well-known mechanism 
is the transformation of excessive glutamate to glutamine: 
after presynaptic terminal releases glutamate, astrocytes 
can take up the excess glutamate, transform glutamate into 

glutamine, and release glutamine into the extracellular space 
which is followed by the presynaptic terminal metabolizing 
glutamine back to glutamate (Danbolt, 2001). None of the 
analyzed neuron-astrocyte network models, however, studied 
this phenomenon. Nevertheless, eight of the models, equipped 
by diverse mechanisms and interaction schemes related to 
neurotransmission and gliotransmission, were primarily 
focused on studying signal or information transfer in neuron-
astrocyte networks (Liu & Li, 2013a, b; Yang & Yeo, 2015; 
Li et al., 2016; Kanakov et al., 2019; Nazari & Faez, 2019; 
Abed et al., 2020; Nazari et al., 2020).

Next, we explain the additional neural functions that the 
models addressed. Astrocytes possess molecular machinery 
that allows them to modulate both glutamatergic and GABAe-
rgic transmission (Losi et al., 2014; Bazargani & Attwell, 
2016; Perea et al., 2016; Mederos & Perea, 2019), and thus 
potentially affect the excitatory-inhibitory balance in brain cir-
cuits. Two of the models studied excitatory-inhibitory balance 
(Postnov et al., 2009; Li et al., 2020). Li et al. (2020) explored 
how the mechanisms of neuron-astrocyte interactions affect 
excitation-inhibition balance. Li et al. (2020) showed with 
their model that the higher the exogenous GABA stimulus, the 
lower the synaptically released glutamate and the earlier and 
higher the release of glutamate from astrocytes. Moreover, the 
release of glutamate from astrocytes had an excitatory impact 
on synaptic release of glutamate, thus counteracting the inhib-
itory effect of GABA on synaptic release of glutamate.

Synchronization, an emergence of coordinated activity in 
a group of interacting units (e.g., cells and brain areas), plays 
an important role in information transfer and brain computa-
tions. It has been studied at all levels of brain organization, 
including micro-, meso-, and macroscale levels. Earlier stud-
ies explored the impact of neuronal excitability, inhibitory 
and excitatory synaptic transmission, as well as the structure 
of neuronal network connectivity on synchronization (see, 
e.g., Mäki-Marttunen et al., 2013). Recently, the astrocytic 
contribution to cortical network synchronization in vivo has 
also been shown (Takata et al., 2011; Chen et al., 2012; 
Paukert et al., 2014; Perea et al., 2014). More than half of 
the models (18/32; see categorization in Table 1) included 
in this study addressed the role of astrocytic mechanisms 
in emergence of global synchronization. However, experi-
mental literature on astrocytic mechanisms that contribute to 
network synchronization is somewhat scarce. Computational 
in silico experiments may help steer the future exploration 
of putative mechanisms both in vitro and in vivo.

Synaptic plasticity refers to an activity-dependent modi-
fication of the strength or efficiency of synaptic transmis-
sion that has been suggested to play an important role in 
the brain’s ability to incorporate transient experiences into 
long-lasting memories. Synaptic plasticity is also shown to 
play a key role in the early development of neural circuits 
(Allen & Eroglu, 2017), and there is evidence that impaired 
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synaptic plasticity mechanisms contribute to neuropsychiat-
ric disorders. To date, multiple forms, functions, and mech-
anisms have been presented for synaptic plasticity. There is 
growing evidence that astrocytes may be involved not only 
in short-term plasticity (Araque et al., 2001; Haydon, 2001), 
but also in long-term plasticity (Perea & Araque, 2007; 
Min & Nevian, 2012; Sherwood et al., 2017). Modeling- 
wise synaptic plasticity has been studied mainly with neu-
ron-astrocyte synapse models and these studies indicate 
that complex cellular- and molecular-level mechanisms are 
involved (see, e.g., Tewari & Majumdar, 2012; Manninen 
et al., 2020). There exist fewer studies addressing the role 
of astrocytes in synaptic plasticity in networks and brain 
circuits. However, five studies using neuron-astrocyte net-
work models demonstrated some form of synaptic plasticity 
(Mesiti et al., 2015; Naeem et al., 2015; Hayati et al., 2016; 
Aleksin et al., 2017; Gordleeva et al., 2019).

Hyperexcitability is a state of the brain activity where fir-
ing of neurons is disturbed, and neuronal networks become 
excessively excitable. Pathophysiological hyperexcitability 
is observed in many neurological disorders, including epi-
lepsy, migraine, tinnitus, neurodegeneration, and neurode-
velopmental disorders. The mechanisms underlying hyper-
excitability are not fully understood. Several molecular and 
cellular mechanisms, including defects in expression or func-
tional regulation of ion channels and changes in excitatory 
and inhibitory synaptic activity, have been commonly attrib-
uted to hyperexcitability. Glial cells have also been linked 
with hyperexcitability and, as an example, astrocytes from 
epileptic brain show abnormal patterns of intracellular Ca2+ 
signals (see for a review, e.g., Carmignoto & Haydon, 2012; 
Shigetomi et al., 2019). In addition, astrocytes can help in 
preventing neuronal networks from becoming over-excited 
by clearing excess extracellular K+ and other ions from the 
extracellular space in the central nervous system (Orkand 
et al., 1966). Three models in our analysis addressed the role 
of astrocytes in neuronal network hyperexcitability (Amiri 
et al., 2012b; Tang et al., 2017; Yao et al., 2018). Many of 
the models, studying either synchronization or hyperexcit-
ability, also addressed epilepsy (see, e.g., Amiri et al., 2012a, 
b, c; Yu et al., 2020) and formation of seizures (see, e.g., 
Tang et al., 2017).

In addition, two of the models applied biologically inspired 
models to visual classification problems (Nazari & Faez, 
2019; Nazari et al., 2020) and five models were built for test-
ing hardware implementation (Soleimani et al., 2015; Haghiri 
et al., 2016, 2017; Hayati et al., 2016; Liu et al., 2016).

Discussion

We analyzed altogether 32 neuron-astrocyte network mod-
els published by 2020 that fulfilled the following condi-
tions: (1) the models represent astrocytic Ca2+ dynamics, 

an assumed key messaging system of astrocytes, explic-
itly, (2) the models are considered networks; thus they 
include at least two neurons and two astrocytes, and (3) 
the interactions between neurons and astrocytes are bidi-
rectional. We first carefully screened all model equations 
and derived evolutionary trees of neuronal and astrocytic 
cell models as well as of cellular interaction models, thus 
the representations of exchanges between different neurons 
and astrocytes in the model, used in the 32 considered 
publications. We then focused on network interactions, 
performed a detailed comparative analysis of network 
structure and interaction schemes in the models, defined 
categories of models according to interaction schemes, 
and computed frequency of each category in the consid-
ered studies. To the best of our knowledge, this is the first 
time such a detailed analysis of the computational network 
models involving neuron-astrocyte interactions has been 
done. The aim of our study is to conceptualize modeling 
of neuron-astrocyte networks and facilitate development 
of models, methods, and tools necessary to advance this 
category of computational models.

In recent years, the interest in computational modeling 
of neuron-astrocyte networks started to surpass the focus 
on single astrocytes or populations of astrocytes (see the 
trend in Fig. 1). These neuron-astrocyte network models 
were often constructed to study typical network properties 
such as synchronization and signal or information transfer 
(Table 1), while some were developed to test potential for 
engineering applications such as classification algorithms 
or hardware implementations. About one third of the ana-
lyzed models were not specialized for any brain area but 
were constructed as generic population-level models. The 
size of the constructed network models ranged from a few 
cell models to thousands of cells. The largest among the 
network models managed the computational burden by 
adopting low-dimensional and computationally light sin-
gle neuron models, whereas the smaller network models 
allowed more detailed neuron models (Hodgkin & Huxley, 
1952; Pinsky & Rinzel, 1994) and astrocyte models (see, 
e.g., Gordleeva et al., 2019) (Figs. 2 and 3). The interac-
tions between neurons were represented as conventional 
synaptic models, that might include the presynaptic short-
term dynamics, dynamics of postsynaptic receptors, and 
in a few cases also the long-term plasticity. Modeling 
synaptic inputs as excitatory or inhibitory currents to the 
cell membrane (models with postsynaptic current in Fig. 4 
based on, e.g., Izhikevich, 2003; Volman et al., 2007) or as 
conductivity changes in response to presynaptic release of 
neurotransmitters (models with postsynaptic conductance 
in Fig. 4 based on, e.g., Jahr & Stevens, 1990; Destexhe 
et al., 1998; Latham et al., 2000; Dayan & Abbott, 2001; 
Gerstner & Kistler, 2002) were equally represented. When 
studying the interactions between neurons and astrocytes, 
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we realized that half of all models explicitly represented 
neurotransmitters and their impact on astrocytes, while 
third of the models explicitly represented gliotransmit-
ters and their impact on neurons (Table 2). The rest of the 
models used various kinds of phenomenological transfer 
functions between neurons and astrocytes (see Figs. 5 
and 6, Table 2, and, e.g., Kopell et al., 2000; Nadkarni 
& Jung, 2003; Postnov et al., 2007; Volman et al., 2007; 
Wade et al., 2012). The interactions between astrocytes 
were mainly implemented by mathematical equations rep-
resenting the functions of gap junctions and diffusion in 
extracellular space (Table 2 and Fig. 7). We found out that 
many of the models included similar cellular, synaptic, 
and non-synaptic mechanisms; however, several different 
spatial organizations of cells and structures of interaction 
schemes were implemented as shown in Figs. 8 and 9.

Lack of experimental data affects modeling of cellular-
level details of astrocytic Ca2+ dynamics. The functions of 
astrocytes have been studied in three phases (Bazargani & 
Attwell, 2016), first investigating the functional properties and 
the mechanisms behind them in cell cultures, then in brain 
slices, and now also in vivo. Ca2+ signaling is assumed to be 
one of the key mechanisms mediating signaling and informa-
tion transfer in astrocytes and it is represented in all models 
considered here. All these models rely on earlier studies that 
reconstructed Ca2+ dynamics from in vitro cell cultures, that 
did not always include astrocytes, or from isolated oocytes. 
Recent studies have found that Ca2+ behaves differently in 
the soma of an astrocyte compared to astrocytic perisynaptic 
processes and the mechanisms involved are complex (Otsu 
et al., 2015; Srinivasan et al., 2015; Sherwood et al., 2017; 
Stobart et al., 2018b; Arizono et al., 2020). However, it is not 
yet fully understood which of the astrocytic mechanisms (e.g., 
cell membrane, ER, and mitochondrial mechanisms) contrib-
ute to the Ca2+ data measured from different astrocytic regions 
and how these astrocytic mechanisms interact with neurons. 
Recent evidence has shown that transient opening of mito-
chondrial pores induces Ca2+ transients in astrocyte processes 
(Agarwal et al., 2017) and astroglial ER-mitochondria Ca2+ 
transfer mediates synaptic integration (Serrat et al., 2021). In 
our previous studies, we have systematically categorized com-
putational astrocyte models based on the mechanisms modeled 
(Manninen et al., 2018b, 2019). The most recently published 
single astrocyte models mostly consider the Ca2+ mechanisms 
of the ER and cell membrane (Taheri et al., 2017; Cresswell-
Clay et al., 2018; Savtchenko et al., 2018; Denizot et al., 
2019, 2022; Wu et al., 2019), but there are studies in which 
mechanisms related to, for example, mitochondria have been 
modeled (Diekman et al., 2013; Komin et al., 2015). Many of 
these recent single astrocyte models are multicompartmental 
representing the whole-cell morphology either as a simple 
(Cresswell-Clay et al., 2018) or detailed (Savtchenko et al., 
2018) way or representing a part of the cell, such as a branchlet 

(Denizot et al., 2022). The neural network models analyzed in 
this study generally used only single-compartmental astrocyte 
models with ER- and cell membrane-induced Ca2+ signaling. 
In addition, only two of the network models actively used new 
experimental data when building and validating their models 
(Amiri et al., 2013a; Chan et al., 2017) and the data was meas-
ured only from neurons. Future large-scale astrocyte projects 
will hopefully bring better understanding of which Ca2+ mech-
anisms are important in different regions of astrocytes and in 
different brain areas. With this information, we can build accu-
rate data-based single-cell models of astrocytes from which 
we can develop biophysically informed, computationally light 
models of astrocytes for neuron-astrocyte network simulations.

Reconstructions of network-level properties are also 
impaired by lack of experimental data. Definition of a net-
work model requires specification of dynamics for each 
cell type as well as specifications of external inputs, spatial 
organization of cells, and interaction schemes that determine 
which cells in the model can interact. Based on our analysis, 
two common strategies were used to circumvent the obsta-
cle of not having experimental data for defining the spatial 
organization of cells and the interaction schemes between 
cells in the analyzed network models – some of the studies 
adopted purely theoretical, well-defined interaction schemes, 
such as 1D and 2D rings and grids, that supported analysis of 
specific functions like information transfer or synchroniza-
tion, while others opted for random interaction schemes and 
random placement of cells that minimized the assumptions 
and free parameters needed to construct the model (Figs. 8 
and 9A-D). Most of the studies incorporated some knowl-
edge about astrocytic domain organization in vivo. Astro-
cytes parcellate tissue into non-overlapping domains (see, 
e.g., Oberheim et al., 2009) which was often modeled as 2D 
grid of astrocytes (Fig. 9A). Interactions between astrocytes 
can happen at the border of their domains, so in the models, 
astrocytes often interacted only with the closest neighbors 
through recurrent gap junctions (Fig. 9D). According to 
anatomical studies, astrocytes are situated close to synapses 
(see, e.g., Oberheim et al., 2009) and have been shown to 
modulate synapses within their domains during development 
(Perea & Araque, 2007; Takata et al., 2011; Min & Nevian, 
2012; Navarrete et al., 2012; Petrelli et al., 2020). Due to 
this, neuron-astrocyte interactions in the models were mostly 
local, categorized as distance dependent, explicitly defined, 
or one-to-one in our study (Fig. 9C). In fact, many stud-
ies modeled individual astrocytic compartments rather than 
the entire cells, often a single compartment per one or two 
synapses which resulted in high occurrence of one-to-one 
or few-to-few interactions between neurons and astrocytes 
(Fig. 9C). Recently, studies are starting to provide more 
detailed morphometric data on neuron-astrocyte circuits 
(see, e.g., Calì et al., 2019; Kikuchi et al., 2020) and recon-
structions based on this data are starting to be published 
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(Zisis et al., 2021). Future studies in this direction will pro-
vide new information on neuron-astrocyte network struc-
tures and interaction schemes, increase statistical signifi-
cance of data extracted from experimental measurements, 
provide better characterization of number and type of dif-
ferent cells and their synaptic and other interactions, quan-
tify their spatial organization within domains and layers, 
and highlight differences between brain regions. This will 
lead to constructing more biologically realistic large-scale 
computational neuron-astrocyte network models and facili-
tate exploring the role of astrocytes in brain functions using 
computational tools together with experimental methods.

Replicating the previously published simulation 
results with existing model implementations can be 
time-consuming because of, for example, changes in the 
simulation tool versions or needed software packages, 
but even more tedious is trying to implement published 
models based on the information in the original articles 
(Manninen et  al., 2017, 2018a, 2019; Rougier et  al., 
2017). This is a big challenge in all areas of computa-
tional sciences (Baker, 2016; Munafò et al., 2017) and 
among the neuron-astrocyte network models. Of the 32 
models, implementations of only two models were eas-
ily found online (Aleksin et al., 2017; Stimberg et al., 
2019) and only seven named the programming lan-
guage or simulation tool used (Table 1). Thus, a com-
plete reimplementation using the provided mathematical 
equations and other model details is required to further 
study and analyze most of the presented models. How-
ever, incomplete specification of the model details and 
interaction schemes, that we sometimes found among 
the studied models, leads to difficulties in interpreta-
tion of the results, undermines their reproducibility, and 
complicates their development further. For example, a 
study could present the interaction scheme as a textual 
description leaving the ambiguity which cells can inter-
act. Other studies may incorporate interaction schemes 
into equations, by specifying indices of the interacting 
cells; however, the description might not be consistent, 
and ambiguities might remain. In addition, how these 
models evolved from each other was often difficult to 
interpret because usually a maximum of one reference 
was given for every equation or parameter value which 
was often different from the original publication present-
ing that equation or parameter value. The interoperability 
between simulation tools also poses a possible challenge. 
Not all simulation tools have the same functionality, so 
mechanisms implemented in one tool do not always 
guarantee that they can be implemented the same way 
in another tool.

The considered computational modeling efforts repre-
sent the first steps towards building more biologically real-
istic neuron-astrocyte network models. While advances in 

collecting experimental data, integrating these data into com-
putational models, additional specialized simulators, model 
analysis and model fitting tools, as well as new models based 
on in vivo recordings in different brain regions are needed, 
the usefulness of these early models is evident and their anal-
ysis important. Reduced models can guide intuition about 
network interactions, global dynamics, and network func-
tions. They can also aid in developing and testing model com-
ponents, such as neuronal and glial cellular-level models and 
interaction mechanisms including synaptic mechanisms, that 
are later used in larger and more biologically realistic models. 
Reduced models help to define benchmarks for developing 
standardized, open-access tools for implementation, simu-
lation, and analysis of computational models. Finally, they 
motivate and facilitate development of new technologies.

Advances in understanding astrocytic mechanisms, their 
interactions with neuronal cells, and their contributions to 
behaviorally relevant brain functions have inspired a new 
class of neuromorphic solutions. These solutions can be 
divided into two categories – efficient hardware implemen-
tations of neuron-astrocyte circuits, and neuro-glio-inspired 
algorithms for artificial intelligence and robotics. New hard-
ware implementations were proposed by Soleimani et al. 
(2015), Haghiri et al. (2016, 2017), Hayati et al. (2016), 
and Liu et al. (2016), while the studies by Nazari and Faez 
(2019) and Nazari et al. (2020) employed a recurrent neuron-
astrocyte network to solve a classification task. Several other 
studies, that were not included in our analysis, contributed 
important neuromorphic solutions. The study by Irizarry-
Valle and Parker (2015) proposed one of the first specialized 
hardware implementations of neuron-astrocyte circuits with 
astrocytes that sense synaptically released glutamate and in 
response modulate neuronal excitability. Tang et al. (2019) 
implemented neuron-astrocyte circuits in a general-purpose 
neuromorphic system, the Loihi chip (Davies et al., 2018), 
explored the astrocyte-mediated plasticity mechanisms, 
namely the astrocyte-induced heterosynaptic plasticity and 
the bidirectional homeostatic plasticity, and demonstrated 
how these mechanisms contribute to maintaining the optimal 
population activity regime. An extensive review of neuro-
morphic hardware by Schuman et al. (2017) also presented 
a summary of astrocyte-inspired hardware solutions. Porto-
Pazos et al. (2011), Mesejo et al. (2015), and Rastogi et al. 
(2021) demonstrated how various mechanisms of neuron-
astrocyte interaction can be used to improve performance 
in classification tasks. Finally, neuron-astrocyte circuits 
for robotic control were proposed by Liu et al. (2019) and 
Polykretis et al. (2020). The here discussed neuromorphic 
solutions based on neuron-astrocyte circuits demonstrated 
efficient hardware implementations and potential for engi-
neering applications. Further advances in understanding 
astrocytic functions through experimental work and com-
putational modeling can inspire new tools and algorithms 
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(see, e.g., computational modeling of astrocytic contribu-
tion to working memory in Gordleeva et al., 2021; Tsybina 
et al., 2022).

To further advance the research field, we formulate a list 
of guidelines that need to be considered when developing 
neuron-astrocyte network models. First, collecting extensive  
experimental imaging data in vivo for public databases related 
to neuron and astrocyte morphologies, neuronal, astrocytic, 
and vascular tissue structures, astrocytic and neuronal Ca2+  
dynamics, in addition to neuronal electrophysiological 
recordings, will facilitate data-driven modeling approaches. 
Second, we need to better understand the differences between 
in vitro and in vivo data and which mechanisms are involved 
in astrocytic interactions with its environment and proximal 
cells in different brain areas and across different astrocytic 
regions, including soma, main processes, perisynaptic pro-
cesses, and perivascular endfeet. Third, all model details, 
including the network structure, number of cells, interac-
tion scheme, and all equations, initial values, and parameter 
values should be clearly given. Fourth, description of the 
interaction schemes should be fully integrated into model 
equations and the authors should verify that the interaction 
schemes can be reconstructed from the equations alone. Fifth, 
the use of a pre-defined format for description of model com-
ponents and interaction schemes is highly recommended and 
serves as a reminder of all model components that need to 
be specified; for this, the formats proposed for description of 
networks of neurons (Nordlie et al., 2009) and for connec-
tivity schemes between neurons (Senk et al., 2022) can be 
extended for neuron-astrocyte networks as formulated in our 
study. Sixth, hypotheses tested in the simulations should be 
clearly stated (or, if the modeling work is purely data-based, 
it should be stated, see, e.g., Eriksson et al., 2022). Seventh, 
model implementations should be openly available in model 
databases with well-documented codes and explanations on 
how the models evolved from earlier publications and how 
new components were derived. Scientific journals should 
encourage authors to submit their astrocyte models, data, and 
cell morphologies into public databases. Eight, utility and 
applicability of the models, in comparison to other similar 
models developed, should be assessed. Ninth, standardized 
data-analysis, sensitivity-analysis, and simulation methods 
and tools are clearly needed for neuron-astrocyte network 
modeling. Neuroinformatics tools, such as tools for model 
description, simulation, sensitivity analysis, simulated data 
analysis, and model fitting to data, are mainly focused on 
neuronal description and modeling and need to be extended 
and validated with astrocytic data as well.

Advancing the model development workflows and 
extending the neuroinformatics tools are important steps 
towards better reproducibility, standardization, and easier 
sharing of astrocyte models. These are necessary for acceler-
ating model development, for incorporating more biological 

complexity into data-driven models, and for integrating 
astrocytic mechanisms into the large-scale realistic models 
of brain systems. The guidelines developed in our study will 
be significant for facilitating our understanding of the brain 
and mental activities such as learning, memory, perception, 
and attention (Grillner et al., 2016; Amunts et al., 2022). 
We believe that our present study supports further devel-
opment of standardized tools focused on astrocyte models, 
by conceptualizing the existing modeled cells, interaction 
mechanisms, and interaction schemes, by studying the dif-
ferences and similarities of approaches and models, and by 
critically contrasting the properties of biophysical models 
with the properties of phenomenological models.

Conclusion

During the past three decades, we have witnessed an increas-
ing interest in glioscience research that resulted in exciting 
new knowledge about complex molecular- and cellular-level 
machinery in astrocytes and their multiple contributions to 
the functions of brain circuits, first in cell culture condi-
tions and, later, mostly in brain slices (Bazargani & Attwell, 
2016). As the knowledge of the existence, importance, and 
roles of astrocytes in the in vivo brain studies has expanded, 
new computational models of astrocytic functions have been 
increasingly published. Also, the interest in simulating astro-
cytic functions in larger neural systems, such as generic neu-
ronal networks and brain circuits, is increasing. We critically 
evaluated 32 selected models of neuron-astrocyte networks, 
characterized model components by deriving evolutionary 
trees, classified spatial organization of cells and structure of 
interaction schemes used in the models, discussed impact of 
these models, identified elements in these models that would 
particularly benefit from new advanced data and tools, and 
prepared a list of guidelines for development of future 
large-scale and more biologically realistic models. Shortly, 
(1) the modeling community should carefully look at the 
newly accumulating experimental data when planning the 
future multi-level large-scale modeling projects and clearly 
explaining the justification of the biological (morphological, 
physiological, cell and molecular biological) choices made, 
(2) accurate and understandable modeling workflows should 
be used during the actual modeling, simulation, and publica-
tion process (see recommendations in Eriksson et al., 2022), 
(3) each new model should be tested and validated based 
on experimental data and contrasted, at least qualitatively, 
with other published models for consistent and reproducible 
behavior, and (4) the models should be properly documented 
and implemented in community supported open-access sim-
ulation tools. It is highly important that these aspects are 
assessed during the review process of scientific publications. 
As the evidence of astrocytic roles in diverse brain functions 
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and dysfunctions accumulates, it is of increasing importance 
to develop reproducible, data-driven computational mod-
els at a sufficient level of biological detail and accelerate 
research towards understanding astrocytic contributions in 
health and disease.

Information Sharing Statement

All data analysed during the current study is available in 
earlier published studies and also in tables prepared by us 
and included in this published article and its supplementary 
information file.

Nomenclature  2-AG: 2-arachidonoylglycerol; 3K: 3-kinase; 5P: 5- 
phosphatase; ΔCa: Change in Ca2+ concentration (Nadkarni & Jung, 
2003); �: Entry of matrix Γ; Γ: Binary matrix; �: Depletion of ATP 
stores; A: Astrocyte; AHP: Afterhyperpolarization; AMPAR: �-amino-
3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor; ast: Astrocyte; 
astro: Astrocytic; ATP: Adenosine triphosphate; BMg: Vm-dependent 
equation related to Mg2+ block; c: Constant; Cgain: Gain between sub-
populations; cKCa:  Gating variable for KCa activation; CA:  Cornu 
ammonis; Ca2+: Calcium ion; CaT: T-type low-threshold Ca2+ channel; 
CCE: Capacitive Ca2+ entry; CICR: Ca2+-induced Ca2+ release; Cl−:  
Chloride ion; Classif: Classification; cyt: Cytosol; D: Dimensional; 
Dcyt: Diffusion in cyt; DER: Diffusion in ER; Dext: Diffusion in ext; 
dend: Dendritic; Diff.: Diffusion; DSE: Depolarization-induced suppres-
sion of excitation; E: Excitatory; ER: Endoplasmic reticulum; e-SP:  
Endocannabinoid-mediated synaptic potentiation; ext: Extracellular space 
(can be also periastrocytic, perisynaptic, extrasynaptic, or perivascular 
space); f: Phenomenological variable modeling events from Ca2+ rise to 
vesicle release; F: Firing rate; FF: Feed-forward; G: G protein; Ga: Astro-
cytic mediator; ḡAMPAR: Maximal conductance of AMPAR; Gm: Astro-
cytic mediator; ḡNMDAR: Maximal conductance of NMDAR; gsyn: Syn-
aptic conductance; ḡsyn: Maximal synaptic conductance; gtonic: Gating 
variable of tonic current; GABA:  Gamma-aminobutyric acid; 
GABAAR: A-type GABA receptor; GABABR: B-type GABA receptor; 
GABAR: GABA reeptor; GJ: Gap junction; Glu: Glutamate; GT: Gli-
otransmitter; h: Active fraction of IP3Rs (Li & Rinzel, 1994); H: Heavi-
side function; hKA: Gating variable for KA inactivation; hNa: Gating vari-
able for Na+ inactivation; hNaP: Gating variable for NaP inactivation; hNaT:  
Gating variable for NaT inactivation; hphasic: Gating variable for phasic 
channel inactivation; HW: Hardware; Hyper.: Hyperexcitability; I: Inhibi-
tory; Iappl: Applied current; Iast: Modulating current from the astrocyte 
to the neuron; Iastro: Modulating current from the astrocyte to the neuron 
depending on astrocytic Ca2+ (Nadkarni & Jung, 2003); ICa: (Fast) Ca2+ 
current; ICaT: CaT current; Iconst: Applied constant current; Icoupling:  
Coupling current; IGnoise: Gaussian input noise current; IGWnoise: Gauss-
ian white noise current; IK: K+ current; IKA: KA current; IKCa: KCa cur-
rent; IKDR: KDR current; IKleak: K

+ leak current; IKpump: K
+ pump cur-

rent; Ileak: Leak current; INa: Na+ current; INaleak: Na+ leak current; INaP:  
NaP current; INapump: Na+ pump current; INaT: Fast transient Na+ current; 
Inoise: Spatially incoherent exponentially correlated noise current; Iphasic:  
Phasic current; IPoisson: Poisson input pulse current or Poisson spike train; 
IsAHP: Slow AHP current; Islow: Slowly varying current; Isyn: Synaptic 
current; Isyn,KNMDAR: K+ current via NMDAR; Isyn,NaNMDAR: Na+ cur-
rent via NMDAR; ITnoise: Noise current from triangular distribution; 
Itonic:  Tonic current; IUnoise:  Uniformly distributed noise current; 
IN: Interneuron; Inf.: Information transfer; IP: Inositol polyphosphate; 
IP3: Inositol trisphosphate; IP3R: IP3 receptor; k: Constant; K+: Potassium 
ion; KA:  Transient K+ channel; KCa:  Ca2+-activated K+ channel; 
KDR: Delayed rectifier K+ channel; L: Layer; LFP: Local field potential; 

LIF: Leaky integrate-and-fire; m: Motif; M: Number of cell types; mNa:  
Gating variable for Na+ activation; mNaP: Gating variable for NaP activa-
tion; mNaT: Gating variable for NaT activation; mphasic: Gating variable 
for phasic channel activation; MEA: Multi-electrode array; Mg2+: Mag-
nesium ion; mGluR: Metabotropic Glu receptor; N: Neuron; nK: Gating 
variable for K+ activation; nKA: Gating variable for KA activation; nKDR:  
Gating variable for KDR activation; Na+: Sodium ion; NaP: Persistent Na+ 
channel; NaT: Fast transient Na+ channel; NMDAR: N-methyl-D-aspar-
tate receptor; NT: Neurotransmitter; p: Connection probability; P: Popula-
tion of cells; past,rel: Astrocytic release probability; pspike: Probability 
for a spike; psyn,rel: Synaptic release probability; PIP2: Phosphatidylino-
sitol 4,5-bisphosphate; Plast.: Synaptic plasticity; PLC: Phospholipase C; 
PLC�: PLC isotype �; PLC�: PLC isotype �; PMCA: Plasma membrane 
Ca2+-ATPase; post: Postsynaptic; pre: Presynaptic; PY: Pyramidal; qsAHP:  
Gating variable for slow AHP activation; Rac: Fraction of IP3Rs that are 
not inactivated by Ca2+ (marked as h by Liu and Li (2013a) and q by Liu 
and Li (2013b), and same equation as by Allegrini et al. (2009), modified 
from Li and Rinzel (1994) and Höfer et al. (2002)); Rin: Fraction of IP3Rs 
that are not activated by Ca2+ (marked as h by Allegrini et al. (2009) and 
same equation as by Liu and Li (2013a, b), modified from Li and Rinzel 
(1994) and Höfer et al. (2002)); RE: Reticular thalamic; Rec: Recurrent; 
S: Matrix of synaptic connection weights; sAMPAR: Fraction of AMPARs 
in open state; Sast: State of astrocyte (active, inactive dormant state, or 
refractory); sCa: Gating variable for Ca2+ activation; sE: Gating variable 
for E synapse; sEE: Gating variable for EE synapse; sEI: Gating variable 
for EI synapse; sGABAAR: Fraction of GABAARs in open state; sGABABR:  
Fraction of GABABRs in open state; sI: Gating variable for I synapse; sIE:  
Gating variable for IE synapse; sII: Gating variable for II synapse; sIN:  
Gating variable for IN (interneuron) synapse; Sm: Secondary messenger; 
smGluR: Fraction of activated mGluRs; sNMDAR: Fraction of NMDARs 
in open state; sPY: Gating variable for PY synapse; sRpre: Fraction of 
activated presynaptic receptors; ssyn: Synaptic gating variable; SERCA​:  
Sarco/ER Ca2+-ATPase; Sgn.: Signal transfer; soma: Somatic; syn: Syn-
aptic cleft or synaptic; Sync.: Synchronization; TC: Thalamocortical; 
u: Membrane recovery variable (Izhikevich, 2003); usyn: Fraction of xsyn 
docked for release; VAMPARpost: Reversal potential of postsynaptic 
AMPAR current; Vm: Membrane potential; VNMDARpost: Reversal poten-
tial of postsynaptic NMDAR current; w: Slow membrane recovery vari-
able (FitzHugh, 1961); W: Recovery variable showing the probability that 
K+ channel is conducting (Morris & Lecar, 1981); Wsyn: Synaptic weight; 
X: Hopf oscillator; xAMPAR: Auxiliary variable for AMPAR; xext: Frac-
tion of GT available for release; xGABAR: Auxiliary variable for GABAR; 
xsyn: Fraction of NT available for release; Y: Hopf oscillator; z: Synaptic 
activation variable; Z: Synaptic activation variable; z0: Reference l 
evel of z

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s12021-​023-​09622-w.

Author contributions  T.M. and M.-L.L. conceptualized the study. 
T.M. and J.A. designed the study. T.M. performed data curation and 
investigation. T.M. and J.A. performed detailed analysis of models and 
visualized the study. All authors drafted and reviewed the manuscript, 
approved the final manuscript, and acquired funding.

Funding  This study was funded by the Academy of Finland (deci-
sion Nos. 297893, 318879, 326494, 326495, and 345280) and partially 
by the European Union’s Horizon 2020 Framework Programme for 
Research and Innovation under the Specific Grant Agreement Nos. 
720270 (Human Brain Project SGA1), 785907 (Human Brain Project 
SGA2), and 945539 (Human Brain Project SGA3 and its Partnering 
Project AstroNeuronNets). Open access funding provided by Tampere 
University including Tampere University Hospital, Tampere University 
of Applied Sciences (TUNI).

https://doi.org/10.1007/s12021-023-09622-w


400	 Neuroinformatics (2023) 21:375–406

1 3

Declarations 

Competing Interests  The authors have no competing interests to 
declare that are relevant to the content of this article.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

Abed, B., Ayyoub, B., Ismail, A. R., & Abdul, N. (2020). Two sug-
gested probabilistic and kinetic models for astrocytic network 
in spiking neural networks. International Journal of Advanced 
Trends in Computer Science and Engineering, 9(5), 7951–
7957. https://​doi.​org/​10.​30534/​ijatc​se/​2020/​14995​2020

Agarwal, A., Wu, P.-H., Hughes, E. G., Fukaya, M., Tischfield, M. 
A., Langseth, A. J., Wirtz, D., & Bergles, D. E. (2017). Tran-
sient opening of the mitochondrial permeability transition pore 
induces microdomain calcium transients in astrocyte processes. 
Neuron, 93(3), 587–605. https://​doi.​org/​10.​1016/j.​neuron.​2016.​
12.​034

Aguado, F., Espinosa-Parrilla, J. F., Carmona, M. A., & Soriano, E. 
(2002). Neuronal activity regulates correlated network properties 
of spontaneous calcium transients in astrocytes in situ. Journal 
of Neuroscience, 22(21), 9430–9444. https://​doi.​org/​10.​1523/​
JNEUR​OSCI.​22-​21-​09430.​2002

Agulhon, C., Petravicz, J., McMullen, A. B., Sweger, E. J., Minton, S. 
K., Taves, S. R., Casper, K. B., Fiacco, T. A., & McCarthy, K. 
D. (2008). What is the role of astrocyte calcium in neurophysiol-
ogy? Neuron, 59(6), 932–946. https://​doi.​org/​10.​1016/j.​neuron.​
2008.​09.​004

Aleksin, S. G., Zheng, K., Rusakov, D. A., & Savtchenko, L. P. (2017). 
ARACHNE: A neural-neuroglial network builder with remotely 
controlled parallel computing. PLoS Computational Biology, 
13(3), e1005467. https://​doi.​org/​10.​1371/​journ​al.​pcbi.​10054​67

Allegrini, P., Fronzoni, L., & Pirino, D. (2009). The influence of the 
astrocyte field on neuronal dynamics and synchronization. Jour-
nal of Biological Physics, 35(4), 413–423. https://​doi.​org/​10.​
1007/​s10867-​009-​9166-8

Allen, N. J. (2013). Role of glia in developmental synapse formation. 
Current Opinion in Neurobiology, 23(6), 1027–1033. https://​doi.​
org/​10.​1016/j.​conb.​2013.​06.​004

Allen, N. J., & Eroglu, C. (2017). Cell biology of astrocyte-synapse 
interactions. Neuron, 96(3), 697–708. https://​doi.​org/​10.​1016/j.​
neuron.​2017.​09.​056

Amiri, M., Bahrami, F., & Janahmadi, M. (2012a). Functional contri-
butions of astrocytes in synchronization of a neuronal network 
model. Journal of Theoretical Biology, 292, 60–70. https://​doi.​
org/​10.​1016/j.​jtbi.​2011.​09.​013

Amiri, M., Bahrami, F., & Janahmadi, M. (2012b). Modified thalam-
ocortical model: a step towards more understanding of the 
functional contribution of astrocytes to epilepsy. Journal of 

Computational Neuroscience, 33(2), 285–299. https://​doi.​org/​
10.​1007/​s10827-​012-​0386-8

Amiri, M., Bahrami, F., & Janahmadi, M. (2012c). On the role of 
astrocytes in epilepsy: a functional modeling approach. Neu-
roscience Research, 72(2), 172–180. https://​doi.​org/​10.​1016/j.​
neures.​2011.​11.​006

Amiri, M., Hosseinmardi, N., Bahrami, F., & Janahmadi, M. (2013a). 
Astrocyte-neuron interaction as a mechanism responsible for 
generation of neural synchrony: a study based on modeling and 
experiments. Journal of Computational Neuroscience, 34(3), 
489–504. https://​doi.​org/​10.​1007/​s10827-​012-​0432-6

Amiri, M., Montaseri, G., & Bahrami, F. (2013b). A phase plane 
analysis of neuron-astrocyte interactions. Neural Networks, 44, 
157–165. https://​doi.​org/​10.​1016/j.​neunet.​2013.​03.​018

Amunts, K., DeFelipe, J., Pennartz, C., Destexhe, A., Migliore, M., 
Ryvlin, P., Furber, S., Knoll, A., Bitsch, L., Bjaalie, J. G., 
Ioannidis, Y., Lippert, T., Sanchez-Vives, M. V., Goebel, R., 
& Jirsa, V. (2022). Linking brain structure, activity, and cogni-
tive function through computation. eNeuro, 9(2):ENEURO.03
16–21.2022. https://​doi.​org/​10.​1523/​ENEURO.​0316-​21.​2022

Araque, A., Carmignoto, G., & Haydon, P. G. (2001). Dynamic 
signaling between astrocytes and neurons. Annual Review of 
Physiology, 63(1), 795–813. https://​doi.​org/​10.​1146/​annur​ev.​
physi​ol.​63.1.​795

Araque, A., Parpura, V., Sanzgiri, R. P., & Haydon, P. G. (1999). 
Tripartite synapses: glia, the unacknowledged partner. Trends 
in Neurosciences, 22(5), 208–215. https://​doi.​org/​10.​1016/​
S0166-​2236(98)​01349-6

Arizono, M., Inavalli, V. V. G., Panatier, A., Pfeiffer, T., Angibaud, 
J., Levet, F., Ter Veer, M. J. T., Stobart, J., Bellocchio, L., 
Mikoshiba, K., Marsicano, G., Weber, B., Oliet, S. H. R., & 
Nägerl, U. V. (2020). Structural basis of astrocytic Ca2+ sig-
nals at tripartite synapses. Nature Communications, 11(1), 
1906. https://​doi.​org/​10.​1038/​s41467-​020-​15648-4

Atri, A., Amundson, J., Clapham, D., & Sneyd, J. (1993). A single-
pool model for intracellular calcium oscillations and waves 
in the Xenopus laevis oocyte. Biophysical Journal, 65(4), 
1727–1739. https://​doi.​org/​10.​1016/​S0006-​3495(93)​81191-3

Baker, M. (2016). 1,500 scientists lift the lid on reproducibility. 
Nature, 533(7604), 452–454. https://​doi.​org/​10.​1038/​53345​2a

Bazargani, N., & Attwell, D. (2016). Astrocyte calcium signaling: 
the third wave. Nature Neuroscience, 19(2), 182–189. https://​
doi.​org/​10.​1038/​nn.​4201

Bennett, M. R., Farnell, L., & Gibson, W. G. (2005). A quantita-
tive model of purinergic junctional transmission of calcium 
waves in astrocyte networks. Biophysical Journal, 89(4), 
2235–2250. https://​doi.​org/​10.​1529/​bioph​ysj.​105.​062968

Bennett, M. R., Farnell, L., & Gibson, W. G. (2008). A quantitative 
model of cortical spreading depression due to purinergic and 
gap-junction transmission in astrocyte networks. Biophysical 
Journal, 95(12), 5648–5660. https://​doi.​org/​10.​1529/​bioph​ysj.​
108.​137190

Bezprozvanny, I., Watras, J., & Ehrlich, B. E. (1991). Bell-shaped 
calcium-response curves of Ins(1,4,5)P3-and calcium-gated 
channels from endoplasmic reticulum of cerebellum. Nature, 
351(6329), 751–754. https://​doi.​org/​10.​1038/​35175​1a0

Bezzi, P., & Volterra, A. (2001). A neuron-glia signalling network 
in the active brain. Current Opinion in Neurobiology, 11(3), 
387–394. https://​doi.​org/​10.​1016/​S0959-​4388(00)​00223-3

Calì, C., Agus, M., Kare, K., Boges, D. J., Lehväslaiho, H., Hadwiger, 
M., & Magistretti, P. J. (2019). 3D cellular reconstruction of 
cortical glia and parenchymal morphometric analysis from 
Serial Block-Face Electron Microscopy of juvenile rat. Pro-
gress in Neurobiology, 183, 101696. https://​doi.​org/​10.​1016/j.​
pneur​obio.​2019.​101696

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.30534/ijatcse/2020/149952020
https://doi.org/10.1016/j.neuron.2016.12.034
https://doi.org/10.1016/j.neuron.2016.12.034
https://doi.org/10.1523/JNEUROSCI.22-21-09430.2002
https://doi.org/10.1523/JNEUROSCI.22-21-09430.2002
https://doi.org/10.1016/j.neuron.2008.09.004
https://doi.org/10.1016/j.neuron.2008.09.004
https://doi.org/10.1371/journal.pcbi.1005467
https://doi.org/10.1007/s10867-009-9166-8
https://doi.org/10.1007/s10867-009-9166-8
https://doi.org/10.1016/j.conb.2013.06.004
https://doi.org/10.1016/j.conb.2013.06.004
https://doi.org/10.1016/j.neuron.2017.09.056
https://doi.org/10.1016/j.neuron.2017.09.056
https://doi.org/10.1016/j.jtbi.2011.09.013
https://doi.org/10.1016/j.jtbi.2011.09.013
https://doi.org/10.1007/s10827-012-0386-8
https://doi.org/10.1007/s10827-012-0386-8
https://doi.org/10.1016/j.neures.2011.11.006
https://doi.org/10.1016/j.neures.2011.11.006
https://doi.org/10.1007/s10827-012-0432-6
https://doi.org/10.1016/j.neunet.2013.03.018
https://doi.org/10.1523/ENEURO.0316-21.2022
https://doi.org/10.1146/annurev.physiol.63.1.795
https://doi.org/10.1146/annurev.physiol.63.1.795
https://doi.org/10.1016/S0166-2236(98)01349-6
https://doi.org/10.1016/S0166-2236(98)01349-6
https://doi.org/10.1038/s41467-020-15648-4
https://doi.org/10.1016/S0006-3495(93)81191-3
https://doi.org/10.1038/533452a
https://doi.org/10.1038/nn.4201
https://doi.org/10.1038/nn.4201
https://doi.org/10.1529/biophysj.105.062968
https://doi.org/10.1529/biophysj.108.137190
https://doi.org/10.1529/biophysj.108.137190
https://doi.org/10.1038/351751a0
https://doi.org/10.1016/S0959-4388(00)00223-3
https://doi.org/10.1016/j.pneurobio.2019.101696
https://doi.org/10.1016/j.pneurobio.2019.101696


401Neuroinformatics (2023) 21:375–406	

1 3

Carmignoto, G., & Haydon, P. G. (2012). Astrocyte calcium signal-
ing and epilepsy. Glia, 60(8), 1227–1233. https://​doi.​org/​10.​
1002/​glia.​22318

Chan, S.-C., Mok, S.-Y., Ng, D. W.-K., & Goh, S.-Y. (2017). The 
role of neuron-glia interactions in the emergence of ultra-slow 
oscillations. Biological Cybernetics, 111, 459–472. https://​doi.​
org/​10.​1007/​s00422-​017-​0740-z

Charles, A. C., Merrill, J. E., Dirksen, E. R., & Sandersont, M. J. 
(1991). Intercellular signaling in glial cells: calcium waves 
and oscillations in response to mechanical stimulation and 
glutamate. Neuron, 6(6), 983–992. https://​doi.​org/​10.​1016/​
0896-​6273(91)​90238-U

Chen, N., Sugihara, H., Sharma, J., Perea, G., Petravicz, J., Le, C., 
& Sur, M. (2012). Nucleus basalis-enabled stimulus-specific 
plasticity in the visual cortex is mediated by astrocytes. Pro-
ceedings of the National Academy of Sciences of the United 
States of America, 109(41), E2832–E2841. https://​doi.​org/​10.​
1073/​pnas.​12065​57109

Chever, O., Dossi, E., Pannasch, U., Derangeon, M., & Rouach, N. 
(2016). Astroglial networks promote neuronal coordination. Sci-
ence Signaling, 9(410), ra6. https://​doi.​org/​10.​1126/​scisi​gnal.​
aad30​66

Conte, C., Lee, R., Sarkar, M., & Terman, D. (2018). A mathemati-
cal model of recurrent spreading depolarizations. Journal of 
Computational Neuroscience, 44(2), 203–217. https://​doi.​org/​
10.​1007/​s10827-​017-​0675-3

Cornell-Bell, A. H., Finkbeiner, S. M., Cooper, M. S., & Smith, 
S. J. (1990). Glutamate induces calcium waves in cultured 
astrocytes: long-range glial signaling. Science, 247(4941), 
470–473. https://​doi.​org/​10.​1126/​scien​ce.​19678​52

Covelo, A., Badoual, A., & Denizot, A. (2022). Reinforcing inter-
disciplinary collaborations to unravel the astrocyte “calcium 
code”. Journal of Molecular Neuroscience. https://​doi.​org/​10.​
1007/​s12031-​022-​02006-w

Cresswell-Clay, E., Crock, N., Tabak, J., & Erlebacher, G. (2018). 
A compartmental model to investigate local and global Ca2+ 
dynamics in astrocytes. Frontiers in Computational Neurosci-
ence, 12, 94. https://​doi.​org/​10.​3389/​fncom.​2018.​00094

Cui, Y., Yang, Y., Ni, Z., Dong, Y., Cai, G., Foncelle, A., Ma, S., 
Sang, K., Tang, S., Li, Y., Shen, Y., Berry, H., Wu, S., & Hu, 
H. (2018). Astroglial Kir4.1 in the lateral habenula drives neu-
ronal bursts in depression. Nature, 554(7692):323–327. https://​
doi.​org/​10.​1038/​natur​e25752

Danbolt, N. C. (2001). Glutamate uptake. Progress in Neurobiology, 
65(1), 1–105. https://​doi.​org/​10.​1016/​S0301-​0082(00)​00067-8

Dani, J. W., Chernjavsky, A., & Smith, S. J. (1992). Neuronal activity 
triggers calcium waves in hippocampal astrocyte networks. Neu-
ron, 8(3), 429–440. https://​doi.​org/​10.​1016/​0896-​6273(92)​90271-E

Davies, M., Srinivasa, N., Lin, T.-H., Chinya, G., Cao, Y., Choday, S. 
H., Dimou, G., Joshi, P., Imam, N., Jain, S., Liao, Y., Lin, C.-K., 
Lines, A., Liu, R., Mathaikutty, D., McCoy, S., Paul, A., Tse, J., 
Venkataramanan, G., … & Wang, H. (2018). Loihi: A neuromor-
phic manycore processor with on-chip learning. IEEE Micro, 
38(1), 82–99. https://​doi.​org/​10.​1109/​MM.​2018.​11213​0359

Dayan, P., & Abbott, L. F. (2001). Theoretical Neuroscience. Cam-
bridge, MA, USA: MIT Press.

De Pittà, M., & Brunel, N. (2016). Modulation of synaptic plastic-
ity by glutamatergic gliotransmission: a modeling study. Neural 
Plasticity, 2016, 7607924. https://​doi.​org/​10.​1155/​2016/​76079​24

De Pittà, M., Brunel, N., & Volterra, A. (2016). Astrocytes: orchestrat-
ing synaptic plasticity? Neuroscience, 323, 43–61. https://​doi.​
org/​10.​1016/j.​neuro​scien​ce.​2015.​04.​001

De Pittà, M., Goldberg, M., Volman, V., Berry, H., & Ben-Jacob, E. 
(2009). Glutamate regulation of calcium and IP3 oscillating and 
pulsating dynamics in astrocytes. Journal of Biological Phys-
ics, 35(4), 383–411. https://​doi.​org/​10.​1007/​s10867-​009-​9155-y

De Pittà, M., Volman, V., Berry, H., & Ben-Jacob, E. (2011). A tale 
of two stories: astrocyte regulation of synaptic depression and 
facilitation. PLoS Computational Biology, 7(12), e1002293. 
https://​doi.​org/​10.​1371/​journ​al.​pcbi.​10022​93

De Pittà, M., Volman, V., Berry, H., Parpura, V., Volterra, A., & Ben-
Jacob, E. (2012). Computational quest for understanding the role 
of astrocyte signaling in synaptic transmission and plasticity. 
Frontiers in Computational Neuroscience, 6, 98. https://​doi.​org/​
10.​3389/​fncom.​2012.​00098

De Young, G. W., & Keizer, J. (1992). A single-pool inositol 1,4,5- 
trisphosphate-receptor-based model for agonist-stimulated oscil-
lations in Ca2+ concentration. Proceedings of the National Acad-
emy of Sciences of the United States of America, 89(20), 9895–
9899. https://​doi.​org/​10.​1073/​pnas.​89.​20.​9895

Denizot, A., Arizono, M., Nägerl, U. V., Soula, H., & Berry, H. (2019). 
Simulation of calcium signaling in fine astrocytic processes: 
Effect of spatial properties on spontaneous activity. PLoS Com-
putational Biology, 15(8), e1006795. https://​doi.​org/​10.​1371/​
journ​al.​pcbi.​10067​95

Denizot, A., Arizono, M., Nägerl, V. U., Berry, H., & De Schutter, E. 
(2022). Control of Ca2+ signals by astrocyte nanoscale morphol-
ogy at tripartite synapses. Glia, 70(12), 2378–2391. https://​doi.​
org/​10.​1002/​glia.​24258

Denizot, A., Berry, H., & Venugopal, S. (2020). Intracellular calcium 
signals in astrocytes, computational modeling of. In D. Jaeger & 
R. Jung (Eds.), Encyclopedia of Computational Neuroscience. 
USA: Springer, New York, NY. https://​doi.​org/​10.​1007/​978-1-​
4614-​7320-​61006​93-1

Destexhe, A., Mainen, Z. F., & Sejnowski, T. J. (1994). Synthesis of 
models for excitable membranes, synaptic transmission and 
neuromodulation using a common kinetic formalism. Journal 
of Computational Neuroscience, 1(3), 195–230. https://​doi.​org/​
10.​1007/​BF009​61734

Destexhe, A., Mainen, Z. F., & Sejnowski, T. J. (1998). Kinetic models 
of synaptic transmission. In C. Koch & I. Segev (Eds.), Methods 
in Neuronal Modeling (pp. 1–25). Cambridge, MA: MIT Press.

Diekman, C. O., Fall, C. P., Lechleiter, J. D., & Terman, D. (2013). 
Modeling the neuroprotective role of enhanced astrocyte mito-
chondrial metabolism during stroke. Biophysical Journal, 
104(8), 1752–1763. https://​doi.​org/​10.​1016/j.​bpj.​2013.​02.​025

Ding, F., O’Donnell, J., Thrane, A. S., Zeppenfeld, D., Kang, H., Xie, 
L., Wang, F., & Nedergaard, M. (2013). α1-Adrenergic recep-
tors mediate coordinated Ca2+ signaling of cortical astrocytes 
in awake, behaving mice. Cell Calcium, 54(6), 387–394. https://​
doi.​org/​10.​1016/j.​ceca.​2013.​09.​001

Du, M., Li, J., Chen, L., Yu, Y., & Wu, Y. (2018). Astrocytic Kir4.1 
channels and gap junctions account for spontaneous epileptic 
seizure. PLoS Computational Biology, 14(3):e1005877. https://​
doi.​org/​10.​1371/​journ​al.​pcbi.​10058​77

Dupont, G., & Goldbeter, A. (1993). One-pool model for Ca2+ oscil-
lations involving Ca2+ and inositol 1,4,5-trisphosphate as co-
agonists for Ca2+ release. Cell Calcium, 14(4), 311–322. https://​
doi.​org/​10.​1016/​0143-​4160(93)​90052-8

Eriksson, O., Bhalla, U. S., Blackwell, K. T., Crook, S. M., Keller, D., 
Kramer, A., Linne, M.-L., Saudargienė, A., Wade, R. C., & Hellgren 
Kotaleski, J. (2022). Combining hypothesis- and data-driven neuro-
science modeling in FAIR workflows. eLife, 11:e69013. https://​doi.​
org/​10.​7554/​eLife.​69013

Fellin, T., Ellenbogen, J. M., De Pittà, M., Ben-Jacob, E., & Halassa, 
M. M. (2012). Astrocyte regulation of sleep circuits: experi-
mental and modeling perspectives. Frontiers in Computational 
Neuroscience, 6, 65. https://​doi.​org/​10.​3389/​fncom.​2012.​00065

Finsterwald, C., Magistretti, P. J., & Lengacher, S. (2015). Astrocytes: 
new targets for the treatment of neurodegenerative diseases. Cur-
rent Pharmaceutical Design, 21(25), 3570–3581. https://​doi.​org/​
10.​2174/​13816​12821​66615​07101​44502

https://doi.org/10.1002/glia.22318
https://doi.org/10.1002/glia.22318
https://doi.org/10.1007/s00422-017-0740-z
https://doi.org/10.1007/s00422-017-0740-z
https://doi.org/10.1016/0896-6273(91)90238-U
https://doi.org/10.1016/0896-6273(91)90238-U
https://doi.org/10.1073/pnas.1206557109
https://doi.org/10.1073/pnas.1206557109
https://doi.org/10.1126/scisignal.aad3066
https://doi.org/10.1126/scisignal.aad3066
https://doi.org/10.1007/s10827-017-0675-3
https://doi.org/10.1007/s10827-017-0675-3
https://doi.org/10.1126/science.1967852
https://doi.org/10.1007/s12031-022-02006-w
https://doi.org/10.1007/s12031-022-02006-w
https://doi.org/10.3389/fncom.2018.00094
https://doi.org/10.1038/nature25752
https://doi.org/10.1038/nature25752
https://doi.org/10.1016/S0301-0082(00)00067-8
https://doi.org/10.1016/0896-6273(92)90271-E
https://doi.org/10.1109/MM.2018.112130359
https://doi.org/10.1155/2016/7607924
https://doi.org/10.1016/j.neuroscience.2015.04.001
https://doi.org/10.1016/j.neuroscience.2015.04.001
https://doi.org/10.1007/s10867-009-9155-y
https://doi.org/10.1371/journal.pcbi.1002293
https://doi.org/10.3389/fncom.2012.00098
https://doi.org/10.3389/fncom.2012.00098
https://doi.org/10.1073/pnas.89.20.9895
https://doi.org/10.1371/journal.pcbi.1006795
https://doi.org/10.1371/journal.pcbi.1006795
https://doi.org/10.1002/glia.24258
https://doi.org/10.1002/glia.24258
https://doi.org/10.1007/978-1-4614-7320-6100693-1
https://doi.org/10.1007/978-1-4614-7320-6100693-1
https://doi.org/10.1007/BF00961734
https://doi.org/10.1007/BF00961734
https://doi.org/10.1016/j.bpj.2013.02.025
https://doi.org/10.1016/j.ceca.2013.09.001
https://doi.org/10.1016/j.ceca.2013.09.001
https://doi.org/10.1371/journal.pcbi.1005877
https://doi.org/10.1371/journal.pcbi.1005877
https://doi.org/10.1016/0143-4160(93)90052-8
https://doi.org/10.1016/0143-4160(93)90052-8
https://doi.org/10.7554/eLife.69013
https://doi.org/10.7554/eLife.69013
https://doi.org/10.3389/fncom.2012.00065
https://doi.org/10.2174/1381612821666150710144502
https://doi.org/10.2174/1381612821666150710144502


402	 Neuroinformatics (2023) 21:375–406

1 3

FitzHugh, R. (1961). Impulses and physiological states in theoretical 
models of nerve membrane. Biophysical Journal, 1(6), 445–
466. https://​doi.​org/​10.​1016/​S0006-​3495(61)​86902-6

Fujii, Y., Maekawa, S., & Morita, M. (2017). Astrocyte calcium waves 
propagate proximally by gap junction and distally by extracel-
lular diffusion of ATP released from volume-regulated anion 
channels. Scientific Reports, 7(1), 13115. https://​doi.​org/​10.​1038/​
s41598-​017-​13243-0

Fujita, T., Chen, M. J., Li, B., Smith, N. A., Peng, W., Sun, W., Toner, 
M. J., Kress, B. T., Wang, L., Benraiss, A., Takano, T., Wang, 
S., & Nedergaard, M. (2014). Neuronal transgene expression 
in dominant-negative SNARE mice. Journal of Neuroscience, 
34(50), 16594–16604. https://​doi.​org/​10.​1523/​JNEUR​OSCI.​
2585-​14.​2014

Gerstner, W., & Kistler, W. M. (2002). Spiking Neuron Models: Single Neu-
rons, Populations. Plasticity: Cambridge University Press, Cambridge, 
United Kingdom. https://​doi.​org/​10.​1017/​CBO97​80511​815706

Glaum, S. R., Holzwarth, J. A., & Miller, R. J. (1990). Glutamate 
receptors activate Ca2+ mobilization and Ca2+ influx into astro-
cytes. Proceedings of the National Academy of Sciences of the 
United States of America, 87(9), 3454–3458. https://​doi.​org/​10.​
1073/​pnas.​87.9.​3454

Goldberg, M., De Pittà, M., Volman, V., Berry, H., & Ben-Jacob, E. 
(2010). Nonlinear gap junctions enable long-distance propaga-
tion of pulsating calcium waves in astrocyte networks. PLoS 
Computational Biology, 6(8), e1000909. https://​doi.​org/​10.​1371/​
journ​al.​pcbi.​10009​09

González, J., Pinzón, A., Angarita-Rodríguez, A., Aristizabal, A. F., 
Barreto, G. E., & Martín-Jiménez, C. (2020). Advances in astro-
cyte computational models: From metabolic reconstructions 
to multi-omic approaches. Frontiers in Neuroinformatics, 14, 
35. https://​doi.​org/​10.​3389/​fninf.​2020.​00035

Goodman, D., & Brette, R. (2008). Brian: a simulator for spiking neural 
networks in Python. Frontiers in Neuroinformatics, 2, 5. https://​
doi.​org/​10.​3389/​neuro.​11.​005.​2008

Gordleeva, S. Y., Ermolaeva, A. V., Kastalskiy, I. A., & Kazantsev, V. 
B. (2019). Astrocyte as spatiotemporal integrating detector of 
neuronal activity. Frontiers in Physiology, 10, 294. https://​doi.​
org/​10.​3389/​fphys.​2019.​00294

Gordleeva, S. Y., Stasenko, S. V., Semyanov, A. V., Dityatev, A. E., & 
Kazantsev, V. B. (2012). Bi-directional astrocytic regulation of 
neuronal activity within a network. Frontiers in Computational 
Neuroscience, 6, 92. https://​doi.​org/​10.​3389/​fncom.​2012.​00092

Gordleeva, S. Y., Tsybina, Y. A., Krivonosov, M. I., Ivanchenko, M. 
V., Zaikin, A. A., Kazantsev, V. B., & Gorban, A. N. (2021). 
Modelling working memory in spiking neuron network accom-
panied by astrocytes. Frontiers in Cellular Neuroscience, 15, 
631485. https://​doi.​org/​10.​3389/​fncel.​2021.​631485

Grillner, S., Ip, N., Koch, C., Koroshetz, W., Okano, H., Polachek, 
M., Poo, M.-M., & Sejnowski, T. J. (2016). Worldwide initia-
tives to advance brain research. Nature Neuroscience, 19(9), 
1118–1122. https://​doi.​org/​10.​1038/​nn.​4371

Guo, D., & Li, C. (2011). Signal propagation in feedforward neu-
ronal networks with unreliable synapses. Journal of Computa-
tional Neuroscience, 30(3), 567–587. https://​doi.​org/​10.​1007/​
s10827-​010-​0279-7

Haghiri, S., & Ahmadi, A. (2020). An investigation on neuron-astrocyte 
interaction system: network behavior and synchronization. Analog 
Integrated Circuits and Signal Processing, 108, 569–576. https://​
doi.​org/​10.​1007/​s10470-​020-​01735-5

Haghiri, S., Ahmadi, A., & Saif, M. (2016). VLSI implementable 
neuron-astrocyte control mechanism. Neurocomputing, 214, 
280–296. https://​doi.​org/​10.​1016/j.​neucom.​2016.​06.​015

Haghiri, S., Ahmadi, A., & Saif, M. (2017). Complete neuron-astrocyte 
interaction model: digital multiplierless design and networking 
mechanism. IEEE Transactions on Biomedical Circuits and 

Systems, 11(1), 117–127. https://​doi.​org/​10.​1109/​TBCAS.​2016.​
25839​20

Hayati, M., Nouri, M., Haghiri, S., & Abbott, D. (2016). A digital 
realization of astrocyte and neural glial interactions. IEEE 
Transactions on Biomedical Circuits and Systems, 10(2), 518–
529. https://​doi.​org/​10.​1109/​TBCAS.​2015.​24508​37

Haydon, P. G. (2001). Glia: listening and talking to the synapse. Nature 
Reviews Neuroscience, 2(3), 185–193. https://​doi.​org/​10.​1038/​
35058​528

Hirase, H., Qian, L., Barthó, P., & Buzsáki, G. (2004). Calcium dynam-
ics of cortical astrocytic networks in vivo. PLoS Biology, 2(4), 
e96. https://​doi.​org/​10.​1371/​journ​al.​pbio.​00200​96

Hodgkin, A. L., & Huxley, A. F. (1952). A quantitative description of 
membrane current and its application to conduction and excita-
tion in nerve. Journal of Physiology, 117(4), 500–544. https://​
doi.​org/​10.​1113/​jphys​iol.​1952.​sp004​764

Höfer, T., Venance, L., & Giaume, C. (2002). Control and plasticity of 
intercellular calcium waves in astrocytes: a modeling approach. 
Journal of Neuroscience, 22(12), 4850–4859. https://​doi.​org/​10.​
1523/​JNEUR​OSCI.​22-​12-​04850.​2002

Irizarry-Valle, Y., & Parker, A. C. (2015). An astrocyte neuromorphic 
circuit that influences neuronal phase synchrony. IEEE Transac-
tions on Biomedical Circuits and Systems, 9(2), 175–187. https://​
doi.​org/​10.​1109/​TBCAS.​2015.​24175​80

Izhikevich, E. M. (2003). Simple model of spiking neurons. IEEE 
Transactions on Neural Networks, 14(6), 1569–1572. https://​
doi.​org/​10.​1109/​TNN.​2003.​820440

Jahr, C. E., & Stevens, C. F. (1990). Voltage dependence of NMDA-
activated macroscopic conductances predicted by single-channel 
kinetics. Journal of Neuroscience, 10(9), 3178–3182. https://​doi.​
org/​10.​1523/​JNEUR​OSCI.​10-​09-​03178.​1990

Jolivet, R., Allaman, I., Pellerin, L., Magistretti, P. J., & Weber, B. 
(2010). Comment on recent modeling studies of astrocyte-
neuron metabolic interactions. Journal of Cerebral Blood Flow 
and Metabolism, 30(12), 1982–1986. https://​doi.​org/​10.​1038/​
jcbfm.​2010.​132

Kanakov, O., Gordleeva, S., Ermolaeva, A., Jalan, S., & Zaikin, A. 
(2019). Astrocyte-induced positive integrated information in 
neuron-astrocyte ensembles. Physical Review E, 99(1), 012418. 
https://​doi.​org/​10.​1103/​PhysR​evE.​99.​012418

Kazantsev, V. B. (2009). Spontaneous calcium signals induced by gap 
junctions in a network model of astrocytes. Physical Review E, 
79(1), 010901. https://​doi.​org/​10.​1103/​PhysR​evE.​79.​010901

Kettenmann, H., & Ransom, B. R. (eds.). (2013). Neuroglia. Oxford 
University Press, New York, NY, USA, 3rd edition.

Kikuchi, T., Gonzalez-Soriano, J., Kastanauskaite, A., Benavides-Piccione, 
R., Merchan-Perez, A., DeFelipe, J., & Blazquez-Llorca, L. (2020). 
Volume electron microscopy study of the relationship between syn-
apses and astrocytes in the developing rat somatosensory cortex. 
Cerebral Cortex, 30(6), 3800–3819. https://​doi.​org/​10.​1093/​cercor/​
bhz343

King, C. M., Bohmbach, K., Minge, D., Delekate, A., Zheng, K., Reynolds, J., 
Rakers, C., Zeug, A., Petzold, G. C., Rusakov, D. A., & Henneberger, 
C. (2020). Local resting Ca2+ controls the scale of astroglial Ca2+ sig-
nals. Cell Reports, 30(10), 3466–3477. https://​doi.​org/​10.​1016/j.​celrep.​
2020.​02.​043

Komin, N., Moein, M., Ellisman, M. H., & Skupin, A. (2015). Mul-
tiscale modeling indicates that temperature dependent [Ca2+]i 
spiking in astrocytes is quantitatively consistent with modulated 
SERCA activity. Neural Plasticity, 2015, 683490. https://​doi.​org/​
10.​1155/​2015/​683490

Kopell, N., Ermentrout, G. B., Whittington, M. A., & Traub, R. D. 
(2000). Gamma rhythms and beta rhythms have different syn-
chronization properties. Proceedings of the National Academy 
of Sciences of the United States of America, 97(4), 1867–
1872. https://​doi.​org/​10.​1073/​pnas.​97.4.​1867

https://doi.org/10.1016/S0006-3495(61)86902-6
https://doi.org/10.1038/s41598-017-13243-0
https://doi.org/10.1038/s41598-017-13243-0
https://doi.org/10.1523/JNEUROSCI.2585-14.2014
https://doi.org/10.1523/JNEUROSCI.2585-14.2014
https://doi.org/10.1017/CBO9780511815706
https://doi.org/10.1073/pnas.87.9.3454
https://doi.org/10.1073/pnas.87.9.3454
https://doi.org/10.1371/journal.pcbi.1000909
https://doi.org/10.1371/journal.pcbi.1000909
https://doi.org/10.3389/fninf.2020.00035
https://doi.org/10.3389/neuro.11.005.2008
https://doi.org/10.3389/neuro.11.005.2008
https://doi.org/10.3389/fphys.2019.00294
https://doi.org/10.3389/fphys.2019.00294
https://doi.org/10.3389/fncom.2012.00092
https://doi.org/10.3389/fncel.2021.631485
https://doi.org/10.1038/nn.4371
https://doi.org/10.1007/s10827-010-0279-7
https://doi.org/10.1007/s10827-010-0279-7
https://doi.org/10.1007/s10470-020-01735-5
https://doi.org/10.1007/s10470-020-01735-5
https://doi.org/10.1016/j.neucom.2016.06.015
https://doi.org/10.1109/TBCAS.2016.2583920
https://doi.org/10.1109/TBCAS.2016.2583920
https://doi.org/10.1109/TBCAS.2015.2450837
https://doi.org/10.1038/35058528
https://doi.org/10.1038/35058528
https://doi.org/10.1371/journal.pbio.0020096
https://doi.org/10.1113/jphysiol.1952.sp004764
https://doi.org/10.1113/jphysiol.1952.sp004764
https://doi.org/10.1523/JNEUROSCI.22-12-04850.2002
https://doi.org/10.1523/JNEUROSCI.22-12-04850.2002
https://doi.org/10.1109/TBCAS.2015.2417580
https://doi.org/10.1109/TBCAS.2015.2417580
https://doi.org/10.1109/TNN.2003.820440
https://doi.org/10.1109/TNN.2003.820440
https://doi.org/10.1523/JNEUROSCI.10-09-03178.1990
https://doi.org/10.1523/JNEUROSCI.10-09-03178.1990
https://doi.org/10.1038/jcbfm.2010.132
https://doi.org/10.1038/jcbfm.2010.132
https://doi.org/10.1103/PhysRevE.99.012418
https://doi.org/10.1103/PhysRevE.79.010901
https://doi.org/10.1093/cercor/bhz343
https://doi.org/10.1093/cercor/bhz343
https://doi.org/10.1016/j.celrep.2020.02.043
https://doi.org/10.1016/j.celrep.2020.02.043
https://doi.org/10.1155/2015/683490
https://doi.org/10.1155/2015/683490
https://doi.org/10.1073/pnas.97.4.1867


403Neuroinformatics (2023) 21:375–406	

1 3

Lallouette, J., De Pittà, M., Ben-Jacob, E., & Berry, H. (2014). Sparse 
short-distance connections enhance calcium wave propagation in 
a 3D model of astrocyte networks. Frontiers in Computational 
Neuroscience, 8, 45. https://​doi.​org/​10.​3389/​fncom.​2014.​00045

Latham, P. E., Richmond, B. J., Nelson, P. G., & Nirenberg, S. (2000). 
Intrinsic dynamics in neuronal networks. I. Theory. Journal of 
Neurophysiology, 83(2), 808–827. https://​doi.​org/​10.​1152/​jn.​
2000.​83.2.​808

Lemon, G., Gibson, W. G., & Bennett, M. R. (2003). Metabotropic 
receptor activation, desensitization and sequestration-I: Model-
ling calcium and inositol 1,4,5-trisphosphate dynamics follow-
ing receptor activation. Journal of Theoretical Biology, 223(1), 
93–111. https://​doi.​org/​10.​1016/​S0022-​5193(03)​00079-1

Lenk, K., Priwitzer, B., Ylä-Outinen, L., Tietz, L. H. B., Narkilahti, 
S., & Hyttinen, J. A. K. (2016). Simulation of developing human 
neuronal cell networks. BioMedical Engineering OnLine, 15, 
105. https://​doi.​org/​10.​1186/​s12938-​016-​0226-6

Lenk, K., Satuvuori, E., Lallouette, J., Ladrón-de Guevara, A., Berry, 
H., & Hyttinen, J. A. K. (2020). A computational model of inter-
actions between neuronal and astrocytic networks: The role of 
astrocytes in the stability of the neuronal firing rate. Frontiers 
in Computational Neuroscience, 13, 92. https://​doi.​org/​10.​3389/​
fncom.​2019.​00092

Li, J.-J., Du, M.-M., Wang, R., Lei, J.-Z., & Wu, Y. (2016). Astrocytic 
gliotransmitter: diffusion dynamics and induction of informa-
tion processing on tripartite synapses. International Journal of 
Bifurcation and Chaos, 26(8), 1650138. https://​doi.​org/​10.​1142/​
S0218​12741​65013​88

Li, L., Zhou, J., Sun, H., Liu, J., Wang, H., Liu, X., & Wang, C. (2020). 
A computational model to investigate GABA-activated astrocyte 
modulation of neuronal excitation. Computational and Math-
ematical Methods in Medicine, 2020, 8750167. https://​doi.​org/​
10.​1155/​2020/​87501​67

Li, Y.-X., & Rinzel, J. (1994). Equations for InsP3 receptor-mediated 
[Ca2+]i oscillations derived from a detailed kinetic model: a 
Hodgkin-Huxley like formalism. Journal of Theoretical Biol-
ogy, 166(4), 461–473. https://​doi.​org/​10.​1006/​jtbi.​1994.​1041

Lines, J., Martin, E. D., Kofuji, P., Aguilar, J., & Araque, A. (2020). 
Astrocytes modulate sensory-evoked neuronal network activ-
ity. Nature Communications, 11, 3689. https://​doi.​org/​10.​1038/​
s41467-​020-​17536-3

Linne, M.-L., Aćimović, J., Saudargiene, A., & Manninen, T. (2022). 
Neuron-glia interactions and brain circuits. In M. Giugliano, M. 
Negrello, & D. Linaro (Eds.), Computational Modelling of the 
Brain: Modelling Approaches to Cells, Circuits and Networks 
(pp. 87–103). Cham, Switzerland: Springer. https://​doi.​org/​10.​
1007/​978-3-​030-​89439-9_4

Linne, M.-L., & Jalonen, T. O. (2014). Astrocyte-neuron interactions: 
from experimental research-based models to translational medicine. 
Progress in Molecular Biology and Translational Science, 123, 
191–217. https://​doi.​org/​10.​1016/​B978-0-​12-​397897-​4.​00005-X

Liu, J., Harkin, J., Maguire, L. P., McDaid, L. J., Wade, J. J., & Martin, 
G. (2016). Scalable networks-on-chip interconnected architecture 
for astrocyte-neuron networks. IEEE Transactions on Circuits 
and Systems I: Regular Papers, 63(12), 2290–2303. https://​doi.​
org/​10.​1109/​TCSI.​2016.​26150​51

Liu, J., McDaid, L. J., Harkin, J., Karim, S., Johnson, A. P., Millard, 
A. G., Hilder, J., Halliday, D. M., Tyrrell, A. M., & Timmis, J. 
(2019). Exploring self-repair in a coupled spiking astrocyte neu-
ral network. IEEE Transactions on Neural Networks and Learn-
ing Systems, 30(3), 865–875. https://​doi.​org/​10.​1109/​TNNLS.​
2018.​28542​91

Liu, Y., & Li, C. (2013a). Firing rate propagation through neuronal-
astrocytic network. IEEE Transactions on Neural Networks and 
Learning Systems, 24(5), 789–799. https://​doi.​org/​10.​1109/​
TNNLS.​2013.​22456​78

Liu, Y., & Li, C. (2013b). Stochastic resonance in feedforward-loop 
neuronal network motifs in astrocyte field. Journal of Theoreti-
cal Biology, 335, 265–275. https://​doi.​org/​10.​1016/j.​jtbi.​2013.​
07.​007

Losi, G., Mariotti, L., & Carmignoto, G. (2014). GABAergic interneu-
ron to astrocyte signalling: a neglected form of cell communica-
tion in the brain. Philosophical Transactions of the Royal Society 
B, 369(1654), 20130609. https://​doi.​org/​10.​1098/​rstb.​2013.​0609

Magistretti, P. J., & Allaman, I. (2018). Lactate in the brain: from meta-
bolic end-product to signalling molecule. Nature Reviews Neu-
roscience, 19(4), 235–249. https://​doi.​org/​10.​1038/​nrn.​2018.​19

Mäki-Marttunen, T., Aćimović, J., Ruohonen, K., & Linne, M.-L. 
(2013). Structure-dynamics relationships in bursting neuronal 
networks revealed using a prediction framework. PLoS One, 8(7), 
e69373. https://​doi.​org/​10.​1371/​journ​al.​pone.​00693​73

Makovkin, S. Y., Shkerin, I. V., Gordleeva, S. Y., & Ivanchenko, M. V. 
(2020). Astrocyte-induced intermittent synchronization of neu-
rons in a minimal network. Chaos, Solitons and Fractals, 138, 
109951. https://​doi.​org/​10.​1016/j.​chaos.​2020.​109951

Mangia, S., DiNuzzo, M., Giove, F., Carruthers, A., Simpson, I. A., & 
Vannucci, S. J. (2011). Response to ‘comment on recent mod-
eling studies of astrocyte-neuron metabolic interactions’: Much 
ado about nothing. Journal of Cerebral Blood Flow and Metabo-
lism, 31(6), 1346–1353. https://​doi.​org/​10.​1038/​jcbfm.​2011.​29

Manninen, T., Aćimović, J., Havela, R., Teppola, H., & Linne, M.-L. 
(2018a). Challenges in reproducibility, replicability, and com-
parability of computational models and tools for neuronal and 
glial networks, cells, and subcellular structures. Frontiers in Neu-
roinformatics, 12, 20. https://​doi.​org/​10.​3389/​fninf.​2018.​00020

Manninen, T., Havela, R., & Linne, M.-L. (2017). Reproducibility and 
comparability of computational models for astrocyte calcium 
excitability. Frontiers in Neuroinformatics, 11, 11. https://​doi.​
org/​10.​3389/​fninf.​2017.​00011

Manninen, T., Havela, R., & Linne, M.-L. (2018b). Computational 
models for calcium-mediated astrocyte functions. Frontiers in 
Computational Neuroscience, 12, 14. https://​doi.​org/​10.​3389/​
fncom.​2018.​00014

Manninen, T., Havela, R., & Linne, M.-L. (2019). Computational mod-
els of astrocytes and astrocyte-neuron interactions: characteri-
zation, reproducibility, and future perspectives. In M. De Pittà 
& H. Berry (Eds.), Computational Glioscience (pp. 423–454). 
Cham, Switzerland: Springer. https://​doi.​org/​10.​1007/​978-3-​030-​
00817-8_​16

Manninen, T., Saudargiene, A., & Linne, M.-L. (2020). Astrocyte-
mediated spike-timing-dependent long-term depression modu-
lates synaptic properties in the developing cortex. PLoS Com-
putational Biology, 16(11), e1008360. https://​doi.​org/​10.​1371/​
journ​al.​pcbi.​10083​60

Mazzoni, A., Panzeri, S., Logothetis, N. K., & Brunel, N. (2008). Encod-
ing of naturalistic stimuli by local field potential spectra in net-
works of excitatory and inhibitory neurons. PLoS Computational 
Biology, 4(12), e100239. https://​doi.​org/​10.​1371/​journ​al.​pcbi.​
10002​39

Mederos, S., & Perea, G. (2019). GABAergic-astrocyte signaling: a 
refinement of inhibitory brain networks. Glia, 67(10), 1842–
1851. https://​doi.​org/​10.​1002/​glia.​23644

Mesejo, P., Ibánez, O., Fernández-Blanco, E., Cedrón, F., Pazos, A., & 
Porto-Pazos, A. B. (2015). Artificial neuron-glia networks learn-
ing approach based on cooperative coevolution. International 
Journal of Neural Systems, 25(04), 1550012. https://​doi.​org/​10.​
1142/​S0129​06571​55001​24

Mesiti, F., Floor, P. A., & Balasingham, I. (2015). Astrocyte to neu-
ron communication channels with applications. IEEE Transac-
tions on Molecular, Biological and Multi-Scale Communica-
tions, 1(2), 164–175. https://​doi.​org/​10.​1109/​TMBMC.​2015.​
25017​43

https://doi.org/10.3389/fncom.2014.00045
https://doi.org/10.1152/jn.2000.83.2.808
https://doi.org/10.1152/jn.2000.83.2.808
https://doi.org/10.1016/S0022-5193(03)00079-1
https://doi.org/10.1186/s12938-016-0226-6
https://doi.org/10.3389/fncom.2019.00092
https://doi.org/10.3389/fncom.2019.00092
https://doi.org/10.1142/S0218127416501388
https://doi.org/10.1142/S0218127416501388
https://doi.org/10.1155/2020/8750167
https://doi.org/10.1155/2020/8750167
https://doi.org/10.1006/jtbi.1994.1041
https://doi.org/10.1038/s41467-020-17536-3
https://doi.org/10.1038/s41467-020-17536-3
https://doi.org/10.1007/978-3-030-89439-9_4
https://doi.org/10.1007/978-3-030-89439-9_4
https://doi.org/10.1016/B978-0-12-397897-4.00005-X
https://doi.org/10.1109/TCSI.2016.2615051
https://doi.org/10.1109/TCSI.2016.2615051
https://doi.org/10.1109/TNNLS.2018.2854291
https://doi.org/10.1109/TNNLS.2018.2854291
https://doi.org/10.1109/TNNLS.2013.2245678
https://doi.org/10.1109/TNNLS.2013.2245678
https://doi.org/10.1016/j.jtbi.2013.07.007
https://doi.org/10.1016/j.jtbi.2013.07.007
https://doi.org/10.1098/rstb.2013.0609
https://doi.org/10.1038/nrn.2018.19
https://doi.org/10.1371/journal.pone.0069373
https://doi.org/10.1016/j.chaos.2020.109951
https://doi.org/10.1038/jcbfm.2011.29
https://doi.org/10.3389/fninf.2018.00020
https://doi.org/10.3389/fninf.2017.00011
https://doi.org/10.3389/fninf.2017.00011
https://doi.org/10.3389/fncom.2018.00014
https://doi.org/10.3389/fncom.2018.00014
https://doi.org/10.1007/978-3-030-00817-8_16
https://doi.org/10.1007/978-3-030-00817-8_16
https://doi.org/10.1371/journal.pcbi.1008360
https://doi.org/10.1371/journal.pcbi.1008360
https://doi.org/10.1371/journal.pcbi.1000239
https://doi.org/10.1371/journal.pcbi.1000239
https://doi.org/10.1002/glia.23644
https://doi.org/10.1142/S0129065715500124
https://doi.org/10.1142/S0129065715500124
https://doi.org/10.1109/TMBMC.2015.2501743
https://doi.org/10.1109/TMBMC.2015.2501743


404	 Neuroinformatics (2023) 21:375–406

1 3

Min, R., & Nevian, T. (2012). Astrocyte signaling controls spike 
timing-dependent depression at neocortical synapses. Nature 
Neuroscience, 15(5), 746–753. https://​doi.​org/​10.​1038/​nn.​3075

Min, R., Santello, M., & Nevian, T. (2012). The computational power 
of astrocyte mediated synaptic plasticity. Frontiers in Computa-
tional Neuroscience, 6, 93. https://​doi.​org/​10.​3389/​fncom.​2012.​
00093

Morris, C., & Lecar, H. (1981). Voltage oscillations in the barnacle 
giant muscle fiber. Biophysical Journal, 35(1), 193–213. https://​
doi.​org/​10.​1016/​S0006-​3495(81)​84782-0

Munafò, M. R., Nosek, B. A., Bishop, D. V. M., Button, K. S., Chambers, 
C. D., du Sert, N. P., Simonsohn, U., Wagenmakers, E.-J., Ware, J. 
J., & Ioannidis, J. P. A. (2017). A manifesto for reproducible sci-
ence. Nature Human Behaviour, 1, 0021. https://​doi.​org/​10.​1038/​
s41562-​016-​0021

Nadkarni, S., & Jung, P. (2003). Spontaneous oscillations of dressed 
neurons: a new mechanism for epilepsy? Physical Review Letters, 
91(26), 268101. https://​doi.​org/​10.​1103/​PhysR​evLett.​91.​268101

Nadkarni, S., & Jung, P. (2005). Synaptic inhibition and pathologic 
hyperexcitability through enhanced neuron-astrocyte interaction: 
a modeling study. Journal of Integrative Neuroscience, 4(2), 
207–226. https://​doi.​org/​10.​1142/​S0219​63520​50008​11

Nadkarni, S., & Jung, P. (2007). Modeling synaptic transmission of the 
tripartite synapse. Physical Biology, 4(1), 1–9. https://​doi.​org/​10.​
1088/​1478-​3975/4/​1/​001

Naeem, M., McDaid, L. J., Harkin, J., Wade, J. J., & Marsland, J. 
(2015). On the role of astroglial syncytia in self-repairing spik-
ing neural networks. IEEE Transactions on Neural Networks and 
Learning Systems, 26(10), 2370–2380. https://​doi.​org/​10.​1109/​
TNNLS.​2014.​23823​34

Navarrete, M., Perea, G., de Sevilla, D. F., Gómez-Gonzalo, M., Núñez, 
A., Martín, E. D., & Araque, A. (2012). Astrocytes mediate in 
vivo cholinergic-induced synaptic plasticity. PLoS Biology, 
10(2), e1001259. https://​doi.​org/​10.​1371/​journ​al.​pbio.​10012​59

Nazari, S., Amiri, M., Faez, K., & Van Hulle, M. M. (2020). Infor-
mation transmitted from bioinspired neuron-astrocyte network 
improves cortical spiking network’s pattern recognition perfor-
mance. IEEE Transactions on Neural Networks and Learning 
Systems, 31(2), 464–474. https://​doi.​org/​10.​1109/​TNNLS.​2019.​
29050​03

Nazari, S., & Faez, K. (2019). Empowering the impaired astrocytes 
in the tripartite synapses to improve accuracy of pattern recog-
nition. Soft Computing, 23(17), 8307–8319. https://​doi.​org/​10.​
1007/​s00500-​018-​03671-z

Newman, E. A., & Zahs, K. R. (1997). Calcium waves in retinal glial cells. 
Science, 275(5301), 844–847. https://​doi.​org/​10.​1126/​scien​ce.​275.​
5301.​844

Nimmerjahn, A. (2009). Astrocytes going live: advances and chal-
lenges. Journal of Physiology, 587(8), 1639–1647. https://​doi.​
org/​10.​1113/​jphys​iol.​2008.​167171

Nimmerjahn, A., Mukamel, E. A., & Schnitzer, M. J. (2009). Motor 
behavior activates Bergmann glial networks. Neuron, 62(3), 
400–412. https://​doi.​org/​10.​1016/j.​neuron.​2009.​03.​019

Nordlie, E., Gewaltig, M.-O., & Plesser, H. E. (2009). Towards 
reproducible descriptions of neuronal network models. PLoS 
Computational Biology, 5(8), e1000456. https://​doi.​org/​10.​
1371/​journ​al.​pcbi.​10004​56

Oberheim, N. A., Takano, T., Han, X., He, W., Lin, J. H. C., Wang, F., 
Xu, Q., Wyatt, J. D., Pilcher, W., Ojemann, J. G., Ransom, B. R., 
Goldman, S. A., & Nedergaard, M. (2009). Uniquely hominid fea-
tures of adult human astrocytes. Journal of Neuroscience, 29(10), 
3276–3287. https://​doi.​org/​10.​1523/​JNEUR​OSCI.​4707-​08.​2009

Oliveira, J. F., Sardinha, V. M., Guerra-Gomes, S., Araque, A., & 
Sousa, N. (2015). Do stars govern our actions? Astrocyte involve-
ment in rodent behavior. Trends in Neurosciences, 38(9), 535–
549. https://​doi.​org/​10.​1016/j.​tins.​2015.​07.​006

Olufsen, M. S., Whittington, M. A., Camperi, M., & Kopell, N. (2003). 
New roles for the gamma rhythm: population tuning and preproc-
essing for the beta rhythm. Journal of Computational Neurosci-
ence, 14(1), 33–54. https://​doi.​org/​10.​1023/A:​10211​24317​706

Orkand, R. K., Nicholls, J. G., & Kuffler, S. W. (1966). Effect of nerve 
impulses on the membrane potential of glial cells in the central 
nervous system of amphibia. Journal of Neurophysiology, 29(4), 
788–806. https://​doi.​org/​10.​1152/​jn.​1966.​29.4.​788

Otsu, Y., Couchman, K., Lyons, D. G., Collot, M., Agarwal, A., Mallet, J.-M., 
Pfrieger, F. W., Bergles, D. E., & Charpak, S. (2015). Calcium dynam-
ics in astrocyte processes during neurovascular coupling. Nature Neu-
roscience, 18(2), 210–218. https://​doi.​org/​10.​1038/​nn.​3906

Pannasch, U., & Rouach, N. (2013). Emerging role for astroglial net-
works in information processing: from synapse to behavior. 
Trends in Neurosciences, 36(7), 405–417. https://​doi.​org/​10.​
1016/j.​tins.​2013.​04.​004

Pannasch, U., Vargová, L., Reingruber, J., Ezan, P., Holcman, D., 
Giaume, C., Syková, E., & Rouach, N. (2011). Astroglial net-
works scale synaptic activity and plasticity. Proceedings of the 
National Academy of Sciences of the United States of America, 
108(20), 8467–8472. https://​doi.​org/​10.​1073/​pnas.​10166​50108

Parpura, V., Basarsky, T. A., Liu, F., Jeftinija, K., Jeftinija, S., & Haydon, 
P. G. (1994). Glutamate-mediated astrocyte-neuron signalling. 
Nature, 369, 744–747. https://​doi.​org/​10.​1038/​36974​4a0

Parri, H. R., Gould, T. M., & Crunelli, V. (2001). Spontaneous astro-
cytic Ca2+ oscillations in situ drive NMDAR-mediated neuronal 
excitation. Nature Neuroscience, 4(8), 803–812. https://​doi.​org/​
10.​1038/​90507

Paukert, M., Agarwal, A., Cha, J., Doze, V. A., Kang, J. U., & Bergles, 
D. E. (2014). Norepinephrine controls astroglial responsiveness 
to local circuit activity. Neuron, 82(6), 1263–1270. https://​doi.​
org/​10.​1016/j.​neuron.​2014.​04.​038

Perea, G., & Araque, A. (2007). Astrocytes potentiate transmitter 
release at single hippocampal synapses. Science, 317(5841), 
1083–1086. https://​doi.​org/​10.​1126/​scien​ce.​11446​40

Perea, G., Gómez, R., Mederos, S., Covelo, A., Ballesteros, J. J., 
Schlosser, L., Hernández-Vivanco, A., Martín-Fernández, M., 
Quintana, R., Rayan, A., Díez, A., Fuenzalida, M., Agarwal, 
A., Bergles, D. E., Bettler, B., Manahan-Vaughan, D., Martín, 
E. D., Kirchhoff, F., & Araque, A. (2016). Activity-dependent 
switch of GABAergic inhibition into glutamatergic excitation in 
astrocyte-neuron networks. eLife, 5, e20362. https://​doi.​org/​10.​
7554/​eLife.​20362

Perea, G., Yang, A., Boyden, E. S., & Sur, M. (2014). Optogenetic 
astrocyte activation modulates response selectivity of visual cor-
tex neurons in vivo. Nature Communications, 5, 3262. https://​doi.​
org/​10.​1038/​ncomm​s4262

Petrelli, F., Dallérac, G., Pucci, L., Calì, C., Zehnder, T., Sultan, S., 
Lecca, S., Chicca, A., Ivanov, A., Asensio, C. S., Gundersen, V., 
Toni, N., Knott, G. W., Magara, F., Gertsch, J., Kirchhoff, F., 
Déglon, N., Giros, B., Edwards, R. H., … & Bezzi, P. (2020). 
Dysfunction of homeostatic control of dopamine by astrocytes in 
the developing prefrontal cortex leads to cognitive impairments. 
Molecular Psychiatry, 25(4), 732–749. https://​doi.​org/​10.​1038/​
s41380-​018-​0226-y

Pinsky, P. F., & Rinzel, J. (1994). Intrinsic and network rhythmogenesis 
in a reduced Traub model for CA3 neurons. Journal of Com-
putational Neuroscience, 1(1), 39–60. https://​doi.​org/​10.​1007/​
BF009​62717

Polykretis, I., Tang, G., & Michmizos, K. P. (2020). An astrocyte-
modulated neuromorphic central pattern generator for hexapod 
robot locomotion on Intel’s Loihi. In ICONS 2020: International 
Conference on Neuromorphic Systems 2020, Article No. 23, New 
York, NY, USA. https://​doi.​org/​10.​1145/​34071​97.​34072​05

Porter, J. T., & McCarthy, K. D. (1996). Hippocampal astrocytes in situ 
respond to glutamate released from synaptic terminals. Journal 

https://doi.org/10.1038/nn.3075
https://doi.org/10.3389/fncom.2012.00093
https://doi.org/10.3389/fncom.2012.00093
https://doi.org/10.1016/S0006-3495(81)84782-0
https://doi.org/10.1016/S0006-3495(81)84782-0
https://doi.org/10.1038/s41562-016-0021
https://doi.org/10.1038/s41562-016-0021
https://doi.org/10.1103/PhysRevLett.91.268101
https://doi.org/10.1142/S0219635205000811
https://doi.org/10.1088/1478-3975/4/1/001
https://doi.org/10.1088/1478-3975/4/1/001
https://doi.org/10.1109/TNNLS.2014.2382334
https://doi.org/10.1109/TNNLS.2014.2382334
https://doi.org/10.1371/journal.pbio.1001259
https://doi.org/10.1109/TNNLS.2019.2905003
https://doi.org/10.1109/TNNLS.2019.2905003
https://doi.org/10.1007/s00500-018-03671-z
https://doi.org/10.1007/s00500-018-03671-z
https://doi.org/10.1126/science.275.5301.844
https://doi.org/10.1126/science.275.5301.844
https://doi.org/10.1113/jphysiol.2008.167171
https://doi.org/10.1113/jphysiol.2008.167171
https://doi.org/10.1016/j.neuron.2009.03.019
https://doi.org/10.1371/journal.pcbi.1000456
https://doi.org/10.1371/journal.pcbi.1000456
https://doi.org/10.1523/JNEUROSCI.4707-08.2009
https://doi.org/10.1016/j.tins.2015.07.006
https://doi.org/10.1023/A:1021124317706
https://doi.org/10.1152/jn.1966.29.4.788
https://doi.org/10.1038/nn.3906
https://doi.org/10.1016/j.tins.2013.04.004
https://doi.org/10.1016/j.tins.2013.04.004
https://doi.org/10.1073/pnas.1016650108
https://doi.org/10.1038/369744a0
https://doi.org/10.1038/90507
https://doi.org/10.1038/90507
https://doi.org/10.1016/j.neuron.2014.04.038
https://doi.org/10.1016/j.neuron.2014.04.038
https://doi.org/10.1126/science.1144640
https://doi.org/10.7554/eLife.20362
https://doi.org/10.7554/eLife.20362
https://doi.org/10.1038/ncomms4262
https://doi.org/10.1038/ncomms4262
https://doi.org/10.1038/s41380-018-0226-y
https://doi.org/10.1038/s41380-018-0226-y
https://doi.org/10.1007/BF00962717
https://doi.org/10.1007/BF00962717
https://doi.org/10.1145/3407197.3407205


405Neuroinformatics (2023) 21:375–406	

1 3

of Neuroscience, 16(16), 5073–5081. https://​doi.​org/​10.​1523/​
JNEUR​OSCI.​16-​16-​05073.​1996

Porto-Pazos, A. B., Veiguela, N., Mesejo, P., Navarrete, M., Alvarellos, 
A., Ibáñez, O., Pazos, A., & Araque, A. (2011). Artificial astrocytes 
improve neural network performance. PLoS One, 6(4), e19109. 
https://​doi.​org/​10.​1371/​journ​al.​pone.​00191​09

Poskanzer, K. E., & Yuste, R. (2016). Astrocytes regulate cortical 
state switching in vivo. Proceedings of the National Academy 
of Sciences of the United States of America, 113(19), E2675–
E2684. https://​doi.​org/​10.​1073/​pnas.​15207​59113

Postnov, D. E., Koreshkov, R. N., Brazhe, N. A., Brazhe, A. R., & 
Sosnovtseva, O. V. (2009). Dynamical patterns of calcium signal-
ing in a functional model of neuron-astrocyte networks. Journal 
of Biological Physics, 35(4), 425–445. https://​doi.​org/​10.​1007/​
s10867-​009-​9156-x

Postnov, D. E., Ryazanova, L. S., & Sosnovtseva, O. V. (2007). Func-
tional modeling of neural-glial interaction. BioSystems, 89(1), 
84–91. https://​doi.​org/​10.​1016/j.​biosy​stems.​2006.​04.​012

Rastogi, M., Lu, S., Islam, N., & Sengupta, A. (2021). On the self-
repair role of astrocytes in STDP enabled unsupervised SNNs. 
Frontiers in Neuroscience, 14, 603796. https://​doi.​org/​10.​3389/​
fnins.​2020.​603796

Reddy, D. V. R., Sen, A., & Johnston, G. L. (2000). Dynamics of a 
limit cycle oscillator under time delayed linear and nonlinear 
feedbacks. Physica D: Nonlinear Phenomena, 144(3–4), 335–
357. https://​doi.​org/​10.​1016/​S0167-​2789(00)​00086-5

Rojas, H., Colina, C., Ramos, M., Benaim, G., Jaffe, E. H., Caputo, C., 
& DiPolo, R. (2007). Na+ entry via glutamate transporter acti-
vates the reverse Na+/Ca2+ exchange and triggers Cai

2+-induced 
Ca2+ release in rat cerebellar Type-1 astrocytes. Journal of Neu-
rochemistry, 100(5), 1188–1202. https://​doi.​org/​10.​1111/j.​1471-​
4159.​2006.​04303.x

Roth, B. J., Yagodin, S. V., Holtzclaw, L., & Russell, J. T. (1995). A 
mathematical model of agonist-induced propagation of calcium 
waves in astrocytes. Cell Calcium, 17(1), 53–64. https://​doi.​org/​
10.​1016/​0143-​4160(95)​90102-7

Rougier, N. P., Hinsen, K., Alexandre, F., Arildsen, T., Barba, L. A., 
Benureau, F. C. Y., Brown, C. T., de Buyl, P., Caglayan, O., 
Davison, A. P., Delsuc, M.-A., Detorakis, G., Diem, A. K., Drix, 
D., Enel, P., Girard, B., Guest, O., Hall, M. G., Henriques, R. 
N., … & Zito, T. (2017). Sustainable computational science: the 
ReScience initiative. PeerJ Computer Science, 3, e142. https://​
doi.​org/​10.​7717/​peerj-​cs.​142

Sætra, M. J., Einevoll, G. T., & Halnes, G. (2021). An electrodiffu-
sive neuron-extracellular-glia model for exploring the genesis 
of slow potentials in the brain. PLoS Computational Biology, 
17(7), e1008143. https://​doi.​org/​10.​1371/​journ​al.​pcbi.​10081​43

Savtchenko, L. P., Bard, L., Jensen, T. P., Reynolds, J. P., Kraev, I., 
Medvedev, N., Stewart, M. G., Henneberger, C., & Rusakov, D. 
A. (2018). Disentangling astroglial physiology with a realistic 
cell model in silico. Nature Communications, 9(1), 3554. https://​
doi.​org/​10.​1038/​s41467-​018-​05896-w

Savtchouk, I., & Volterra, A. (2018). Gliotransmission: beyond black-
and-white. Journal of Neuroscience, 38(1), 14–25. https://​doi.​
org/​10.​1523/​JNEUR​OSCI.​0017-​17.​2017

Schramm, A. E., Marinazzo, D., Gener, T., & Graham, L. J. (2014). The 
Touch and Zap method for in vivo whole-cell patch recording of 
intrinsic and visual responses of cortical neurons and glial cells. PLoS 
One, 9(5), e97310. https://​doi.​org/​10.​1371/​journ​al.​pone.​00973​10

Schuman, C. D., Potok, T. E., Patton, R. M., Birdwell, J. D., Dean, M. 
E., Rose, G. S., & Plank, J. S. (2017). A survey of neuromorphic 
computing and neural networks in hardware. arXiv:1705.06963. 
https://​doi.​org/​10.​48550/​arXiv.​1705.​06963

Senk, J., Kriener, B., Djurfeldt, M., Voges, N., Jiang, H.-J., Schüttler, L., 
Gramelsberger, G., Diesmann, M., Plesser, H. E., & van Albada, 
S. J. (2022). Connectivity concepts in neuronal network modeling. 

PLoS Computational Biology, 18(9), e1010086. https://​doi.​org/​10.​
1371/​journ​al.​pcbi.​10100​86

Serrat, R., Covelo, A., Kouskoff, V., Delcasso, S., Ruiz-Calvo, A., 
Chenouard, N., Stella, C., Blancard, C., Salin, B., Julio-Kalajzić, 
F., Cannich, A., Massa, F., Varilh, M., Deforges, S., Robin, L. 
M., De Stefani, D., Busquets-Garcia, A., Gambino, F., Beyeler, 
A., … & Marsicano, G. (2021). Astroglial ER-mitochondria 
calcium transfer mediates endocannabinoid-dependent synap-
tic integration. Cell Reports, 37(12), 110133. https://​doi.​org/​
10.​1016/j.​celrep.​2021.​110133

Sherwood, M. W., Arizono, M., Hisatsune, C., Bannai, H., Ebisui, E., 
Sherwood, J. L., Panatier, A., Oliet, S. H. R., & Mikoshiba, K. 
(2017). Astrocytic IP3Rs: Contribution to Ca2+ signalling and 
hippocampal LTP. Glia, 65(3), 502–513. https://​doi.​org/​10.​1002/​
glia.​23107

Shigetomi, E., Jackson-Weaver, O., Huckstepp, R. T., O’Dell, T. J., & 
Khakh, B. S. (2013). TRPA1 channels are regulators of astrocyte 
basal calcium levels and long-term potentiation via constitutive 
D-serine release. Journal of Neuroscience, 33(24), 10143–
10153. https://​doi.​org/​10.​1523/​JNEUR​OSCI.​5779-​12.​2013

Shigetomi, E., Saito, K., Sano, F., & Koizumi, S. (2019). Aberrant cal-
cium signals in reactive astrocytes: A key process in neurological 
disorders. International Journal of Molecular Sciences, 20(4), 
996. https://​doi.​org/​10.​3390/​ijms2​00409​96

Sloan, S. A., & Barres, B. A. (2014). Looks can be deceiving: recon-
sidering the evidence for gliotransmission. Neuron, 84(6), 1112–
1115. https://​doi.​org/​10.​1016/j.​neuron.​2014.​12.​003

Sneyd, J., Charles, A. C., & Sanderson, M. J. (1994). A model for the 
propagation of intercellular calcium waves. American Journal 
of Physiology-Cell Physiology, 266(1), C293–C302. https://​doi.​
org/​10.​1152/​ajpce​ll.​1994.​266.1.​C293

Sneyd, J., Wetton, B. T. R., Charles, A. C., & Sanderson, M. J. (1995). 
Intercellular calcium waves mediated by diffusion of inositol 
trisphosphate: a two-dimensional model. American Journal of 
Physiology-Cell Physiology, 268(6), C1537–C1545. https://​doi.​
org/​10.​1152/​ajpce​ll.​1995.​268.6.​C1537

Soleimani, H., Bavandpour, M., Ahmadi, A., & Abbott, D. (2015). 
Digital implementation of a biological astrocyte model and its 
application. IEEE Transactions on Neural Networks and Learn-
ing Systems, 26(1), 127–139. https://​doi.​org/​10.​1109/​TNNLS.​
2014.​23118​39

Srinivasan, R., Huang, B. S., Venugopal, S., Johnston, A. D., Chai, H., 
Zeng, H., Golshani, P., & Khakh, B. S. (2015). Ca2+ signaling 
in astrocytes from Ip3r2-/- mice in brain slices and during startle 
responses in vivo. Nature Neuroscience, 18(5), 708–717. https://​
doi.​org/​10.​1038/​nn.​4001

Stimberg, M., Goodman, D. F. M., Brette, R., & De Pittà, M. (2019). 
Modeling neuron-glia interactions with the Brian 2 simulator. In 
M. De Pittà & H. Berry (Eds.), Computational Glioscience (pp. 
471–505). Cham, Switzerland: Springer. https://​doi.​org/​10.​1007/​
978-3-​030-​00817-8_​18

Stobart, J. L., Ferrari, K. D., Barrett, M. J. P., Glück, C., Stobart, M. J., 
Zuend, M., & Weber, B. (2018a). Cortical circuit activity evokes rapid 
astrocyte calcium signals on a similar timescale to neurons. Neuron, 
98(4), 726–735. https://​doi.​org/​10.​1016/j.​neuron.​2018.​03.​050

Stobart, J. L., Ferrari, K. D., Barrett, M. J. P., Stobart, M. J., Looser, 
Z. J., Saab, A. S., & Weber, B. (2018b). Long-term in vivo cal-
cium imaging of astrocytes reveals distinct cellular compart-
ment responses to sensory stimulation. Cerebral Cortex, 28(1), 
184–198. https://​doi.​org/​10.​1093/​cercor/​bhw366

Suffczynski, P., Kalitzin, S., & Lopes Da Silva, F. H. (2004). Dynamics 
of non-convulsive epileptic phenomena modeled by a bistable 
neuronal network. Neuroscience, 126(2), 467–484. https://​doi.​
org/​10.​1016/j.​neuro​scien​ce.​2004.​03.​014

Taheri, M., Handy, G., Borisyuk, A., & White, J. A. (2017). Diver-
sity of evoked astrocyte Ca2+ dynamics quantified through 

https://doi.org/10.1523/JNEUROSCI.16-16-05073.1996
https://doi.org/10.1523/JNEUROSCI.16-16-05073.1996
https://doi.org/10.1371/journal.pone.0019109
https://doi.org/10.1073/pnas.1520759113
https://doi.org/10.1007/s10867-009-9156-x
https://doi.org/10.1007/s10867-009-9156-x
https://doi.org/10.1016/j.biosystems.2006.04.012
https://doi.org/10.3389/fnins.2020.603796
https://doi.org/10.3389/fnins.2020.603796
https://doi.org/10.1016/S0167-2789(00)00086-5
https://doi.org/10.1111/j.1471-4159.2006.04303.x
https://doi.org/10.1111/j.1471-4159.2006.04303.x
https://doi.org/10.1016/0143-4160(95)90102-7
https://doi.org/10.1016/0143-4160(95)90102-7
https://doi.org/10.7717/peerj-cs.142
https://doi.org/10.7717/peerj-cs.142
https://doi.org/10.1371/journal.pcbi.1008143
https://doi.org/10.1038/s41467-018-05896-w
https://doi.org/10.1038/s41467-018-05896-w
https://doi.org/10.1523/JNEUROSCI.0017-17.2017
https://doi.org/10.1523/JNEUROSCI.0017-17.2017
https://doi.org/10.1371/journal.pone.0097310
https://doi.org/10.48550/arXiv.1705.06963
https://doi.org/10.1371/journal.pcbi.1010086
https://doi.org/10.1371/journal.pcbi.1010086
https://doi.org/10.1016/j.celrep.2021.110133
https://doi.org/10.1016/j.celrep.2021.110133
https://doi.org/10.1002/glia.23107
https://doi.org/10.1002/glia.23107
https://doi.org/10.1523/JNEUROSCI.5779-12.2013
https://doi.org/10.3390/ijms20040996
https://doi.org/10.1016/j.neuron.2014.12.003
https://doi.org/10.1152/ajpcell.1994.266.1.C293
https://doi.org/10.1152/ajpcell.1994.266.1.C293
https://doi.org/10.1152/ajpcell.1995.268.6.C1537
https://doi.org/10.1152/ajpcell.1995.268.6.C1537
https://doi.org/10.1109/TNNLS.2014.2311839
https://doi.org/10.1109/TNNLS.2014.2311839
https://doi.org/10.1038/nn.4001
https://doi.org/10.1038/nn.4001
https://doi.org/10.1007/978-3-030-00817-8_18
https://doi.org/10.1007/978-3-030-00817-8_18
https://doi.org/10.1016/j.neuron.2018.03.050
https://doi.org/10.1093/cercor/bhw366
https://doi.org/10.1016/j.neuroscience.2004.03.014
https://doi.org/10.1016/j.neuroscience.2004.03.014


406	 Neuroinformatics (2023) 21:375–406

1 3

experimental measurements and mathematical modeling. Fron-
tiers in Systems Neuroscience, 11, 79. https://​doi.​org/​10.​3389/​
fnsys.​2017.​00079

Takata, N., Mishima, T., Hisatsune, C., Nagai, T., Ebisui, E., Mikoshiba, 
K., & Hirase, H. (2011). Astrocyte calcium signaling transforms 
cholinergic modulation to cortical plasticity in vivo. Journal of 
Neuroscience, 31(49), 18155–18165. https://​doi.​org/​10.​1523/​
JNEUR​OSCI.​5289-​11.​2011

Tang, G., Polykretis, I. E., Ivanov, V. A., Shah, A., & Michmizos, K. 
P. (2019). Introducing astrocytes on a neuromorphic processor: 
Synchronization, local plasticity and edge of chaos. In NICE ’19: 
Proceedings of the 7th Annual Neuro-inspired Computational 
Elements Workshop, Article No. 12, Albany, NY, USA. https://​
doi.​org/​10.​1145/​33202​88.​33203​02

Tang, J., Zhang, J., Ma, J., Zhang, G. Y., & Yang, X. Q. (2017). Astro-
cyte calcium wave induces seizure-like behavior in neuron 
network. Science China Technological Sciences, 60(7), 1011–
1018. https://​doi.​org/​10.​1007/​s11431-​016-​0293-9

Terman, D., Rubin, J. E., Yew, A. C., & Wilson, C. J. (2002). Activ-
ity patterns in a model for the subthalamopallidal network 
of the basal ganglia. Journal of Neuroscience, 22(7), 2963–
2976. https://​doi.​org/​10.​1523/​JNEUR​OSCI.​22-​07-​02963.​2002

Tewari, S., & Majumdar, K. (2012). A mathematical model for astro-
cytes mediated LTP at single hippocampal synapses. Journal of 
Computational Neuroscience, 33(2), 341–370. https://​doi.​org/​10.​
1007/​s10827-​012-​0389-5

Tewari, S., & Parpura, V. (2014). Data and model tango to aid the 
understanding of astrocyte-neuron signaling. Frontiers in Com-
putational Neuroscience, 8, 3. https://​doi.​org/​10.​3389/​fncom.​
2014.​00003

Traub, R. D., Wong, R. K., Miles, R., & Michelson, H. (1991). A model 
of a CA3 hippocampal pyramidal neuron incorporating voltage-
clamp data on intrinsic conductances. Journal of Neurophysiol-
ogy, 66(2), 635–650. https://​doi.​org/​10.​1152/​jn.​1991.​66.2.​635

Tsodyks, M., Pawelzik, K., & Markram, H. (1998). Neural networks 
with dynamic synapses. Neural Computation, 10(4), 821–
835. https://​doi.​org/​10.​1162/​08997​66983​00017​502

Tsybina, Y., Kastalskiy, I., Krivonosov, M., Zaikin, A., Kazantsev, 
V., Gorban, A. N., & Gordleeva, S. (2022). Astrocytes mediate 
analogous memory in a multi-layer neuron-astrocyte network. 
Neural Computing and Applications, 34, 9147–9160. https://​doi.​
org/​10.​1007/​s00521-​022-​06936-9

Ullah, G., Jung, P., & Cornell-Bell, A. H. (2006). Anti-phase calcium 
oscillations in astrocytes via inositol (1,4,5)-trisphosphate regen-
eration. Cell Calcium, 39(3), 197–208. https://​doi.​org/​10.​1016/j.​
ceca.​2005.​10.​009

Verkhratsky, A., & Nedergaard, M. (2018). Physiology of astroglia. 
Physiological Reviews, 98(1), 239–389. https://​doi.​org/​10.​1152/​
physr​ev.​00042.​2016

Volman, V., Bazhenov, M., & Sejnowski, T. J. (2012). Computational 
models of neuron-astrocyte interaction in epilepsy. Frontiers in 
Computational Neuroscience, 6, 58. https://​doi.​org/​10.​3389/​
fncom.​2012.​00058

Volman, V., Ben-Jacob, E., & Levine, H. (2007). The astrocyte as a 
gatekeeper of synaptic information transfer. Neural Computa-
tion, 19(2), 303–326. https://​doi.​org/​10.​1162/​neco.​2007.​19.2.​303

Volterra, A., Liaudet, N., & Savtchouk, I. (2014). Astrocyte Ca2+ sig-
nalling: an unexpected complexity. Nature Reviews Neurosci-
ence, 15(5), 327–335. https://​doi.​org/​10.​1038/​nrn37​25

Wade, J., McDaid, L., Harkin, J., Crunelli, V., & Kelso, S. (2012). Self-
repair in a bidirectionally coupled astrocyte-neuron (AN) sys-
tem based on retrograde signaling. Frontiers in Computational 
Neuroscience, 6, 76. https://​doi.​org/​10.​3389/​fncom.​2012.​00076

Wade, J., McDaid, L., Harkin, J., Crunelli, V., & Kelso, S. (2013). Bio-
physically based computational models of astrocyte ~ neuron cou-
pling and their functional significance. Frontiers in Computational 
Neuroscience, 7, 44. https://​doi.​org/​10.​3389/​fncom.​2013.​00044

Wu, Y.-W., Gordleeva, S., Tang, X., Shih, P.-Y., Dembitskaya, Y., & 
Semyanov, A. (2019). Morphological profile determines the fre-
quency of spontaneous calcium events in astrocytic processes. 
Glia, 67(2), 246–262. https://​doi.​org/​10.​1002/​glia.​23537

Yang, Y., & Yeo, C. K. (2015). Conceptual network model from 
sensory neurons to astrocytes of the human nervous system. 
IEEE Transactions on Biomedical Engineering, 62(7), 1843–
1852. https://​doi.​org/​10.​1109/​TBME.​2015.​24055​49

Yao, W., Huang, H., & Miura, R. M. (2011). A continuum neuronal 
model for the instigation and propagation of cortical spreading 
depression. Bulletin of Mathematical Biology, 73(11), 2773–
2790. https://​doi.​org/​10.​1007/​s11538-​011-​9647-3

Yao, W., Huang, H., & Miura, R. M. (2018). Role of astrocyte in cortical 
spreading depression: a quantitative model of neuron-astrocyte 
network. Communications in Computational Physics, 23(2), 
440–458. https://​doi.​org/​10.​4208/​cicp.​OA-​2016-​0262

Yu, Y., Yuan, Z., Fan, Y., Li, J., & Wu, Y. (2020). Dynamic transi-
tions in neuronal network firing sustained by abnormal astrocyte 
feedback. Neural Plasticity, 2020, 8864246. https://​doi.​org/​10.​
1155/​2020/​88642​46

Zisis, E., Keller, D., Kanari, L., Arnaudon, A., Gevaert, M., 
Delemontex, T., Coste, B., Foni, A., Abdellah, M., Calì, C., 
Hess, K., Magistretti, P. J., Schürmann, F., & Markram, H. 
(2021). Digital reconstruction of the neuro-glia-vascular 
architecture. Cerebral Cortex, 31(12), 5686–5703. https://​
doi.​org/​10.​1093/​cercor/​bhab2​54

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.3389/fnsys.2017.00079
https://doi.org/10.3389/fnsys.2017.00079
https://doi.org/10.1523/JNEUROSCI.5289-11.2011
https://doi.org/10.1523/JNEUROSCI.5289-11.2011
https://doi.org/10.1145/3320288.3320302
https://doi.org/10.1145/3320288.3320302
https://doi.org/10.1007/s11431-016-0293-9
https://doi.org/10.1523/JNEUROSCI.22-07-02963.2002
https://doi.org/10.1007/s10827-012-0389-5
https://doi.org/10.1007/s10827-012-0389-5
https://doi.org/10.3389/fncom.2014.00003
https://doi.org/10.3389/fncom.2014.00003
https://doi.org/10.1152/jn.1991.66.2.635
https://doi.org/10.1162/089976698300017502
https://doi.org/10.1007/s00521-022-06936-9
https://doi.org/10.1007/s00521-022-06936-9
https://doi.org/10.1016/j.ceca.2005.10.009
https://doi.org/10.1016/j.ceca.2005.10.009
https://doi.org/10.1152/physrev.00042.2016
https://doi.org/10.1152/physrev.00042.2016
https://doi.org/10.3389/fncom.2012.00058
https://doi.org/10.3389/fncom.2012.00058
https://doi.org/10.1162/neco.2007.19.2.303
https://doi.org/10.1038/nrn3725
https://doi.org/10.3389/fncom.2012.00076
https://doi.org/10.3389/fncom.2013.00044
https://doi.org/10.1002/glia.23537
https://doi.org/10.1109/TBME.2015.2405549
https://doi.org/10.1007/s11538-011-9647-3
https://doi.org/10.4208/cicp.OA-2016-0262
https://doi.org/10.1155/2020/8864246
https://doi.org/10.1155/2020/8864246
https://doi.org/10.1093/cercor/bhab254
https://doi.org/10.1093/cercor/bhab254

	Analysis of Network Models with Neuron-Astrocyte Interactions
	Abstract
	Introduction
	Methods and Results
	Selection of Models
	Characteristics of Models
	Cell Models
	Modeled Neuronal Mechanisms
	Modeled Astrocytic Mechanisms

	Interactions between Cells
	Mechanisms of Functional Interaction between Modeled Neurons and Astrocytes
	Spatial Organization and Structure of Interactions between Cells

	Neural Functions Studied with Models

	Discussion
	Conclusion
	Information Sharing Statement
	Anchor 17
	References


