
ORIGINAL PAPER

International Journal on Interactive Design and Manufacturing (IJIDeM)
https://doi.org/10.1007/s12008-023-01428-z

This is because computing processes, and in particular algo-
rithms for handling raw data, can differ widely [4].

The main goal of this paper is to provide effective solu-
tions for quantifying the reliability of a photogrammetric 
description in relation to geometric attributes. We limit 
ourselves to close-range applications [5], investigating two 
opposite scenarios:

	● in the former case we have, in addition to the photogram-
metric model, a homologous digital object obtained by 
more reliable and accurate processes or tools. It is then 
possible to use the latter as a reference and perform a 
comparison to analyse the distribution of distances 
between the two entities. The steps to be followed must 
obviously be detailed according to the features of the 
investigated items;

	● in the second one, there are no supporting digital 
descriptions and therefore quality indicators must be 
derived directly from the photogrammetric process, 
which requires strict control of all parameters govern-
ing it.

The proposed approaches provide maximum flexibility and 
are applicable to both point clouds and meshes, regardless 
of the algorithms used to produce them. In the following 

1  Introduction

The use of reality-based models, derived from techniques 
such as laser scanning or photogrammetry, is widely used in 
fields ranging from heritage documentation to reverse engi-
neering on mechanical components [1, 2].

The need for realism and detail has produced, over time, 
a continuous increase in the complexity and size of virtual 
descriptions, challenging the storage, transmission, and pro-
cessing capacity of hardware.

Given these assumptions, it seems clear that the proper-
ties of a digital outputs must be calibrated, both in terms of 
richness of detail and accuracy, in relation to the specific 
goals. Despite intensive use of models, whether in the form 
of point clouds or polygonal meshes [3], there is no agree-
ment on the most appropriate method for defining their qual-
ity, and a common criterion for formalizing error is lacking. 
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paragraphs they will be duly elaborated and tested with ref-
erence to a vase of ceramic material, surveyed by both pho-
togrammetric technique and structured light scanner. The 
two scenarios outlined before will be treated appropriately, 
highlighting the possible critical issues, and differentiating 
the procedures according to the specifics of the case.

2  Background

2.1  Comparing homologous models

It often happens that, in processes of digitizing an object, it 
is detected and returned (totally or partially) using multiple 
techniques. There can be many reasons for this redundancy 
of information, ranging from data integration (at any level) 
to the production of multi-resolution outputs [6].

Regardless of the purpose, it is possible to exploit this 
content to quantify the accuracy of geometric attributes. 
Among the homologous models, there will be one that is 
more reliable both in terms of how the data is acquired and 
how it is processed, depending on the employed technique. 
This description can be used as a reference, calculating the 
distances of the other models from it and studying the dis-
crepancy distributions with appropriate statistical tools.

However, the intuitiveness of the process hides a com-
plexity that depends largely on the way the different products 
are obtained, which is why we do not have a one-size-fits-
all solution in the literature to perform a comparison. For 
clarity, it is appropriate to report the questions that underlie 
many disagreements on the procedure to be followed:

	● How should we choose the reference entity? (i)
	● How should models be registered? (ii)
	● What characteristics should digital descriptions pos-

sess? (iii)
	● What is the most appropriate algorithm for quantifying 

distances? (iv)

Starting with the first question (i), the most reliable model 
should be used as a reference, but its determination is not 
unambiguous and depends on many factors. The foremost 
is the resolution, i.e. the level of recognition of the smallest 
variation in magnitude on the surface of the digitized object. 
This is followed by the accuracy of the campaign, related 
to acquisition and processing techniques. For example, 
the proposed applications include a comparison between a 
model obtained from a single scan with a structured light 
instrument and a resolution of 0.2 mm, used as a reference, 
and a photogrammetric one with a Ground Sample Distance 
(GSD) of 0.4 mm/pixel. In general, active optical sensors 
are more reliable from a purely geometric perspective. This 

depends not only on the inherent features of the instrumen-
tation but also on the fact that the operator, in both the detec-
tion and handling phases of the raw data, has to control a 
very limited number of factors, internal and environmental, 
compared with a process involving passive sensors. Fur-
thermore, photogrammetric acquisition is clearly separated 
from the data management step, the variables of which 
can greatly affect the final product according to subjec-
tive choices by technicians. A model generated with man-
ufacturer-declared specifications with almost no influence 
by personal preferences would therefore provide a reliable 
basis for comparison.

For the definition of a common reference system (ii), we 
prefer a punctual approach using the coordinates of appro-
priate targets positioned in the surveyed scene. Solutions 
that involve entire digital objects, such as ICP-derived algo-
rithms [7], are certainly more robust but, as they do not rely 
on homological relationships between points, they attempt 
to reduce distances by searching for the configuration that 
ensures the best overlap, running the risk of localized anom-
alies not being duly revealed.

About the features of the compared models (iii), it is 
preferable that they have a similar resolution or surface den-
sity, or at least a higher one for the reference entity, since 
almost all algorithms available to quantify discrepancies 
are based on the calculation of normals or local modelling 
applied to the latter, which is fundamental to the success of 
the analysis.

Linked to the previous argument is the choice of the algo-
rithm (iv). If you have a reference in the form of a polygonal 
mesh, you can use the Cloud-to-Model (C2M) distance [8, 
9]. This approach is the most common technique in inspec-
tion. Surface change is calculated by the distance between a 
point cloud and a reference 3D mesh or theoretical model. It 
works well on flat surfaces, as a mesh corresponding to the 
average reference point cloud position can be constructed 
[10].

This approach is not always convenient. Creating a 
surface mesh is complex for point clouds with significant 
roughness at all scales or missing data due to occlusion. The 
process of creating a surface could smooth out some details 
that may be important to assess local roughness properties. 
In other cases, the interpolation over missing data intro-
duces uncertainties that are difficult to quantify, requiring 
time-consuming manual inspection.

Therefore, it is preferable to use the Multiscale Model-to-
Model Cloud Comparison (M3C2) algorithm, which, with 
its parameters, allows better control of sources of uncer-
tainty. This algorithm combines three crucial elements: it 
performs directly on point clouds without meshing; it calcu-
lates the local distance between two point clouds along the 
surface normal direction (i.e. considering 3D variations in 
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surface orientation); it estimates for each distance measure-
ment a confidence interval that depends on the roughness of 
the point cloud and the registration error [11].

The M3C2 algorithm calculates a local average cloud-
to-cloud distance for a point in the reference cloud, termed 
the core point, through the use of a search cylinder pro-
jected along a locally oriented normal vector [11]. Then, the 
distance is assigned as an attribute of the core point. The 
entire reference cloud can be defined as core points, or a 
subsampled set of the reference cloud. The original resolu-
tion of both point clouds is used in the M3C2 computations, 
regardless of whether the data is subsampled in the process. 
The core point’s normal vector is estimated from its sur-
rounding neighbourhood, which should be of a scale such 
that it captures the surface geometry without being sensitive 
to local surface roughness [11]. Points encompassed by the 
search cylinder are used to compute the average position 
of the compared clouds. The distance between the average 
positions (along the normal vector) is the M3C2 distance. 
The projection diameter size and the maximum search 
length are chosen based on the application, point spacing, 
and surface complexity [12].

The analysis of distance distributions requires additional 
statistical tools. Very effective are the tolerance intervals 
[13], which allow the nature of the distributions and the size 
of the samples to be properly considered. The above con-
siderations provide good coverage of the possible scenarios 
that arise during operations.

Before proceeding further, it is worth mentioning that a 
more reliable reference object cannot always be found. In 
this case, it is preferable to derive, from the distance distri-
butions, the mutual surpluses, and then calculate the Haus-
dorff distance [14, 15] between the two entities. However, 
this approach requires prior filtering to remove outliers, 
which can be performed, for example, with a box plot [16, 
17].

2.2  Direct accuracy assessment of photogrammetric 
models

The evaluation of a photogrammetric model accuracy is 
more difficult without a reference object for a comparison, 
since quality indicators must be derived directly from the 
data processing. In the structure estimation and optimization 
steps, which include the internal and external (relative and 
absolute) orientation of the frames, it is essential to know 
the coordinates or dimensions of certain elements arranged 
in the object space (the scene to be digitized).

In applications of very close-range photogrammetry, it 
is common practice to add to the scene punctual objects 
with known coordinates (targets). Although simply natural 
image features or textures can be used for this stage, the 

employment of artificial targets is encouraged by faster 
computation times and higher accuracy in the recognition. 
Their purpose, therefore, would be to define a local coordi-
nate system, to scale of the model and highlight real matches 
to improve the photo alignment procedure.

However, targets – in the form of Ground Control Points 
(GCPs) or Check Points (CPs) – are often used as the basis 
for analysing the accuracy of the model. Despite a good 
distribution across the scene, this is not a robust strategy, 
as their number cannot be compared with the multitude of 
points from which the final product is composed.

There are then additional critical issues. Let’s start with 
CPs, whose coordinates are not directly used to optimize 
the model structure, but only to perform an a posteriori 
check on the output. We could think of combining the error 
associated to the CPs – expressed through the discrepancy 
between input target coordinates and those estimated by the 
photogrammetric process – and the error that characterizes 
the definition of target coordinates in object space (e.g., the 
tolerance on the production of a scale bar). Unfortunately, 
there is correlation among the two sources of uncertainty, 
and we cannot apply a simple propagation law. One would 
then have to go into the nature of this correlation to solve 
the problem rigorously, which is far from straightforward. 
These considerations can be extended to GCPs, with the 
aggravation that their 3D coordinates are used to solve the 
Bundle Block Adjustment. It is therefore expected that the 
error associated with them will be less than that of any other 
constituent point in the model, since the geometric structure 
is built and optimized precisely around their coordinates.

Robust approaches should consider more points. Cer-
tainly, one solution would be to consider the Tie Points 
(TPs) obtained from the orientation phase. However, such 
an approach requires a very strict control of the parameters 
governing the photogrammetric process. First, the accuracy 
of target coordinates in object space (how the 3D coordi-
nates are measured or estimated) and in image space (how 
the targets are identified in the photos). Then follows the 
accuracy of TPs also in image space, which is mainly related 
to the quality of the acquisition campaign. Such an approach 
will be detailed in the next section.

3  Materials and methods

As anticipated, our analysis is conducted on a close-range 
photogrammetric process applied to a ceramic material vase. 
The average GSD of the dataset is 0.4 mm and the project 
consists of 96 images with 6000 × 4000 pixels, acquired 
with entry-level Nikon D3300 SLR camera. The lens is an 
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obtained from a single scan with a structured light in-stru-
ment. The model compared is instead a dense point cloud 
obtained through the photogrammetric process. The vertices 
of the bar scales (9 points) distributed in the digitized scene 
are used to register the models, avoiding approaches derived 
from the ICP for the reasons explained in the Sect. 2.1.

Since the scanner directly returns a mesh, in this case we 
can employ the C2M algorithm to quantify the distances 
between the two entities. The same procedure is applicable 
if the object being compared is also a mesh. In this case, only 
the vertices are considered. If the vertices of this mesh are 
too scattered, it may be convenient to subsample the model 
with a surface density approaching that of the reference.

In all other cases, it is preferable to use the M3C2, which 
is much more refined and can isolate distances between 
objects more effectively, purifying them of the registration-
dependent component. In the case of distances between 
digital entities, it is worth mentioning that we work with 
signed quantities.

To summarise the distance distributions, we use tol-
erance intervals, according to a procedure detailed in the 
Sect. 3.2. A similar approach can be followed even in the 
absence of a superordinate reference, considering the two 
entities as equally reliable and deriving the distributions of 
each other’s distances. From these, we can derive tolerance 
intervals or, alternatively, the Hausdorff distance as a punc-
tual indicator. The latter provides an interesting measure of 
the proximity between two digital objects, indicating the 
maximum distance of each point of the first one from the 
other: therefore, it can be more effective than the minimum 
distance, which completely neglects their spatial configura-
tion, to which, instead, the Hausdorff distance is sensitive. 
In this case, it is necessary to perform a prior treatment of 
the distance distributions to eliminate any outliers, such as 
by constructing a box-plot diagram.

3.2  Direct assessment procedure

The search for a robust approach to direct accuracy estima-
tion led us to an observation: downstream of Bundle Block 
Adjustment with self-calibration, it is possible to derive for 
each Tie Point a covariance matrix, representative of the 
uncertainties associated with the estimation of its coordi-
nates in object space.

From this matrix, it is possible to derive an ellipsoid, i.e. 
a region of space to which corresponds a certain probability 
of containing the theoretical mean value of the estimated 
coordinates. This is possible by performing an orthogonal 
diagonalisation (the spectral theorem is valid) where the 
eigenvalues represent the lengths of the semi-axes of the 
mentioned ellipsoid and the eigenvectors their directions. 

18–55 zoom set at 30 mm throughout the campaign, adjust-
ing the focus beforehand to preserve the acquisition main 
distance.

We can then proceed with the orientation. Agisoft 
Metashape, the software used in our applications, detects 
points in the source photos which are stable under view-
point and lighting variations and generates a descriptor for 
each point based on its local neighbourhood. These entities 
are used later to identify correspondences across the photos. 
This is like the well-known Scale-Invariant Feature Trans-
form (SIFT) approach, but uses different algorithms for a 
higher alignment quality (feature detection). The software 
then applies a greedy procedure to find approximate camera 
locations (feature matching) and refines them later using a 
Self-Calibration Bundle Block Adjustment (structure esti-
mation) [18, 19]. The latter solves the problem of internal 
and relative external orientation at the same time.

The next step is to import outward references to optimize 
the frame installation and to solve the problem of absolute 
external orientation. We use bars whose extremes consist 
of uncoded targets, which are also easily identifiable as ref-
erence elements, called “Markers”. Metashape can locate 
them automatically, simply by choosing the type of artifi-
cial object placed in the scene (in this case uncoded cross-
shaped targets). After recognition, we proceed with a visual 
check and eventual optimization. At this stage, we select the 
appropriate local reference system.

We can then optimize the alignment (structure optimi-
zation). The goal is to obtain only high-quality tie points 
and repeatedly improve the camera model. This is the most 
subjective section of the workflow, and testing how many 
points can be removed at each stage may be necessary to 
create a successful product.

The error reduction phase relies on robust tie point and 
marker accuracy estimates, referred to the image coordi-
nates quality (and, of course, on the accuracy of the refer-
ence elements in the object space). The proportion between 
these two parameters distributes the weight given to mark-
ers and tie points in the whole process [20]. Correct refer-
ence settings inputs prevent misleading statistics while an 
incorrect estimate of them generate a not representative 
error models, with lens coefficients that are very sensitive 
to these parameters.

Parallel to photogrammetric processing, a homologous 
model of the vessel is made with a structured light scan-
ner capable of 0.2 mm resolution, which is essential for the 
development of the section for comparison.

3.1  Comparison-based workflow

For tests on the proposed methodology (Fig. 1), we use two 
homologous models. The reference is a polygonal mesh 
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	● test for normality;
	● search for normalising transformation (when the distri-

bution is not normal);
	● alternative distributions (when transformation approach 

fails);
	● if all approaches fail, we calculate nonparametric toler-

ance limits (removal of outliers).

In general, we construct tolerance intervals with 95% confi-
dence and 95% population. Only one parameter between the 
population percentage and confidence value can be defined 
in the case of non-parametric tolerance limit computations, 
with the other being determined later in the process. In that 
case, preventive treatment of the distributions may be nec-
essary to eliminate possible outliers, e.g., by constructing 
a box-plot diagram. The approach therefore seems reason-
able, considering that the TPs will constitute only a part of 
the final photogrammetric cloud. To be fair, the dense image 
matching phase and its algorithms should also be involved, 
but this would become too complicated. We will therefore 
limit ourselves to using the results of the Structure from 
Motion step here.

Following this path presupposes that there is strict control 
over the data processed.

On the assumption that the control of the input data accu-
racy (in the object space and image space) is fundamental 
for a rigorous photogrammetric process, we have prepared a 
special Python script, with which we are able to export, after 
the orientation optimization phase, the covariance matrices 
associated with the coordinates estimated for the TPs in the 
object space.

Many commercial software implements a similar tool 
that returns an uncertainty vector obtained by composing 
the semi-axis lengths of the error ellipsoid with k = 1. This 
solution is not very cautious since the probability that the 
theoretical mean value of the Tie Point coordinates falls in 
this region is 19.95%.

Instead, we consider the ellipsoid with k = 3, with prob-
ability greater than 95%, and study the length distribution 
of its major semi-axis to derive an accuracy indicator. The 
statistical tools used for this analysis are tolerance intervals. 
They allow us estimating, from a sample, the extremes that 
contain a certain percentage of a population with a specific 
level of confidence. In this case the quantities involved are 
defined as positive, so we construct one-sided gaps.

The procedure can be outlined in the following steps:

Fig. 1  Diagram summarizing the two proposed methodological approaches
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to the attempt to normalise the distribution. Unfortunately, a 
suitable power transformation could not be found; the same 
applies to fitting a different distribution. Non-parametric tol-
erance limits approach is finally performed, after removing 
the outliers from the distribution by constructing a box-plot 
diagram. Precisely this latter approach is applied to the case 
study fixing a confidence level of 95%, and step 4 of Fig. 3 
shows the results. Since the semi-axis length is a positive 
definite quantity, we employ a one-sided interval, obtaining 
an upper tolerance limit of 2.22 mm, which can be used as 
an indicator of the accuracy of the entire photogrammetric 
process.

5  Discussion and conclusions

The issue of traceability of data from photogrammetric sur-
veying is as timely as ever. Given the numerous parameters 
that govern the processing process, there is still a lack of 
systematic treatment of the topic and no agreement on how 
to quantify error.

The main objective of this study is to provide a response 
to this need, capable of ensuring maximum flexibility and 
adaptability to the needs of the specific case study.

4  Results

4.1  Comparison

After registering the mesh model obtained from the scanner 
(reference) and the photogrammetric dense cloud (compari-
son) using the extremes of the bar scales, we used the C2M 
algorithm to obtain a distribution of distances between the 
two digital objects (Fig.  2). This distribution actually has 
a normal pattern, as verified by a special test. Considering 
then that the algorithm returns oriented distances, we con-
structed a two-sided tolerance interval with a confidence 
level of 95% and a population percentage of 95%, obtaining 
the value of -0.78 mm as the lower limit and + 0.35 mm as 
the upper limit. Wanting to reason in absolute terms, we can 
take the value 0.78 mm as a synthetic indicator.

4.2  Direct assessment

Figure 3 shows step by step the results of the direct assess-
ment procedure. The test for normality is not satisfied for 
the distribution of major semi-axes relative to ellipsoids 
with k = 3, as can be quickly seen from the Q-Q Plot and as 
verified rigorously through the Shapiro-Wilk test; this leads 

Fig. 2  C2M distance between photogrammetric (compared) and scanner model (reference)
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be compared effectively. Tolerance intervals are the statisti-
cal tools primarily used to describe distributions of distances 
because they are not bound by assumptions about their type 
and are sensitive to the sample size analysed. Of course, 
different approaches involving metrics such as Hausdorff 
distance can also be used, a sign of the great flexibility of 
the procedure.

The proposal is differentiated and follows two possible 
scenarios. On the one hand, the possibility of having a more 
reliable homologous model, obtained, for example, by laser 
scanning techniques. In this case, the assessment on accu-
racy is based on a comparison. In procedures of this kind, it 
is of paramount importance to consider aspects such as the 
topology of the models, their nature, how they are aligned, 
and how they are compared, to obtain robust results that can 

Fig. 3  Direct verification 
procedure on photogrammetry. 
distribution of major semi-axes 
for ellipsoids with k = 3
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The second scenario excludes the presence of super-
ordinate models for accuracy and focuses directly on the 
photogrammetric process. By appropriately calibrating the 
weights of all input data, we derive the covariance matri-
ces associated with the estimated coordinates for the TPs to 
construct appropriate error ellipsoids, studying the distribu-
tions of their major semi-axes and extending the results to 
the entire model through the tolerance intervals.

The two procedures described can be used regardless of 
the nature of the outputs, whether point clouds or meshes. 
Moreover, they are not limited to the photogrammetric tech-
nique but can also be extended to laser scans or otherwise 
exploiting active optical sensors. Future developments will 
focus precisely on the applicability of the methodology to 
scenarios not yet investigated with the case study, proposing 
appropriate implementations for adaptation to the specific-
ity of the case.
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