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Abstract
The quality of fresh apple fruits is a major concern for consumers and manufacturers. Classification of these fruits according 
to their ripening stage is one of the most decisive factors in determining their quality. In this regard, the aim of this work 
is to develop a new method for non-destructive classification of the ripening state of Fuji apples using hyperspectral infor-
mation in the visible and near-infrared (Vis/NIR) regions. Spectra of 172 apple samples in the range from 450 to 1000 nm 
were studied, which were selected from four different ripening stages. A convolutional neural network (CNN) model was 
proposed to perform the classification of the samples. The proposed method was compared with three alternative methods 
based on artificial neural networks (ANN), support vector machines (SVM), and k-nearest neighbors (KNN). The results 
revealed that the CNN method outperformed the alternative methods, achieving a correct classification rate (CCR) of 96.5%, 
compared with an average of 89.5%, 95.93%, and 91.68% for ANN, SVM, and KNN, respectively. These results will help 
in the development of a new device for fast and accurate estimation of the quality of apples.

Keywords Fuji apples · Spectroscopy · Deep learning · Neural networks

Introduction

Harvesting at an appropriate ripening stage is the key factor 
in determining the compositional quality and storage life of 
fruits. Early harvesting reduces the taste and the quality of 
fruits, whereas harvesting fruits too late can reduce shelf life 
while causing bad appearance, off-flavors and odors. Various 
external and internal quality attributes of fruits have been 
measured in an attempt to provide an adequate estimation 
of their stage of ripeness including shape, size, texture, firm-
ness, external color, internal color, concentration of starch, 
chlorophyll, acids, soluble solids content, oils, sugars, and 
internal ethylene concentration (Li et al., 2018).

Both destructive and non-destructive methods have been 
applied to measure the quality properties of fruits. However, 
non-destructive methods have demonstrated a great inter-
est over traditional methods as they provide several advan-
tages such as real-time assessment, multiple simultaneous 
measurements, and real-time decision-making. Many of 
these techniques have been proposed to determine the opti-
mum harvest date of fruits, including fluorescence imaging 
(Cerovic et al., 2009), colorimetry (Baltazar et al., 2008), 
computed tomography scan (Kotwaliwale et  al., 2012), 
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machine vision (Sabzi et al., 2019), visible and near-infrared 
(Vis/NIR) spectroscopy (Yang et al., 2011), multi-spectral 
imaging (Khodabakhshian et al., 2017), and hyperspectral 
imaging (Su et al., 2021). These non-destructive techniques, 
especially those based on optical and imaging properties, 
have proven to be a very useful and powerful tool for esti-
mating the ripening stages of fruits.

In the context of non-destructive methods, NIR spectros-
copy has become one of the most popular trends because it 
covers the spectral range related to the vibration of molecular 
bonds, that is, O–H and C-H bonds which mainly represent 
fruit macro-constituents. In this way, the low absorptivity of 
overtones features allows NIR to provide deeper penetration 
levels in fruits than other vibrational methods. Specifically, 
the short-wave NIR radiation, i.e., 750–1100 nm, is able to 
achieve the longest effective path lengths, which eventually 
makes this spectral range one of the most suitable for esti-
mating fruit parameters from intact samples. The constant 
development of acquisition instruments also becomes an 
important factor to support this technology. For instance, 
the reduction in size of NIR spectrometers may certainly 
facilitate on-site measurements of fruits (Beć et al., 2021). 
Besides, the development of surface scanning systems, such 
as the automated rotation measurement system (Schmutzler 
& Huck, 2014), can also provide more robust acquisitions 
since individual fruit biological in-homogeneities can be 
averaged to achieve more accurate estimations. With these 
considerations in mind, many works in the literature exem-
plify the success of Vis/NIR spectroscopy.

For example, Wei et al. (2014) used hyperspectral imag-
ing (HSI), covering the spectral range from 400 to 1000 nm, 
for estimating the ripeness stages (unripe, mid-ripe, ripe, 
and over-ripe) of persimmon fruits. Specifically, 192 HSI 
samples were classified using three types of classification 
models, linear discriminant analysis (LDA), soft independ-
ence modeling of class analogy (SIMCA), and least squares 
support vector machines (LS-SVM). The results showed that 
the best model was LDA, obtaining a classification accuracy 
of 95.3%. In this case, the input data was made from three 
predefined wavelengths (518, 711, and 980 nm). Giovenzana 
et al. (2014) used a portable commercial Vis/NIR spectro-
photometer, covering the spectral range of 400–1000 nm, for 
the estimation of the total soluble solids and total polyphe-
nols of grapes during ripening. To achieve this goal, partial 
least square regression coefficient analysis (PLS-RCA) was 
used to select three most effective wavelengths to discrimi-
nate grapes ready to be harvested. Then, principal compo-
nent analysis (PCA) and multiple linear regression (MLR) 
were applied to verify the effectiveness of the selected wave-
lengths (670, 730, and 780 nm). Both qualitative and quan-
titative results confirmed a good fruit discrimination during 
ripening. More recently, Pourdarbani et al. (2020) devel-
oped a new non-destructive classification algorithm based 

on color properties and spectral data (from 450 to 1000 nm) 
to estimate the ripening stages of Fuji apples (unripe, half-
ripe, ripe, and over-ripe). Specifically, this method involves 
the application of five different classifiers combined with a 
majority voting (MV) rule. They include k-nearest neighbors 
(KNN), support vector machine (SVM) and three hybrid 
classifiers that combine artificial neural networks (ANNs) 
together with metaheuristic algorithms. The input data con-
sisted of color features extracted from the second channel of 
L*a*b* color space and multi-spectral information covering 
the ranges 465–485 nm, 675–700 nm, and 870–890 nm. The 
results showed that the proposed method was able to achieve 
the best performance when using color features with the 
465–485-nm spectral range, obtaining a final accuracy of 
99.37%. Gao et al. (2020) conducted a study to determine 
the ripening stage of strawberry fruits using HSI covering 
from 370 to 1015 nm under both field and laboratory condi-
tions. Using the sequential feature selection (SFS) algorithm, 
two wavelengths were selected for field (530 and 604 nm) 
and other two for laboratory conditions (528 and 715 nm). 
The performance of the selected wavelengths was validated 
using a SVM classifier, obtaining a classification accuracy 
of 98.6%.

On the other hand, deep learning (DL) is a subset of 
machine learning methods based on artificial neural net-
works consisting of multiple processing layers to automati-
cally learn complex representations from data, without 
introducing hand-coded rules or human domain knowl-
edge. Among DL models, convolutional neural networks 
(CNNs) are currently one of the most popular models since 
they do not require manual feature extraction. CNN is a 
class of advanced deep neural networks, inspired by the 
visual cortex of animal brain. CNN was discovered by 
Hubel and Wiesel (Hubel & Wiesel, 1962) and introduced 
in 1990. By the rapid development of these techniques, 
many models have been proposed in the literature. Some 
examples of such models are AlexNet, VGG Net, ZF Net, 
GoogLeNet, and fully convolutional networks (FCN).

CNN techniques have been applied in many fields and 
have particularly shown their crucial roles in the agri-
cultural area. In this regard, Zeng et al. (2020) employed 
LeNet CNN architecture for the detection and classifica-
tion of bruises of pears. The obtained results showed that 
the proposed architecture achieved great performance, 
producing an accuracy of 99.3%. Mohtar et al. (2019) 
employed V3 Inception CNN model for mangosteen fresh 
fruit ripeness classification. The obtained results showed 
that the CNN model achieved an accuracy of more than 
90%. Pourdarbani et al. (2021) developed a new 1D-CNN 
architecture to estimate the nitrogen content of cucum-
ber leaves. The obtained results showed that the proposed 
1D-CNN model was able to estimate very accurately the 
nitrogen content.
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In the literature, it is also possible to find other emerging 
trends that deserve to be mentioned for the sake of complete-
ness. For instance, it is the case of theoretical NIR spectros-
copy based on quantum chemistry (Beć & Huck, 2019). In 
more details, quantum methods rely on anharmonic models 
that describe in detail molecular vibrations for an accurate 
simulation of NIR spectra. Nonetheless, the high compu-
tational complexity of this type of models still constrains 
their applicability to practical scenarios, in contrast to the 
aforementioned technologies.

The aim of the present research is to develop a new non-
destructive method based on Vis/NIR spectroscopy using 
a CNN classifier to estimate the four different ripeness 
states of Fuji apples (unripe, half-ripe, ripe, and over-ripe). 
To evaluate the effectiveness of the proposed method, the 
obtained results were compared with three alternative clas-
sifiers based on ANN, SVM, and KNN models.

Materials and Methods

The research methodology applied in this study for estimat-
ing the ripening states of Fuji apples consisted of four main 
steps: (i) apple samples collection; (ii) extraction of the 
spectral data for each apple sample; (iii) spectral data nor-
malization; (vi) classification of the apples according to their 
ripening state. The development of these steps is described 
in the following sections.

Data Collection

A total of 172 of Fuji apple samples in four different states 
of ripening (43 samples per each harvested state) were taken 
from an orchard located in Kermanshah, Iran (34.3277° N, 
47.0778° E). The samples were taken at intervals of 7 days 
around the ripening date, as indicated by expert farmers. 
More specifically, the first state of harvest (unripe) was 
done 14 days before ripening, the second state (half-ripe) 
was done 7 days before ripening, the third stage (ripe) on 

the ripening date given by the experts, and the fourth state 
(over-ripe) was done 7 days after ripening. The samples 
were immediately transferred to the laboratory in refriger-
ated transport for spectral analysis. For all the samples, the 
time elapsed between collection and analysis was always less 
than 6 h. Figure 1 shows a sample of apples in the trees at 
the four ripening stages defined.

Spectral Data Extraction

To extract the spectral data from the apple samples, a hard-
ware system was configured. The components of this sys-
tem were (1) a spectrometer; (2) a source of light; (3) an 
optical fiber; and (4) a laptop PC with AMD Quad Core 
A6, at 2.00 GHz, 4 GB of RAM, running Windows. A 
spectrometer of type EPP200NIR (StellarNet Inc., Tampa, 
Florida, USA) was used to detect the spectral reflectance in 
the range from 450 to 1000 nm, which includes visible light 
(from 450 to 750 nm) and a region of NIR (from 750 to 
1000 nm). A tungsten halogen lamp with 20 W (StellarNet 
Inc., Tampa, Florida, USA) was used as the light source. 
An indium-gallium-arsenide (InGaAs) detector embedded 
was used to offer the highest sensitivity in the near-infrared 
regions. Two optical fibers were utilized to transmit the 
light from the lamp to the apple and also from the apples 
to the spectrometer. In this way, 1943 wavelengths were 
captured for each spectral band for each sample, with an 
average width of 0.28 nm per band.

Spectral Data Normalization

In this step, a preprocessing stage based on the mean and 
variance normalization method was used to reduce cer-
tain noise appearing in the spectral data, due to the effect 
of ambient light, the spectrometer used, the surface of the 
apple samples, and the type of lamp. This method works as 
follows:

Fig. 1  Example images of some of the Fuji apple samples at the different ripening stages. a Unripe. b Half-ripe. c Ripe. d Over-ripe
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• Compute the mean and standard deviation of all the 
bands of the spectrum (1943 wavelengths) of each sam-
ple.

• Subtract the mean from each spectral band of the sample 
and divide by the standard deviation (SD).

This normalization method can be expressed using the 
following equation: 

where S represents the spectral information of the input sam-
ple, S is the average of the values of S, and w corresponds 
to the wavelength considered (from 450 to 1000 nm). The 
formula to calculate SD is as follows:

where K = 1943 is the number of wavelengths. This normali-
zation process reduces the range of values produced for the 
different samples. It was manually programmed in Python 
using JupyterLab interface version 3.7.0. The resulting nor-
malized spectra of all the apple samples are shown in Fig. 2.

Apple Ripeness Classification Using CNN

This paper presents a novel CNN-based architecture which 
has been specially designed to classify the ripening states 
of Fuji apples. In contrast to other existing models based on 
band assignment, the proposed CNN is a feed-forward model 
that employs 1-D convolutions in its convolutional layers. 
In this way, convolutional kernels can automatically learn 
the most discriminating spectral patterns to successfully 

(1)S
norm

(w) =
S(w) − S

SD

(2)SD =

√

1

K − 1

∑K

w=1

(

S(w) − S

)2

identify ripening states depending on the input data without 
doing any specific assignment of the spectral bands. More 
specifically, the input of the CNN is the normalized spectral 
information in the ranges from 450 to 1000 and the outputs 
are the related classes, i.e., unripe, half-ripe, ripe, and over-
ripe, which are encoded as one-hot-encoding vectors where 
only the position associated with one class is activated. To 
successfully learn such mapping, the proposed architecture 
includes the following sequential building blocks: two con-
volutional layers with 64 kernels, a max-pooling layer, a 
flatten layer, and two dense (or fully connected) layers with 
100 units. Now, let us describe how we adjusted the optimal 
number of layers, filters, neurons, and other hyperparameters 
of the proposed network.

Basically, all the hyperparameters were adjusted follow-
ing a grid search method. This method consists in defining 
the tentative values of each parameter, training the model 
with all the possible combinations, and selecting the opti-
mal configuration according to the least mean squared error 
(MSE). In more detail, the number of convolutional layers 
was set between 1 and 10. Besides, the number of filters 
was fixed to 32 or 64 or 128. The number of dense layers 
was selected from 2 to 20 and the number of neurons for 
each fully connected layers was set between 100 and 300. 
The possible activation functions were selected from Keras 
open-source software deep learning library.

After choosing the optimal hyperparameters, the reliability 
of the CNN was tested using threefold cross-validation. In such 
validation method, the test data is randomly divided into three 
disjoint subsets; each subset, or partition, contains 56 samples, 
with 14 samples for each ripening class. The threefold cross-
validation consists in using two partitions for training (112 
samples) and the remaining partition for test (56 samples). 
This process is repeated three times, using different training 

Fig. 2  Sample spectra of different Fuji apples: a reflectance spectra; b preprocessed spectra
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and test subsets in each iteration. This validation method is 
very frequent in machine learning research (Fushiki, 2011), 
where it is commonly used when the dataset is not very large.

At this point, it is important to note that the proposed CNN 
hierarchically propagates the features extracted by the consid-
ered convolutional layers. Hence, the corresponding feature 
maps do not have any physical interpretation since, once the 
first layer convolves the input spectra, all the information is 

combined by means of affine transformations and non-linear 
activations.

Apple Ripeness Classification Using ANN, SVM, 
and KNN

To compare the reliability of the proposed method, three alter-
native methods were applied on the same dataset of spectral 

Fig. 3  Proposed convolutional neural network (CNN) architecture for estimating the ripening stage of Fuji apples based on Vis/NIR spectros-
copy
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data. In the first model, a classical artificial neural network 
(ANN) classifier, also known as multilayer perceptron (MLP), 
was developed. The ANN used in this study is a feed-forward, 
back-propagation neural network, whose hyperparameters 
were also selected by grid search. The input of the ANN is 
the spectral information in the range 450–1000 nm, and the 
outputs are the related classes (unripe, half-ripe, ripe, and over-
ripe). The possible number of hidden layers was set between 
2 and 20, and the number of neurons for each hidden layer 
was selected between 10 and 300. In this way, the cases with 
the highest number of layers (up to 20) can be considered as 
examples of deep neural networks, although they do not use 
convolutions.

Two other classification methods, not based on neural net-
works, were also applied for comparison, using support vec-
tor machines (SVM) and k-nearest neighbors (KNN) (Vapnik, 
1999). Both of them are well-known classifiers in the field 
of machine learning. SVM finds the hyperplanes of maxi-
mum separability between the predefined classes in a high-
dimensional space, using a kernel function for the distance 
measure and selecting the samples in the decision bounda-
ries. On the other hand, KNN is also a sample-based method; 
given a new sample, it finds the class whose k-nearest  
samples in the train set are closest to the input sample. For 
the execution of SVM in the experiments, a linear kernel was 
used and C parameter (also known as the penalty parameter) 
was set to 1. In the case of KNN, the Euclidean distance was 
used, and the number of neighbors, k, was set to 3.

As in the CNN model, the reliability of all the classifiers 
were evaluated using threefold cross-validation with the same 
partitions of the dataset.

Selection of the Structure of CNN and ANN 
Networks

This section describes the experimental results obtained in 
the grid search processes to find the optimal structure of 
the CNN and ANN models. Both models were programmed 
on JupyterLab interface using Python version 3.7.0, Keras 

version 2.2.0 (Gulli & Pal, 2017), and TensorFlow version 
3.0 (Abadi et al., 2016).

Optimal Architecture of the CNN Classifier

As a result of the grid search process, the optimal setup 
found for the proposed CNN consists of six hidden lay-
ers: two convolutional layers, a max-pooling layer of size 
2 × 1, a flatten layer, and two dense layers. Each convolu-
tional layer contains 64 1D-filters of size 5 × 1, and each 
dense layer contains 100 neurons. Leaky rectified linear 
unit (LeakyReLU) was used as the activation function in the 
convolutional layers, and rectified linear unit (ReLU) was 
used as the activation function in the dense layers. The num-
ber of epochs, batch-size, and validation size were 30, 35, 
and 20, respectively. Figure 3 depicts the proposed archi-
tecture of the CNN resulting from this study, and Table 1 
shows the corresponding optimal structure of the proposed 
CNN classifier.

Optimal Architecture of the ANN Classifier

Recall that the ANN architecture was also selected by grid 
search, where different options were assessed between 2 and 
20 hidden layers. However, as the result of this process, the 
optimal configuration found for the ANN classifier consisted 
of only two dense layers, each of them with 200 neurons. In 

Table 1  Optimal architecture of the proposed CNN for estimating the 
ripening stage of Fuji apples using Vis/NIR spectral data. ReLU, rec-
tified linear unit; LeakyReLU, leaky rectified linear unit

Type of layer Filter size Number 
of filters

Number 
of neurons

Activation 
function

Convolutional 5 × 1 64 - LeakyReLU
Convolutional 5 × 1 64 - LeakyReLU
Max pooling 2 × 1 - - -
Flatten - - - -
Fully connected - - 100 ReLU
Fully connected - - 100 ReLU

Table 2  Optimal architecture of the ANN for estimating the ripening 
stage of Fuji apples based on Vis/NIR spectroscopy

Number of hidden layers Number of 
neurons

Transfer function

2 200 1st layer: sigmoid
200 2nd layer: sigmoid

Table 3  Performance measures of the classifiers associated with the 
confusion matrix

Criteria Description

Recall =
TP

TP+FN
× 100 How many positive samples are 

correctly detected

Precision =
TP

TP+FP
× 100 How many detected outputs are 

correct

Accuracy =
TP+TN

TP+FN+FP+TN
× 100 Total correct classification rate

Specificity =
TN

TN+FP
× 100 How many negative samples are 

correctly detected

Fmeasure =
2×Recall×Precision

Recall+Precision
Recall and precision harmonic 

weighted average
TP: true positive FP: false positive
TN: true negative FN: false negative
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both layers, the activation function selected was the sigmoid 
function. Table 2 presents the optimal architecture of the 
ANN obtained with the grid search method.

Experimental Results and Discussion

As described in the “Materials and Methods” section, the 
CNN and ANN classifiers (after being adjusted with grid 
search) and the SVM and KNN methods were executed 
using the entire spectral data (450–1000 nm), applying a 
threefold cross-validation method to assess the predictive 
performance of the models. At each run of cross-validation, 
a confusion matrix was generated, and all such confusion 
matrices were added together to give the overall confu-
sion matrix. Various common criteria were used to evalu-
ate the performance of the proposed classifiers, including 
the performance parameters extracted from the confusion 
matrix, i.e., recall, accuracy, precision, specificity, and 
F-measure. The definition of these criteria is presented in 
Table 3. Additionally, the receiver operating characteristic 
curve (ROC) was also obtained for the two methods based 
on neural networks, CNN, and ANN, to show the effective-
ness of these models for each class.

Ripeness Estimation Using the CNN Classifier

Table 4 contains the obtained classification performance 
of the proposed CNN method, including the overall confu-
sion matrix, the error rate for each class, and the overall 
correct classification rate (CCR) or accuracy. As can be 
seen, only 6 of the 172 samples were misclassified, result-
ing in a CCR of 96.5%. The highest classification error of 
the CNN classifier was produced for the ripe class, with 
11.62% error.

Table  5 presents the performance criteria which are 
obtained from the overall confusion matrix, namely recall, 
accuracy, specificity, precision, and F-measure. As shown 
in Table 5, the high recall (100%) obtained for unripe and 
half-ripe classes means that all the samples were correctly 
classified in these classes; thus, the low recall obtained for 
ripe class (88.37%) means that many ripe samples were 
misclassified in a different category. As demonstrated in 
Table 5, the highest accuracy is related to the class half-ripe 
(100%). The specificity was 100% for class half-ripe, which 
was higher than other classes. The precision was 93.47% for 
class unripe, which was the lowest value among all classes, 
indicating that many samples were incorrectly classified 
in other classes. Finally, since the F-measure is defined as 
weighted harmonic mean of recall and accuracy, it can be 
observed that the value for class half-ripe was higher than 
the others, which indicates that the classification of the sam-
ples of this class was perfect in this CNN model.

Ripeness Estimation Using ANN, SVM, and KNN 
Classifiers

Tables 6, 7, and 8 show the confusion matrices and the 
CCRs achieved by the ANN, SVM, and KNN classifiers, 
respectively. The experiments show that the effectiveness of 
the ANN and KNN classifiers are significantly lower than 
that of the CNN classifier. The obtained CCR is over 89.5% 
for ANN and 91.7% for KNN, which are 7% and 4.8% less 
than that obtained by the CNN. In other terms, the relative 
percent difference (RPD) is 7.5% for ANN and 5.1% for 
KNN. It should be noted the high misclassification rate of 
ANN classifier for the ripe class, with an error of 32.56%; 
although the classification of the half-ripe samples was per-
fect, the errors in the unripe and over-ripe classes are large 
(6.97%). Although the grid search tested different configura-
tions of the ANN, the best structure was not able to achieve 

Table 4  Classification 
performance obtained by the 
CNN model using threefold 
cross-validation, for estimating 
the ripening stage of Fuji apples

Real/estimated class Unripe Half-ripe Ripe Over-ripe Number 
of samples

Classification 
error per class 
(%)

Correct 
classification 
rate (%)

Unripe 43 0 0 0 43 0
Half-ripe 0 43 0 0 43 0
Ripe 3 0 38 2 43 11.62 96.5
Over-ripe 0 0 1 42 43 2.32

Table 5  Performance measure 
obtained by the CNN model 
using threefold cross-validation, 
for estimating the ripening stage 
of Fuji apples

Class Recall (%) Accuracy (%) Specificity (%) Precision (%) F-measure (%)

Unripe 100 98.25 97.67 93.47 96.62
Half-ripe 100 100 100 100 100
Ripe 88.37 96.51 99.22 97.43 92.68
Over-ripe 97.67 98.25 98.44 95.45 96.55
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the high accuracy obtained by the CNN. This indicates a 
clear superiority of the convolutional model, which is able 
to work correctly with spectral data.

On the other hand, the SVM classifier was able to achieve 
very accurate results, with a CCR of 95.93%. This is only 
0.57% less than the CCR of the CNN classifier or an RPD of 
0.6% in relative terms. As in the rest of methods, the high-
est error of SVM is found in the ripe class, with an error of 
9.3%. The problem of this SVM method is that, since it is 
based on a selection of samples from the training set, it could 
present generalization problems when the dataset is changed. 
Table 9 presents the performance measures computed from 
the confusion matrices for the four models.

Again, the two best methods are CNN and SVM, with 
accuracies per class always above 98%. As it could be 
expected from the confusion matrices, recall is always lower 
for the ripe class, which is mostly confused with over-ripe 
and unripe classes. Figure 4 shows the receiver operating 
characteristic curves (ROC) for the CNN and ANN models 
for the four defined classes, using threefold cross-validation. 
As shown in Fig. 4a, the ROC curves of all the classes are 
very close to the ideal curve, indicating a high performance 
of the proposed CNN method.

Comparison with Other Works

After evaluating the performance of the proposed CNN 
classifier, the results obtained were compared with other 
studies reported by different researchers. Table 10 presents 
the results of these methods using the reported values of 
classification accuracy (CCR) for problems of ripeness clas-
sification of several types of fruits using color and spectral 
information. Although these works were selected among the 
most similar to our case in the field of ripeness classification, 
this comparison must be viewed in context since they refer 

to different types of fruits, different datasets, and different 
types of classifiers. Only the first five works of this table are 
specific to ripening of Fuji apples. In any case, it can be seen 
that our method is able to reach a precise result in the context 
of the state of the art, with an accuracy of more than 96.5%.

In general, the methods based on recent convolutional and 
deep learning techniques are able to produce better results 
than those based on traditional machine learning models. 
Although these methods can be computationally expensive 
for the training tasks, after training the parameters of the 
network, the execution can be done in an inexpensive com-
puting device, such as a smartphone. This is the case of the 
proposed technique, which requires only two convolutional 
layers and two dense layers. So, the proposed method could 
be applied for the development of a portable device for esti-
mating the ripening stage of fruits in the field.

In the context of Fuji apples, the current classification 
methods range from 85.7% for (Mulyani & Susanto, 2017), 
which is based on fuzzy logic and RGB images, to 99.4% 
of (Pourdarbani et al., 2020) which uses color and spectral 
data. Since the datasets of these works are not the same, the 
obtained values cannot be directly compared. For example, 
Zhang et al. (2020) also used Vis/NIR spectroscopy, but the 
dataset consisted of 846 apple samples divided into three 
classes: immature, harvest maturity, and eatable maturity. 
Mulyani and Susanto (2017) used three classes: raw, half-
ripe, and ripe, but the input data only contains RGB images. 
Although their obtained CCR is lower than the rest of meth-
ods, the advantages of using inexpensive and highly portable 
capture devices cannot be obviated since it can be applied 
with standard cameras instead of spectrometers.

Compared with other predefined networks, such as the 
commented AlexNet, VGG Net, ZF Net, and GoogLeNet, 
the specifically designed network was the benefit of adapting 
better to the problem of interest at a reduced cost. However, 

Table 6  Classification 
performance obtained by the 
ANN model using threefold 
cross-validation, for the 
estimation of the ripening stage 
of Fuji apples

Real/estimated class Unripe Half-ripe Ripe Over-ripe Number 
of samples

Classification 
error per class 
(%)

Correct 
classification 
rate (%)

Unripe 40 1 0 2 43 6.97
Half-ripe 0 43 0 0 43 0
Ripe 7 0 29 7 43 32.56 89.5
Over-ripe 2 0 1 40 43 6.97

Table 7  Classification 
performance obtained by the 
SVM model using threefold 
cross-validation, for the 
estimation of the ripening stage 
of Fuji apples

Real/estimated class Unripe Half-ripe Ripe Over-ripe Total data Classification 
error per class 
(%)

Correct 
classification 
rate (%)

Unripe 42 1 0 0 43 2.32
Half-ripe 0 43 0 0 43 0
Ripe 1 0 39 3 43 9.3 95.93
Over-ripe 0 0 2 41 43 4.65
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Table 8  Classification 
performance obtained by the 
KNN model, with K = 3, using 
threefold cross-validation, for 
the estimation of the ripening 
stage of Fuji apples

Real/estimated class Unripe Half-ripe Ripe Over-ripe Total data Classification 
error per class 
(%)

Correct 
classification 
rate (%)

Unripe 39 1 3 0 43 9.3
Half-ripe 2 41 0 0 43 4.65
Ripe 4 0 38 1 43 11.63 91. 68
Over-ripe 0 0 3 40 43 6.98

Table 9  Performance 
measures obtained by the four 
classification models using 
threefold cross-validation, for 
estimating the ripening stage of 
Fuji apples

Method Class Recall (%) Accuracy (%) Specificity (%) Precision (%) F-measure (%)

CNN Unripe 100 98.25 97.67 93.47 96.62
Half-ripe 100 100 100 100 100
Ripe 88.37 96.51 99.22 97.43 92.68
Over-ripe 97.67 98.25 98.44 95.45 96.55

ANN Unripe 93.02 93.02 93.02 81.63 86.95
Half-ripe 100 99.41 99.22 97.72 98.95
Ripe 67.44 91.37 99.22 96.66 79.45
Over-ripe 93.02 93.02 93.02 81.63 86.95

SVM Unripe 97.67 98.83 99.22 97.67 97.67
Half-ripe 100 99.41 99.22 97.72 98.85
Ripe 90.69 96.51 98.44 95.12 92.85
Over-ripe 95.93 97.09 97.67 93.18 94.25

KNN Unripe 90.70 90.70 96.74 86.67 88.63
Half-ripe 95.34 95.35 98.32 97.61 96.47
Ripe 88.37 88.37 96.00 86.36 87.36
Over-ripe 93.02 93.02 97.75 97.56 95.23

Fig. 4  ROC curves of the CNN and ANN models for estimating the ripening stage of Fuji apples, using threefold cross-validation: a CNN clas-
sifier; b ANN classifier
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for a practical application of the system in the field, the 
problems derived from the effect of natural lighting condi-
tions in spectral data should be addressed, requiring more 
experimentation.

Conclusions

Non-destructive evaluation of fruit ripeness has received 
increasing attention as it offers many advantages over tra-
ditional destructive methods. Hyperspectral imaging has 
been proposed as a promising non-destructive and rapid 
technique for assessing fruit quality and safety. Therefore, 
in this paper, we have presented a new non-destructive 
method for fast and accurate estimation of the ripening 
stages of Fuji apples using visible and near-infrared spec-
troscopy (Vis/NIR), in the range of 450–1000 nm. To 
reach an effective estimation, a new convolutional neural 
network (CNN) architecture has been proposed using grid 
search. Then, the reliability of the CNN was measured 
applying threefold cross-validation.

In order to evaluate the validity of the proposed method, 
the CNN classifier was compared with three alternative 
classifiers based on artificial neural networks (ANN), 
support vector machines (SVM), and k-nearest neighbors 
(KNN). The experimental results indicate that the cor-
rect classification rate (CCR) of the proposed method 
achieved 96.5%, while the CCR of the ANN and KNN 
methods reached an average of 89.5% and 91.68%. Only 
SVM achieved a comparable CCR of 95.93%. Thus, the 
proposed CNN classifier proves to be a feasible method 
for fast and accurate classification of apple fruits for har-
vesting or post-harvesting operations. The robustness of 
the presented model against different crop seasons, loca-
tions, fruit varieties, and capture equipment should also be 
demonstrated by further experimentation under different 
capture conditions. As future work, it will be interesting 
to verify the obtained results with large datasets using 

the most effective spectral intervals. Data augmentation 
techniques can be used to increase the amount of data 
to get more artificial samples, which could be useful for 
improving the performance and outcomes of deep learning 
models. Another line of research would be to develop a 
non-destructive method using other properties of the Fuji 
apples as features to estimate their stages of ripening.
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Table 10  Comparison of the 
correct classification rate (CCR) 
obtained by other works in 
the classification of ripening 
stage of different types of fruit 
using machine learning and 
hyperspectral data

Researchers Fruit type Method CCR (%)

Proposed method Fuji apple CNN 96.5%
Pourdarbani et al. (2020) Fuji apple Ensemble classifiers with MV 99.37%
Pourdarbani et al. (2020) Fuji apple Fully connected ANN 92.12%
Zhang et al. (2020) Fuji apple Least squares support vector machine 89.05%
Mulyani and Susanto (2017) Fuji apple Fuzzy logic 85.71%
Mazen and Nashat (2019) Banana ANN 97.75%
Wei et al. (2014) Persimmon Linear discriminant analysis (LDA) 95.30%
Gao et al. (2020) Strawberry CNN 98.6%
Indrabayu et al. (2019) Strawberry SVM 85%
Khodabakhshian and Emadi (2017) Pear Partial least square-discriminant analysis 

(PLS-DA)
87.86%
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