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Abstract
Although Artificial Intelligence can offer significant business benefits, many con-
sumers have negative perceptions of AI, leading to negative reactions when com-
panies act ethically and disclose its use. Based on the pervasive example of con-
tent creation (e.g., via tools like ChatGPT), this research examines the potential for 
human-AI collaboration to preserve consumers’ message credibility judgments and 
attitudes towards the company. The study compares two distinct forms of human-
AI collaboration, namely AI-supported human authorship and human-controlled 
AI authorship, with traditional human authorship or full automation. Building on 
the compensatory control theory and the algorithm aversion concept, the study 
evaluates whether disclosing a high human input share (without explicit control) or 
human control over AI (with lower human input share) can mitigate negative con-
sumer reactions. Moreover, this paper investigates the moderating role of consum-
ers’ perceived morality of companies’ AI use. Results from two experiments in dif-
ferent contexts reveal that human-AI collaboration can alleviate negative consumer 
responses, but only when the collaboration indicates human control over AI. Fur-
thermore, the effects of content authorship depend on consumers’ moral acceptance 
of a company’s AI use. AI authorship forms without human control lead to more 
negative consumer responses in case of low perceived morality (and no effects in 
case of high morality), whereas messages from AI with human control were not 
perceived differently to human authorship, irrespective of the morality level. These 
findings provide guidance for managers on how to effectively integrate human-AI 
collaboration into consumer-facing applications and advises to take consumers’ ethi-
cal concerns into account.

Keywords  Artificial intelligence · Human-AI collaboration · AI augmentation · AI 
ethics · Content creation · Algorithm aversion

JEL classification  C91 · L86 · M31 · O33

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s11846-024-00748-y&domain=pdf
http://orcid.org/0000-0002-1083-0388


	 M. Haupt et al.

1 3

1  Introduction

Artificial Intelligence (AI) currently reshapes business and marketing strategies 
as companies increasingly rely on the use of AI systems (Kanbach et al. 2023). 
Particularly AI-powered tools such as Chat GPT have seen tremendous interest 
as they are increasingly able to create compelling content that can barely be dis-
tinguished from human-authored texts (Köbis and Mossink 2021; Waddell 2018), 
and scholars identified content generation as a key application area of AI in mar-
keting, legal, finance and other business fields (Dwivedi et al. 2023; Graefe and 
Bohlken 2020; Kahnt 2019). Although more and more companies use AI, con-
sumers have a negative perception of AI and indicated rather an unwillingness to 
trust in AI. A recent survey from Salesforce among 11,000 consumers revealed 
that nearly three quarters of consumers (74%) are concerned about the unethical 
use of AI and only half of them are open to use AI to improve their experiences 
(Salesforce 2023). Scholars acknowledged this phenomenon in various stud-
ies and termed this negative perception of AI as algorithm aversion, which was 
observed even when algorithms were objectively outperforming humans (Burton 
et al. 2020; Castelo et al. 2019; Dietvorst et al. 2015, 2016; Yeomans et al. 2019). 
Reasons for this are that individuals are frightened that AI will attain too much 
power and get beyond human control (Alfonseca et al. 2021; Burton et al. 2020; 
Siau and Wang 2020). These negative perceptions are critical for companies that 
use AI at organizational frontlines (e.g., content creation for company websites), 
as transparent AI declaration will become a legal obligation in many countries in 
the near future (e.g., “EU AI Act”; European Parliament 2023). Thus, companies 
using AI-tools in consumer-facing applications are increasingly confronted with 
the question of how to integrate AI transparently without suffering from negative 
consumer responses.

There is a clear need for further research on this question. Research has started 
to investigate how to leverage the efficiency of AI while avoiding negative con-
sumer responses resulting from its use (Huang and Rust 2022; Zanzotto 2019). 
As human-AI collaboration seems particularly fruitful to this end, it has received 
increasing scholarly attention lately (Hassani et  al. 2020; Langer and Landers 
2021; Raftopoulos et  al. 2023; Zhou et  al. 2021). For example, this stream of 
research found that collaborative work between humans and AI increased trust in 
AI systems and managers’ perceptions of empowerment (i.e., the ability to adapt 
or change) (Schleith et al. 2022). Despite the growing body of research regarding 
human-AI collaboration in various fields, empirical studies regarding the use and 
declaration of human-AI collaboration at organizational frontlines remain scarce, 
particularly in the fields of management and marketing. This lack of empirical 
studies is surprising given the high potential to create efficiencies at the organi-
zational frontline and the high performance level of modern text-generating tools 
such as Chat GPT (Dwivedi et al. 2023) in combination with the challenges due 
to legislative requirements for AI transparency (European Parliament 2023). In 
addition, the little research from other fields (Waddell 2019; Wölker and Pow-
ell 2018) provides conflicting evidence on consumer responses to human-AI 
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collaboration. Overall, the question of how to transparently integrate AI at organ-
izational frontlines without suffering from negative consumer responses remains 
open.

Our study addresses this question and investigates consumer responses to human-
AI collaboration at organizational frontlines. Specifically, with a focus on content 
creation for company homepages, we use the concept of algorithm aversion (Bur-
ton et al. 2020) and compensatory control theory (Landau et al. 2015) to develop a 
conceptual model in which two forms of human-AI collaboration (i.e., AI-supported 
human authorship and human-controlled AI authorship; Bailer et  al. 2022) relate 
to consumers’ attitude towards the company mediated by message credibility. As 
the rising use of AI in management and marketing has sparked discussions on cor-
porate responsibility and consumers’ perceptions of morality of companies’ AI use 
(Cremer and Kasparov 2021; Hagendorff 2020; Siau and Wang 2020; Wirtz et al. 
2022), the conceptual model also includes possible moderator effects of consumer-
perceived morality of companies’ AI use. We test our conceptual model with data 
from two experimental studies executed with fictitious scenarios and company pro-
files on the platforms mTurk and Prolific.

Theoretically, this research contributes to a better understanding of human-AI 
collaboration effects for consumer-facing applications. Our results reveal that AI use 
at organizational frontlines does not generate negative consumer responses (relative 
to human authorship) when content creation by AI is controlled by humans or per-
ceived morality is high. With our findings, we add to the debate whether AI should 
augment or replace humans in management (Hassani et al. 2020; Huang and Rust 
2022) and offer insights for the new field of AI ethics and its links to marketing strat-
egy (Siau and Wang 2020). For managers, this research offers a solution to escape 
the dilemma between ethical (and upcoming legal) misconduct by hiding AI use and 
negative consumer reactions to transparent AI use. The findings provide them with a 
deeper understanding of consumer responses to company’s AI use, as well as action-
able guidance for the highly relevant question of how to manage human-AI collabo-
ration. By doing this, our research also addresses calls regarding the optimal design 
of human-AI joint workforces (Huang and Rust 2022; Zhou et al. 2021).

2 � Theoretical background and hypotheses development

2.1 � Performance and perceptions of AI

Related to consumer research, AI can be defined as “any machine that uses any kind 
of algorithm or statistical model to perform perceptual, cognitive, and conversa-
tional functions typical of the human mind” (Longoni et al. 2019, p. 630). Since its 
inception in the 1950s, AI has undergone remarkable development. Early years saw 
symbolic AI approaches, focusing on rule-based systems and expert systems. In the 
recent years, key technologies such as machine learning or neural networks revolu-
tionized AI applications in areas like natural language processing or image process-
ing (Davenport et  al. 2020; Hassani et  al. 2020). Parallel to other disciplines, the 
precision and effectiveness of AI in content creation is rapidly developing (Dwivedi 
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et  al. 2023). Quality and precision of AI are rising drastically and AI content is 
often not distinguishable from human-written content (Köbis and Mossink 2021). 
A recent meta-study from Graefe and Bohlken (2020) showed that AI-based texts 
achieved comparable evaluations to human-written texts in various studies—as long 
as content authorship was hidden. However, when the use of AI is transparent, con-
sumers were found to react differently.

2.2 � Transparent AI triggers algorithm aversion

When companies transparently declare their use of AI, scholars widely observed the 
phenomenon of algorithm aversion, that is consumers’ reluctance to use AI (com-
pared to humans) (Castelo et al. 2019; Dietvorst et al. 2015). This phenomenon was 
found in various instances, including product- and service-recommendations (Lon-
goni and Cian 2022; Wien and Peluso 2021), performance-related forecasts (Diet-
vorst et al. 2015), and financial advice (Önkal et al. 2009). A systematic literature 
review of Burton et  al. (2020) revealed that algorithm aversion has been consist-
ently documented since the 1950’s and can be attributed to several causes: Scholars 
asserted that humans rated AI generally as less trustworthy, less empathetic, and less 
competent (Chan-Olmsted 2019; Luo et al. 2019).

Moreover, an AI-driven digital agent (i.e., chatbot) was equally effective as 
a competent human sales agent in terms of conversion rates—but only as long as 
the chatbot’s identity was hidden. By disclosing the AI identity, the purchase rate 
dropped by over 75% because consumers perceived the chatbot as less knowledge-
able and less empathetic than a human salesperson (Luo et  al. 2019). Similarly, 
Castelo et  al. (2019) showed that consumers assume that AI is incapable to suc-
cessfully complete subjective tasks, leading to lower trust and reliance on AI. How-
ever, a recent study of Longoni and Cian (2022) showed that product and service 
attributes (i.e., hedonic or utilitarian contexts) determine whether people prefer AI 
or human advice, and thus act as a boundary condition for the algorithm aversion 
effect. Second, humans seemed to expect more perfect results from an AI than from 
a human, and seeing AI making a mistake led to lower confidence towards the AI 
and an AI rejection for further tasks (Dietvorst et al. 2015). Third, many processes 
of AI, such as machine learning, are hard to explain—even for their creators, and 
thus are often considered as inherently intransparent or as “black box” (Siau and 
Wang 2020). This deficit of understanding AI creates information asymmetries and 
fuels fears and distrust (Puntoni et al. 2021).

In line with these findings, algorithm aversion has also been found related to AI 
content creation. Individuals often assigned higher ratings regarding credibility, 
readability, or quality to human—(vs. AI-) generated content when authorship was 
transparent (Graefe and Bohlken 2020; Waddell 2018). Graefe and Bohlken (2020) 
showed that these ratings were even made regardless of the actual source. That 
means, despite an identical text, the assignment of an AI (vs. human) authorship 
systematically leads to more negative ratings.

Scholars consent that algorithm aversion seems to be mainly driven by a low sub-
jective source credibility of AI rather than a lack of objective AI quality (Graefe and 
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Bohlken 2020; Luo et al. 2019). Essentially, source credibility could be defined as 
“qualities of an information source which cause what it says to be believable” (West 
1994, p. 159). According to the source credibility theory (Hovland et al. 1953), indi-
viduals are more likely to be persuaded when the source is evaluated as credible 
(i.e., expertful and trustworthy). Manifold studies throughout the last decades sup-
port this proposition (for an overview, see Ismagilova et al. (2020)). More (vs. less) 
credible sources were found to create favorable outcomes including enhanced mes-
sage evaluations, attitudes, and behavioral intentions. For instance, high source cred-
ibility leads to higher brand trust or purchase intentions (Harmon and Coney 1982; 
Luo et  al. 2019; Ohanian 1990; Visentin et  al. 2019). Moreover, source credibil-
ity significantly increases message credibility perceptions (Ismagilova et  al. 2020; 
Visentin et al. 2019) and thus, even the same content could be perceived differently 
due to different sources. Essentially, message credibility refers to “an individual’s 
judgment of the veracity of the content of communication” (Appelman and Sundar 
2016, p. 63).

While most studies provided evidence for the phenomenon of algorithm aver-
sion (see Graefe and Bohlken 2020), some studies found no effect or even a positive 
effect of AI authorship on perceived content credibility, e.g., in sports news (Wölker 
and Powell 2018). Thus, although algorithm aversion dominates human perceptions 
of AI, the effect was not fully consistent throughout content topics or AI tasks.

2.3 � Transparent AI triggers perceived loss of control

In addition to that, many people fear that AI could take over control in several 
domains or threaten human jobs (Huang and Rust 2022). These feelings are not 
unjustified. When AI takes over a task, it often replaces human intelligence and 
inevitably takes away human control and jobs as a long-term consequence (e.g., 
autonomous cars replace taxi drivers (Frey and Osborne 2017; Huang and Rust 
2022; Osburg et  al. 2022) or AI agents replace journalists (Yerushalmy 2023)). 
Scholars consent that already “the mere recognition of AI’s capability to act as a 
substitute for human labor can be psychologically threatening” (Puntoni et al. 2021, 
p. 140).

The desire for control is an essential human need and refers to people’s desire 
to be able to manage processes and outcomes of events in life (Burton et al. 2020; 
Chen et al. 2017; Puntoni et al. 2021). Herein, control refers to the ability to influ-
ence outcomes in one’s environment (Skinner 1996). When this need for control is 
threatened or remains unmet, people experience negative affect, including discom-
fort, frustration, demotivation, and helplessness, and respond with negative behavior 
such as moral outrage or reactance (Chen et al. 2017; Landau et al. 2015; Puntoni 
et  al. 2021). Furthermore, according to the compensatory control theory (Landau 
et  al. 2015), individuals who experience a reduced level of control respond with 
compensatory strategies to restore their perceived control. As traditional strat-
egy, people bolster their personal agency, which is their belief that they possess 
the resources needed to perform a specific action (Langer 1975). According to a 
recent literature review of Cutright and Wu (2023), perceptions of low control shape 
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consumers’ behavior either by motivating them to look for a sense of control and 
order in their consumption environment; or by motivating them to use consumption 
as a function to regain control. A growing body of literature examines that product 
acquisition could satisfy consumers’ need for control (Billore and Anisimova 2021; 
Chen et al. 2017; Cutright and Wu 2023).

When it comes to content marketing, consumers might fear that AI becomes so 
sophisticated that they will not be able to distinguish an AI from a human author 
(which would be supported by research results like the study from Köbis and Mos-
sink 2021), resulting in a lack of control over the message provider. This, in turn, 
creates the fear that companies might use AI and manipulate consumers’ activities 
and perceptions (Jobin et al. 2019). For instance, consumers feel uncertain whether 
a content is genuine human or not—and who controls it (Graefe and Bohlken 2020).

People do not only rely on themselves but also on other humans to restore control. 
Therefore, a further strategy mentioned in the compensatory control theory is the 
so-called secondary control, which is a person’s belief to have access to an external 
agent who possesses a desired or needed ability (Landau et al. 2015). That means, 
a person or institution outside of one’s self can influence personally important out-
comes and increase the chances to achieve one’s goals (Friesen et  al. 2014; Kay 
et al. 2008; Landau et al. 2015). Scholars showed that when people feel a lack of 
control, they rely stronger on other entities which provide clear rules and structures 
and thus satisfy their desire for order and control (Friesen et  al. 2014; Kay et  al. 
2008). For instance, individuals were more supportive of hierarchies in the work-
place (and favored hierarchy-enhancing jobs) when their sense of control was threat-
ened (Friesen et al. 2014). Similarly, a study with people from 67 nations showed 
that lower perceived control is strongly correlated with higher support of govern-
mental control (Kay et al. 2008). We adopted this concept of secondary control to 
our research design as control is exerted by the external agent—the human author.

2.4 � Human‑AI collaboration as possible escape to negative consumer responses 
to AI

One possible, but under-researched, solution to mitigate the negative consequences 
of AI use at organizational frontlines lies in the collaboration of humans and AI, 
meaning that “AI systems work jointly with humans like teammates or partners to 
solve problems” (Lai et al. 2021, p. 390). For various management and marketing 
tasks, scholars consent that AI and humans could collaborate in manifold ways to 
use the respective strengths of humans and AI (Huang and Rust 2022; Raftopoulos 
et  al. 2023; Zhou et  al. 2021). For instance, human-AI collaboration can support 
healthcare professionals (Lai et al. 2021), general management (Sowa et al. 2021), 
or data scientists (Wang et al. 2022). Humans could collaborate with AI in adver-
tising (Vakratsas and Wang 2021), marketing planning and strategy (Ameen et al. 
2022), or jointly deliver customer service (Wirtz et  al. 2018). AI could also aug-
ment salespersons’ capabilities in every stage of the sales process (Davenport et al. 
2020; Paschen et al. 2020). For example, AI could detect unmentioned complaints 
with the help of automated customer’s voice analysis and a human salesperson could 
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follow up on this (Davenport et  al. 2020); AI could predict leads and personalize 
content, whereas the human could verify leads and link them to the business con-
text (Paschen et al. 2020); and AI could support user experience evaluations (e.g., 
by identifying issues in usability test videos) to enhance user engagement and sales 
(Fan et al. 2022). Table 1 offers an overview of relevant conceptual and empirical 
research regarding human-AI collaboration.

Human-AI collaboration can be designed in different ways on the continuum 
between the end-points of a sole human actor and sole AI. Following Huang and 
Rust’s (2022) framework of collaborative AI, human-AI collaboration regularly fol-
lows a stepwise pattern: Due to the permanent development of AI, AI starts as aug-
mentation and support for humans, and later could replace humans and fulfill the 
task autonomously. However, in between support and replacement, several scholars 
acknowledge that AI might perform the task under the surveillance and control of a 
human (Longoni et al. 2019; Nyholm 2022; Osburg et al. 2022). Related to content 
creation, Bailer et  al. (2022) distinguish between AI-supported human authorship 
(i.e., labeled as “AI in the loop of human intelligence “) versus AI task take-over 
with human control (i.e., labeled as “human in the loop of AI”).

Although scholars have acknowledged these different collaboration formats, 
research currently lacks empirical evidence regarding the impact of these different 
forms of collaboration between humans and AI on consumer responses. In general, 
scholars suggest that AI is more effective when it augments (vs. replaces) human 
marketing managers (Davenport et al. 2020), as the cooperation will lead to higher 
value and competitive advantage compared to human replacement, e.g., in educa-
tion, medicine, business, science and others (Paschen et al. 2020; Zhou et al. 2021). 
Several studies from diverse fields showed that integrating humans into AI tasks is 
reducing their initial algorithm aversion (Burton et al. 2020; Dietvorst et al. 2016; 
Tobia et al. 2021). Moreover, empirical evidence showed that engaging in collabora-
tive tasks with an AI-driven robot increased consumers’ rapport, cooperation, and 
engagement levels (Seo et al. 2018).

An analysis of human-AI collaboration effects in content marketing is missing. 
However, scholars in the related field of journalism and news production have started 
to evaluate this and labeled it “hybrid” or “tandem” authorship. Several authors draw 
optimistic scenarios where AI could be integrated into journalistic work, and AI and 
journalists could reach a state of cooperation instead of cannibalization (Graefe and 
Bohlken 2020; Graefe et al. 2016; Wölker and Powell 2018). Supporting that, Wad-
dell (2019) asserts pragmatically that many current AI systems in journalism still 
need some human input anyhow, therefore mentioning both human and AI as coop-
erative authors is recommended. Empirically, Wölker and Powell (2018) show that 
a human-AI collaboration for largely standardized sports and finance reports is per-
ceived as an equally credible source as a human author, and the collaboration did not 
lead to lower news selection. These scholars assume that this might be rooted either 
in the perception of an AI as a more objective author or in initially low expecta-
tions toward AI authorship. In sum, empirical evidence generally supports positive 
impacts of human-AI collaboration, but specific insights about the effects of differ-
ent collaboration forms are missing. Therefore, the question of how algorithm aver-
sion can best be escaped when declaring AI use remains unanswered.
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2.4.1 � The relationship between different forms of human‑AI collaboration, message 
credibility, and attitude towards the company

Scholars acknowledge that human-AI collaboration can be evaluated based on dif-
ferent schemes. As cues for the message credibility evaluation, people could either 
focus on whether human or AI provided the major part of input, or the level of per-
ceived human authority and control over AI (Burton et  al. 2020; Dietvorst et  al. 
2016). A traditional criterion to evaluate content of two authors is to base the deci-
sion on the particular workload or input each author provided. For instance, in aca-
demic content with cooperative authorship, the authorship order reflects the level of 
contribution and input share (Newman and Jones 2006). Given the tendency of peo-
ple’s algorithm aversion (Longoni et al. 2019; Luo et al. 2019), higher input share of 
a human (AI) author is expected to be perceived as more positive (negative). Thus, a 
higher level of AI input share is expected to reduce message credibility evaluations 
because people generally rate AI as a less credible source (Luo et al. 2019).

Next to this, people could also evaluate a human-AI collaboration based on the 
perceived level of human authority and control over AI in the content creation pro-
cess. As mentioned above (see 2.2), the use of AI as an autonomous system deprives 
people’s sense of control over processes and outcomes (Huang and Rust 2022; 
Osburg et al. 2022). To counteract this, humans act as supervisors in many processes 
where AI is used. For instance, humans supervise AI’s (semi-)autonomous steer-
ing of a car, or a human doctor controls AI’s medical advice (Longoni et al. 2019; 
Osburg et al. 2022).

Related to AI authorship in content creation, it is practically impossible for the 
readers to influence who writes the text or to verify the content’s truthfulness (i.e., 
objectivity and honesty) (Waddell 2019). Instead, the reader has to rely on second-
ary control whenever possible—for instance to trust a human co-author or editor and 
to hand over the control or verification of the content to them.

In general, the desire to have or restore control over one’s environment was found 
to be an innate human need and a quite strong motivator. For instance, when peo-
ple’s feeling of control is impaired, they react with strongly negative affect including 
anger, moral outrage, or reactance (Puntoni et al. 2021). Longoni et al. (2019) find 
that people’s resistance to use medical AI could be alleviated when AI supported a 
human who makes the final decision (i.e., is in control) instead of a sole AI service 
provision. These results support the effectiveness of the form “human-controlled AI 
authorship”.

In contrast, a high human share of input (as indicated in the form “AI-supported 
human authorship”) is expected to be a less clear and powerful cue for the evalua-
tion of message credibility. Particularly when the human input is not clearly visible 
and distinguishable from AI input (e.g., as mainly given in human-AI collabora-
tive cases), people perceive a higher level of machine agency compared to human 
agency, and thus a lack of authority (Sundar 2020). Moreover, without human con-
trol, individuals might perceive an increased risk of incorrect information (or action) 
from AI’s input as no hierarchies and control functions are sought to be in place 
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(Osburg et al. 2022). Thus, human control over AI is thought to have a stronger posi-
tive influence on message credibility perceptions than human input share. In particu-
lar, when human control is not specified, a high level of human input is not expected 
to reduce the negative impact of AI authorship (vs. a sole human authored mes-
sage). However, when human control is stated, the perception of secondary control 
can mitigate the negative impact of AI authorship even with less human input. We 
hypothesize:

H1a  AI-supported human authorship (vs. human authorship) leads to lower mes-
sage credibility evaluations.

H1b  Human-controlled AI authorship (vs. human authorship) does not lead to dif-
ferent message credibility evaluations.

Following persuasion research, message credibility affects how people make 
subsequent judgments about the message-sending institution, such as compa-
nies or news agencies (Hovland et al. 1953). In particular, credible messages were 
found to increase consumers’ trust and attitudes towards the message sender, and 
favorable behavioral intentions, including information adoption or purchase inten-
tions (Ismagilova et al. 2020; Wölker and Powell 2018). Thereby, a positive attitude 
towards the company refers to a readers’ positive impression of the company, its 
reputation, or image (Darke et al. 2008). We posit:

H2  Stronger perceptions of message credibility lead to more positive attitudes 
towards the company.

2.5 � The moderating role of morality of AI use

Due to the increasing popularity of AI technologies, AI has gained a substantial 
impact on humans and society (Hagendorff 2020). Despite undoubted improve-
ments for service quality and customer experience, AI technologies also pose 
moral threats, such as issues of fairness, ethical misconduct, or consumer pri-
vacy (Puntoni et  al. 2021). As a response, the new field of AI ethics as part of 
applied ethics gains relevance and momentum (Hagendorff 2020; Siau and Wang 
2020). As overarching goals, AI ethics should promote benefits for humans, 
foster moral behavior to enhance social good (“beneficence”), and prevent any 
harmful consequences (“non-maleficence”) (Hermann 2022; Jobin et  al. 2019). 
As many consumers were found to have moral concerns and reservations toward 
AI, discussions about the morality of companies’ AI use are ongoing in differ-
ent domains and consider multiple facets (Siau and Wang 2020). Popular moral 
concerns are the lack of AI control, non-transparent AI processes (“black box”), 
discrimination, or low reliability of AI-created information (Jobin et  al. 2019; 
Puntoni et  al. 2021; Rai 2020). Furthermore, scholars acknowledged possible 
morality issues when AI is integrated in consumer-facing applications because 
it could reduce consumer autonomy (Libai et  al. 2020) and might be a highly 
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manipulative system that could cause or support addictive user behavior (Daza 
and Ilozumba 2022; Hermann 2022). For example, AI could foster exhaustive 
social media usage through hyper-personalization and optimization of preferred 
content and ads, which increases marketing effectiveness but is also detrimental 
to public health (e.g., causing depression or anxiety) (Daza and Ilozumba 2022). 
Finally, a recent study warned that the increased use of ChatGPT or related AI-
driven technologies is supposed to create immense ethical issues, including a 
rising level of disinformation due to automated fake news, massive low-quality 
content creation, and a more indirect communication between stakeholders in the 
society (Illia et al. 2023).

Nevertheless, the strength of these moral concerns related to AI technologies 
varies from person to person. In particular, some people were found to have a 
high technological affinity and are less worried about morality issues or pos-
sible downsides of AI use (Parasuraman and Colby 2015; Puntoni et  al. 2021). 
These individuals might mainly focus on the innovativeness of AI and have little 
concerns about moral violations related to their privacy or freedom in decision-
making. In contrast, other consumers perceive a high risk and rather distrust AI. 
This group is more likely to believe that AI is employed to deceive them or take 
over control (Burton et al. 2020; Parasuraman and Colby 2015). In general, moral 
judgements were found to influence consumers’ perceptions and behavior (Finkel 
and Krämer 2022; Schermerhorn 2002; Siau and Wang 2020). Research showed 
that perception of (non-) ethical behavior of a company is an important factor 
during the purchase decision process. Individuals rewarded a company’s ethical 
behavior by showing a higher willingness to purchase and by paying higher prices 
for products (Creyer and Ross 1997). Moreover, a recent study in the related field 
of humanoid robots revealed that consumers’ morality perceptions positively 
influenced robot credibility attributions (Finkel and Krämer 2022). Similarly, 
related to video news, positive morality judgments were found to lead to higher 
message credibility (Nelson and Park 2015).

Building on these results, we expect that moral judgements will influence mes-
sage credibility perceptions and downstream attitudes and behaviors. In particular, 
we focus on perceived morality of AI use, which relates to consumers’ evaluation 
of how morally acceptable a company’s AI use is to them. When people perceive 
companies’ AI use as immoral (i.e. low morality), the use and declaration of author-
ship forms with AI involvement (i.e., AI or human-AI collaborative authorships) is 
sought to harm message credibility perceptions. In contrast, when people perceive 
companies’ AI use as morally acceptable (i.e., high morality), the actual use of 
AI as sole author or co-author should not be an ethical issue. As these consumers 
exhibit lower moral objections to this kind of AI use, AI should also be perceived as 
a credible (co-)author, similar to a traditional human author (Creyer and Ross 1997). 
Therefore, high morality perceptions are expected to delete the negative effects of 
authorships on message credibility where AI is involved. Thus, we hypothesize:

H3  Perceived morality of AI use moderates the relationship between authorship type 
and message credibility: In case of low perceived morality of AI use, message cred-
ibility is lower for authorships where AI is involved than for human authorship, and 
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there is no difference in message credibility across authorship types when perceived 
morality of AI use is high.

Figure 1 depicts the conceptual model. 

3 � Study 1

3.1 � Participants and procedure

To examine the proposed causal relationships, we created an experiment and embedded 
it into an online survey (Hulland et al. 2018). In exchange for a small compensation ($ 
0.75), participants (with a 95% approval rate in former tasks) were recruited from the 
platform Prolific. Prolific is one of the largest online platforms with over 130,000 par-
ticipants and widely used in management research to conduct surveys or experiments. 
These platforms generally reach a more diverse population than traditional sampling 
methods and allow a quite rapid and inexpensive data collection (Gosling and Mason 
2015). In a large comparative study with six major research platforms and panels, Peer 
et al. (2022) confirmed the data quality of Prolific for academic research. To control 
for possible effects from a respondent’s country of origin, we recruited participants 
with English as native language from the U.S. and UK. These countries were chosen 
as many AI-related studies are based on one of these Western countries and the pool of 
respondents was large enough to ensure a variety of participants (Fig. 1).

After excluding participants who failed the attention check (i.e., “If you read 
this, please press button 4”), the final sample consisted of 243 participants (54.3% 
female, Mage = 35 years, SDage = 18.29). As scenario, respondents were exposed to a 
product information website (i.e., depicting information about a jeans) from a ficti-
tious clothing company (see Fig. 4 in the appendix). We used a simulated company 
name and website to exclude possibly confounding effects due to prior consumer 
experiences or attachments with a real brand. Moreover, the jeans scenario was cho-
sen as it represents a common product in the field of consumer goods and does not 
tend to be a gender-specific product.

Fig. 1.   Conceptual model



1 3

Consumer responses to human‑AI collaboration at organizational…

To design the scenario content, we have reviewed the design of leading online 
clothing companies (based on the ranking of the top e-commerce stores in the fash-
ion industry based on revenue in 2022; ECDB 2023). We have included the most-
common features of these websites to create a realistic appearance. Moreover, we 
conducted a pre-test with ten consumers who are experienced in fashion online 
shopping. They confirmed that the website created resembles those of common 
clothing companies.

The website was equal across all conditions, except for the author label. Respond-
ents were randomly assigned to one of four experimental conditions, and read one 
of the following author descriptions: The text was created by (1) a human author 
(label: “Written by Mary Smith”), (2) AI-supported human authorship (label: “Writ-
ten by Mary Smith supported by Artificial Intelligence”), (3) a human-controlled AI 
authorship (label: “Generated by Artificial Intelligence controlled by Mary Smith”, 
(4) an AI author (label: “Generated by Artificial Intelligence”). The author labels 
were deliberately presented without further details about the form of support or con-
trol. A pre-test with seven qualitative interviews with business managers confirmed 
that managers would label the human-AI collaboration form without any further 
information. Therefore, the labels used could represent a likely business practice. 
Moreover, the managers acknowledged that human control refers to a final check of 
content veracity and indicates human responsibility. In contrast, AI support (for a 
human) indicates that AI helps with tasks such as text refinement, correct grammar, 
and spelling. In sum, these results support the theoretical operationalization of the 
two labels (see chapter 2.2).

After seeing the respective scenario, participants were asked to rate their 
perceived message credibility (Appelman and Sundar 2016; Obermiller et  al. 
2005) with four items on a 7-point Likert scale (from 1 = “strongly disagree” to 
7 = “strongly agree”). Furthermore, three items were used to assess respondents’ 
attitude towards the company (Darke et al. 2008). Next, we integrated an attention 
check item and evaluated the case realism with two items from Wagner et al. (2009), 
namely, “I believe that the described situation could happen in real life” and “I could 
imagine reading a text like the one presented earlier in real life” (α = 0.86; M: 5.26, 
SD: 1.46). Finally, we asked for participants’ age, gender, and education. No signifi-
cant differences were found between the author groups regarding these three control 
variables (each p > 0.1), suggesting a successful randomization. All psychometric 
measures were above the recommended levels (see Table  2), indicating construct 
reliability and validity (Hulland et al. 2018).

As manipulation check, respondents were asked to estimate the share of human 
versus AI input. Figure 2 illustrates the means, reflecting the expected order. Results 
of an ANOVA comparing the four author types showed that people perceived that 
writing shares differ between the author types (F(3,239) = 89.24, p < 0.001). Post-
hoc tests (Bonferroni) showed that all author groups were perceived significantly 
different from each other (each p < 0.001)—except for one. The difference between 
sole AI authorship and AI controlled by human were not different (p = 0.13).

Moreover, to evaluate the effect of authorship types on perceptions of human 
control over AI, respondents had to indicate “who had the final responsibility for 
the text”, ranging from 1 = AI to 9 = Human) (see Fig.  2). For the ANOVA, the 
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homogeneity of variances was not given (Levene’s F = 11.14, p < 0.001). To ade-
quately control for this, we used the recommended Welch test and Games-Howell 
post-hoc tests (Tomarken and Serlin 1986). Results revealed significant differences 

Table 2   Scale items and statistics

Construct name and items Standardized 
loadings

Study 1 Study 2

Message Credibility (Study 1/Study 2: α = .88/.91; CR = .88/.86; AVE = .65/.61)
This text …

  … is generally truthful 0.75 0.75
  … leaves one feeling accurately informed 0.79 0.74
  … is believable 0.84 0.85
  … is authentic 0.83 0.77

Attitude towards the company (Study 1/Study 2: α = .95/.89; CR = .92/.85; AVE = .79/.66)
  This company is a good company 0.88 0.85
  This company is a nice company 0.90 0.84
  I like the company 0.89 0.74

Morality of AI use (Study 2: α = .93; CR = .93; AVE = .77)
Companies using artificial intelligence (AI) in marketing texts are…

  Cruel (1) versus Kind-hearted (7) 0.88
  Immoral (1) versus Moral (7) 0.90
  Uncaring (1) versus Caring (7) 0.83
  Unethical (1) versus Ethical (7) 0.89

Fig. 2   Study 1 Consumers’ perceptions of Share of Input and Level of Control. Scale ranging from 1 = AI 
to 9 = Human
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between the groups (FWelch (3,131.41) = 13.80, p < 0.001). Human control was high-
est in the case of sole human authorship as no AI was involved, followed by the 
human-controlled AI authorship and the AI-supported human authorship. Obvi-
ously, the lowest level of human control was assigned for sole AI authorship. Post-
hoc tests (Games-Howell) showed that human control over AI was significantly 
higher for human authorship versus AI-supported human authorship or AI (each 
p < 0.001), but not significantly different from the human-controlled AI authorship 
(p = 0.25).

3.2 � Results

To test H1 and H2 in one comprehensive model, we ran a mediation model (PRO-
CESS model 4 with 5,000 bootstrapped samples and 95% CI’s (Hayes 2018)). The 
author types were the multicategorical independent variable, message credibility 
was the mediator, attitude towards the company was the outcome variable, and age, 
and gender, education, and country of origin were covariates. Related to the author 
types, the human author was selected as base case to meet the perceptions and atti-
tudes that were given before AI integration. Compared to a human-authored mes-
sage, respondents perceived an AI author (b =  − 0.45, p < 0.05) and an AI-supported 
human author (b =  − 0.71, p < 0.005) as significantly less credible. In contrast, a 
human-controlled AI author was not perceived significantly different (p = 0.21). All 
covariates had no significant impact on message credibility (each p > 0.1). Thus, 
H1a and H1b could be supported.

In turn, message credibility had a significant impact on attitude towards the com-
pany (b = 0.70, p < 0.001)—supporting H2.

The total effects of authorship types on attitude towards the company were sig-
nificantly negative for AI authorship (b =  − 0.54, p < 0.05) and for the human author 
supported by AI (b =  − 0.57, p < 0.05), but not significant for a human-controlled AI 
author (p = 0.15). Notably, no direct effects of authorship type on attitude towards 
the company were significant (each p > 0.1), indicating a full mediation for the for-
mer two author types. Regarding the covariates, no covariate had a total effect on 
attitude towards the company (each p > 0.1).

In sum, both an AI authorship and an AI-supported human authorship have nega-
tive effects on readers’ attitude towards the company, mediated by lower message 
credibility perceptions—whereas a human-controlled AI authorship had not such a 
negative effect (vs. a human author).

4 � Study 2

Study 2 aimed to validate the results of Study 1 in another business-related context. 
In particular, a company’s vision statement was chosen as a highly relevant message 
expressing company values and targets. Furthermore, Study 2 assessed the moderat-
ing effects of morality of AI use (H3) on message and company evaluations.
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4.1 � Participants and procedure

In exchange for a monetary compensation ($ 0.75), participants from the U.S. were 
recruited via Amazon mTurk, and randomly assigned to one of the conditions in the 
4 (author: human vs. human supported by AI vs. AI controlled by human vs. AI) × 2 
(industry: kitchen vs. clothing) between-subjects design. We chose mTurk as one of 
the most prominent online platforms for social science and management research 
to alter the platform used in study 1 and therefore control for possible confounding 
effects. Respondents had to surpass 95% completion rate of former tasks and iden-
tify English as their native language.

After excluding respondents who failed the attention check or the correct rec-
ognition of the author(s), the final dataset consisted of n = 217 respondents (46.5% 
females, Mage = 38 years, SD = 11.37, with an equal or higher than 95% former tasks 
approval ratio). We altered the industry to control for possible effects due to a more 
technical or emotional business. Results of two independent samples t-tests showed 
that the industry type did not influence message credibility (p = 0.31), but the mes-
sage from the fashion industry was rated marginally more positive than from the 
kitchen industry (MFashion: 5.59, SD: 1.66, MKitchen: 5.26, SD: 1.38, t(215) =  − 1.86, 
p < 0.1).

After accessing the survey, respondents were asked to read a fictitious scenario 
regarding a company’s vision statement that was presented on a website (see Fig. 5 
in the appendix). Again, we simulated the stimuli to exclude possible confounding 
effects (as in study 1). To design this scenario, we compared elements from sev-
eral large e-commerce companies from the furniture and fashion industry (ECDB 
Furniture 2023, ECDB Fashion 2023). As in study 1, a pre-test with ten respond-
ents confirmed that the design of the fictitious website is likely to be realistic for a 
kitchen or fashion company. We used a vision statement as context as it represents a 
relevant business message and a common online content of many companies. While 
holding the text equal across the groups, we altered the author types and the indus-
try of the respective company. As measures, participants’ perceptions about mes-
sage credibility, and attitude towards the company were assessed using the same 
items as in Study 1. Additionally, perceived morality of companies’ AI use to create 
marketing content was evaluated with a 4-item 7-point semantic differential (Olson 
et al. 2016). Finally, respondents entered their age, gender, and education. All items 
and factor loadings are shown in Table 2. All psychometric measures were above 
the recommended levels (see Table  2), suggesting construct reliability and valid-
ity (Hulland et al. 2018). Moreover, the experiment groups presented no significant 
differences regarding the control variables (each p > 0.1), suggesting a successful 
randomization.

As manipulation check, readers of the different author groups had to evaluate the 
human (vs. AI) share of input. We used the Welch test and Games-Howell post-hoc 
tests because the assumption of homogeneity of variances was violated. The per-
ceived share of human or AI-input differed significantly across the groups (FWelch 
(3,114.63) = 180.67, p < 0.001). Post-hoc tests (Games-Howell) showed that all 
groups are significantly different from each other (p < 0.05). As expected, people in 
the human author scenario perceived the highest share of human-input (M: 8.29, 
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SD: 1.32), followed by the AI-supported human authorship (M: 4.42; SD: 2.06) and 
the human-controlled AI author (M: 3.39, SD: 1.88), and perceived the lowest share 
of human authorship in the AI authorship scenario (M: 2.11; SD: 1.39). Regarding 
human control over AI (i.e., “who had the final responsibility for the text”, rang-
ing from 1 = AI to 9 = Human), results were again significantly different between the 
groups (FWelch(3,105.34) = 23.92, p < 0.001). Human control was highest in the case 
of sole human authorship as no AI was involved, followed by human-controlled AI 
authorship, the AI-supported human authorship, and was least for sole AI author-
ship. Post-hoc tests (Games-Howell) showed that human control over AI was sig-
nificantly higher for human authorship vs. AI-supported human authorship or vs. AI 
(each p < 0.001), but not significantly different from a human-controlled AI author-
ship (p = 0.62).

Scenario realism was assessed with two items from Study 1. Again, all scenarios 
were perceived as realistic (α = 0.81; M: 5.97, SD: 1.00), and realism scores did not 
differ between the author groups (p > 0.1). Respondents confirmed that they “want 
to know about the use of AI” (M: 5.34, SD: 1.48 on a 7-point scale). Furthermore, 
the call for transparency (European Parliament 2023; Jobin et  al. 2019) was also 
reflected, as respondents agreed that “companies should be obliged to disclose the 
use of AI” (M: 5.18, SD: 1.59). On average, people seem to perceive companies’ AI 
usage as morally rather acceptable (M: 5.00, SD: 1.36), and this perception did not 
differ among the authorship groups (p > 0.1).

4.2 � Results

To assess the hypothesized effects of the authors on message credibility (H1) and 
subsequently on attitude towards the company (H2), and the moderating effect of 
morality (H3) in one comprehensive model, we used a moderated mediation analy-
sis with PROCESS (model 8 with 5,000 bootstrapped samples and 95% CIs (Hayes 
2018)) based on the same setup as in Study 1. As moderator, we included morality 
of AI use, and we controlled for age, gender, and industry type. Table 3 illustrates 
the results.

Respondents rated the text of sole AI authorship as significantly less credible 
than a (sole) human-authored text (b =  − 2.95, p < 0.005). Again, the collaborative 
authorships were perceived differently: A text from human-controlled AI authorship 
was not significantly different from a human authorship (p = 0.65), but a text from an 
AI-supported human authorship was rated significantly worse (b =  − 1.73, p < 0.05). 
Thus, although consumers acknowledged that the latter form contains a higher share 
of human input, this version was rated less credible than a collaboration format with 
less human input (but human control). The covariates age, gender, industry type, and 
education had no impact on message credibility (p > 0.1).

In turn, message credibility had a significant impact on attitude towards the com-
pany (b = 0.70, p < 0.001). None of the author types had a direct impact on atti-
tude towards the company (each p > 0.1, see Table 3), indicating a full mediation 
via message credibility. Attitudes towards the company were not influenced by age, 
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gender, or education (each p > 0.1), while the fashion industry (vs. kitchen) margin-
ally increased the attitudinal evaluations (b = 0.21, p < 0.1).

In sum, these results support H1 (a and b) and H2 again. Perceptions of human 
control over AI were found to be more relevant than share of human input when 
evaluating message credibility. In particular, human-AI collaboration including 
explicit human control was found to be equally credible as a sole human author-
ship, whereas the collaboration with higher human input but without such a human 
control (i.e., AI-supported human author) was rated as less credible. Thus, in a col-
laborative setting, people were found to be rather insensitive to human input, but 
sensitive to human control over AI (H1). In turn, stronger message credibility led to 
more favorable attitudes towards the company (H2).

Table 3   Study 2. Conditional process model for message credibility as mediator, morality of AI use as 
moderator, and attitude towards the company as outcome

Conditional indirect effect(s) of X (author types) on Y (attitude towards the company) at values of the 
moderator (M−1SD, M, M+1SD). Bootstrap 95 percent confidence intervals for conditional indirect 
effects. †p < .1, *p < .05, **p < .01, ***p < .001, M mean, SD Standard deviation, n.s. not significant

Mediator Outcome

Message credibility Attitude towards the company

b t b t

X1: Human supported by AI versus Human − 1.72 − 2.07* − 0.48 − 0.71n.s

X2: AI controlled by Human versus Human 0.39 0.47n.s − 0.71 − 1.07n.s

X3: AI versus Human − 2.93 − 3.33** − 0.01 − 0.01n.s

W: Morality of AI use 0.40 3.22** − 0.03 − 0.26n.s

M: Message credibility − − 0.70 12.48***
X1*W 0.22 1.35n.s 0.06 0.44n.s

X2*W − 0.12 − 0.75n.s 0.12 0.90n.s

X3*W 0.42 2.38* − 0.01 − 0.07n.s

COV: Age 0.01 0.80n.s − 0.00 − 0.50n.s

COV: Gender − 0.13 − 0.91n.s 0.00 0.02n.s

COV: Industry type 0.12 0.79n.s 0.20 1.70

Morality b Lower Upper

X1: Human supported by AI versus Human 3.67 − 0.64 − 1.19 − 0.09
5.02 − 0.43 − 0.73 − 0.15
6.37 − 0.23 − 0.53 0.06

X2: AI controlled by Human versus Human 3.67 − 0.03 − 0.59 0.43
5.02 − 0.15 − 0.42 0.11
6.37 − 0.26 − 0.54 0.03

X3: AI versus Human 3.67 − 0.96 − 1.47 − 0.47
5.02 − 0.56 − 0.86 − 0.27
6.37 − 0.16 − 0.47 0.17†
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Regarding the hypothesized moderating effects (H3), the interaction of AI 
authorship (vs. human) × morality was significant (b = 0.43, p < 0.05), while inter-
actions of the collaborative author types (vs. human) × morality were not signifi-
cant (each p > 0.1). Yet, the conditional indirect effects of the authorships on mes-
sage credibility offer a more detailed picture. In case of a low (i.e., M−1SD: 3.67) 
or medium (M: 5.02) perceived morality of AI use, messages from AI and the 
human authorship supported by AI were perceived as less credible (low moral-
ity: bAI: − 1.38, p < 0.001, bHuman supported by AI: − 0.92, p < 0.005; medium morality: 
bAI: − 0.81, p < 0.001, bHuman supported by AI: − 0.62, p < 0.005). Yet, in case of a high 
perceived morality (i.e., M+1SD: 6.37), these negative effects on message cred-
ibility vanished (high morality: pAI = 0.53, pHuman supported by AI = 0.30). In contrast, 
messages from AI controlled by human did not lead to lower message credibility 
irrespective of the level of perceived morality (each p > 0.1). Thus, even for indi-
viduals with lower perceptions of morality, the use of AI is not leading to lower 
credibility perceptions as long as AI is controlled by a human.

Similarly, indirect effects of the author types on attitude towards the company 
via message credibility were significantly negative for the AI authorship and the 
human author supported by AI in case of low and medium morality perceptions; 
and not significant in case of high morality perceptions (see Table 3). These indi-
rect effects were all insignificant for the AI author controlled by human. Despite 
this clear pattern, the index of moderated mediation was only significant for the 
AI authorship (index = 0.30 [0.07; 0.53]). Finally, it should be noted that moral-
ity had an impact on message credibility (b = 0.40, p < 0.005), but it had no direct 
effect on consumers’ attitude towards the company (p = 0.80). In sum, H3 could 
be supported for the AI authorship as less credible author type. More generally, 
perceiving a company’s AI use as immoral leads to a stronger credibility devalua-
tion of the author types which lack human control (i.e., AI and Human supported 
by AI)—whereas this was not the case when AI authorship is controlled by a 

Fig. 3   Study 2 Influence of morality of AI use on relationship between authors and message credibility. 
Values represent estimated marginal means, with age, gender and industry as covariates. Morality of AI 
levels are: low (M−1SD: 3.67), medium (M: 5.02), and high (M+1SD: 6.37)
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human. Furthermore, perceiving a company’s AI use as morally acceptable elimi-
nates this effect and consumers accept all author forms of authorships as credible 
authors (see Fig. 3).

5 � Discussion

This study centers on human-AI collaboration as a potential solution to counter-
act negative consumer responses to AI utilization, given the prevalent skepticism 
and devaluation of AI in comparison to humans (Dietvorst 2015; Luo et al. 2019). 
As specific use case, this study examines effects of AI use as content-generating 
tool, as these applications (such as ChatGPT) have received considerable attention 
in research and management to enhance business and marketing automation (Bailer 
et al. 2022; Dwivedi et al. 2023; Kanbach et al. 2023; Puntoni et al. 2021). Across 
two studies with different contexts related to content on fictitious company web-
sites, we demonstrate that the use and declaration of hybrid authorships could be 
a solution for the dilemma on how to integrate AI transparently without suffering 
from negative consumer responses. Thus, human-AI collaborations help exploit the 
potential for efficiency gains while adhering to the upcoming legislative require-
ments and circumventing consumers’ algorithm aversion.

However, not every form of human-AI collaboration was proven to be effective. 
In particular, using AI as author with a (final) human control led to comparable mes-
sage credibility to sole human authorship. In contrast, a human author and AI sup-
port led to lower message credibility and reduced consumers’ attitudes towards the 
company—albeit users acknowledged the significantly higher proportion of human 
input. Thus, consumers were found to care less about the amount of human input, as 
long as a human had control over AI. Therefore, this study provides a clear recom-
mendation of how to manage human-AI collaboration (and its declaration).

Moreover, the topic of AI use in consumer-facing business applications is also 
asserted to activate consumers’ evaluations of moral behavior of companies (Cre-
mer and Kasparov 2021; Siau and Wang 2020; Wirtz et al. 2022). Therefore, this 
study evaluates whether consumers’ perceptions of morality of a companies’ AI use 
influence their judgment of different author types on message credibility and their 
attitudes towards the company. Results show that consumers indeed have different 
levels of moral acceptance of a company’s AI use, which lead to an acceptance or 
rejection of AI as (co-)author. In particular, when individuals do not view the use 
of AI as highly moral (i.e., low and medium levels of morality), messages from an 
AI author or an AI-supported human author are perceived as less credible. How-
ever, a message from a human-controlled AI author does not decrease credibility, 
regardless of morality perceptions. When consumers find it morally acceptable that 
companies use AI for content creation (i.e., high levels of morality), the negative 
effects of AI use or any collaborative form compared to sole human authorship van-
ish. Thus, morality perceptions play a substantial role when examining effects of AI 
use in business applications.



1 3

Consumer responses to human‑AI collaboration at organizational…

5.1 � Theoretical implications

This research offers several relevant theoretical contributions. First, this study 
extends the emerging literature around human-AI collaboration and AI augmenta-
tion (Hassani et  al. 2020; Huang and Rust 2022; Zhou et  al. 2021) by investigat-
ing effects of different human-AI collaboration forms in comparison to human 
authorship and human replacement (i.e., full AI implementation). More precisely, 
this paper adds empirical evidence to the sparse literature around human-AI col-
laboration in management and marketing (Huang and Rust 2022; Zhou et al. 2021). 
It also enlarges insights into the important field of content creation and content-cre-
ating companies such as marketing agencies and news companies (Waddell 2019; 
Wölker and Powell 2018), which increasingly rely on AI (Yerushalmy 2023). Using 
the pervasive case of content-generating AI (Chui et al. 2022; Dwivedi et al. 2023; 
Olson 2022), we also merge this field with business and marketing-related consumer 
responses. This study therefore enlarges the scope of AI software use to a more emo-
tional and image-related content representing a common marketing-related use case 
which differs from more “rational “ and fact-based content used in journalism. To 
the best of our knowledge, this study is the first to compare the effects of different 
human-AI collaboration forms. Scholars have proposed two main forms of collab-
oration (i.e., AI-supported human authorship vs. human-controlled AI authorship) 
(Bailer et al. 2022), but research has neglected to evaluate the impact of these forms 
(e.g., on consumer responses) so far. Furthermore, the results support the ongoing 
debate about whether AI should augment or replace humans (Hassani et al. 2020; 
Huang and Rust 2022; Langer and Landers 2021; Shneiderman 2020) by showing 
that AI could take over the task but human control is desired and human replace-
ment would lead to negative consumer responses. Results reveal that consumers use 
author labels as evaluation cues to assess the credibility of a message. Thereby, the 
cue of human control over AI was found to be more effective regarding message 
credibility and company image than the cue of human input share. Taken together, 
these results answer scholarly calls how companies should best “distribute work 
between humans and AI” (Fügener et al. 2022, p. 679) and how “managers can opti-
mize their AI-human intelligence joint workforce” (Huang and Rust 2022, p. 221).

Using the example of text-generating AI, this study also provides insights about 
how consumers perceive human-AI collaboration related to content creation (as 
requested by Wölker and Powell 2018). This study further widens the view on AI 
automation, because the results overcome the one-dimensional view of recent dec-
ades that high AI automation is automatically associated with lower human control 
and safety (Shneiderman 2020). More precisely, scholars asserted that humans have 
to weigh off between a high level of AI take-over of processes and decisions leading 
to high AI control and high levels of human control—preventing many AI activities. 
Instead, using AI with human control offers an escape from this postulated trade-off 
situation.

Second, this study adds to the literature around individuals’ responses to AI. In 
line with related studies, our results provide evidence for the phenomenon of algo-
rithm aversion (Burton et al. 2020; Dietvorst et al. 2015; Longoni et al. 2019; Luo 
et al. 2019), leading to a negative impact of AI (vs. human) authorship on message 
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credibility and company evaluations. However, although consumers were found to 
have an algorithm aversion, they cared less about the actual amount of human or 
AI input, but based their evaluation of message credibility on the level of human 
control over AI. Our findings support the results of Dietvorst et  al. (2016) that 
people need a feeling of control over AI and offer an explanation for the results. 
Notably, compared to Dietvorst et  al. (2016), in our setting, the control over AI 
was delegated to a human author from the company (as source creator), rather 
than executed by the consumers themselves. In line with the compensatory control 
theory (Landau et al. 2015), we show that reducing algorithm aversion can even be 
achieved via creating perceptions of secondary control. It also supports the notion 
of Burton et al. (2020) that already the illusion of having control over a decision 
will alleviate algorithm aversion. Further, our results support Longoni et  al.’s 
(2019) findings that human-AI collaboration (rather than human replacement) 
could eliminate negative effects of AI which would occur with human replace-
ment. The use of AI in the medical context investigated by Longoni et al. (2019) 
is very different from the fashion and kitchen industry that we used to settle our 
study, suggesting generalizability of our findings. Particularly, our results suggest 
that perceived human control over AI is the underlying mechanism of this con-
sequence. Thereby, scholars acknowledge that consumers could interpret human 
control in different ways (see Nyholm (2022) for an overview), particularly when 
further explanations regarding the form of control implementation or details of its 
execution are missing as it was deliberately the case in our scenario. Interestingly, 
the positive effect of human control over AI was already present without such fur-
ther information.

Third, we extend findings to the new field of AI ethics and link it to strategic 
management and marketing strategy (Cremer and Kasparov 2021; Hagendorff 2020; 
Siau and Wang 2020). Scholars acknowledge that the implementation of AI in man-
agement and consumer-related tasks creates ethical issues for the organization and 
marketing management, including possible discrimination, loss of consumer auton-
omy and privacy problems (Puntoni et  al. 2021; Siau and Wang 2020). Recently, 
scholars have increasingly investigated how to handle these issues. For instance, 
Wirtz et al. (2022) discuss that management should support structures and human 
personnel as governance mechanism to enable corporate digital responsibility. Our 
results support this notion and underline the necessity for a human control function 
to “provide human oversight of AI and refinement of data capture and technologies” 
(Wirtz et al. 2022, 9).

Finally, the integration of consumers’ perception of morality of AI use by com-
panies shows that the moral judgment of AI tools in management and marketing 
is diverse in society (supporting the research of Parasuraman and Colby 2015 and 
Puntoni et al. 2021) and influences acceptance or rejection of consumer-facing AI 
tools and downstream impacts on company evaluations. Therefore, consumers’ eval-
uations about morality of AI use is an important dimension to be considered in AI-
related business and marketing research.
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5.2 � Managerial implications

AI-driven tools offer managers manifold opportunities to raise efficiencies and 
profitability, but research has also shown that AI use could alienate customers 
and harm business (Luo et  al. 2019; Puntoni et  al. 2021). For instance, compa-
nies could use generative AI for content creation in various business fields (see 
Chui et al. (2022) for details). To use the advantages of AI, insights about proper 
implementation of AI in business strategy and consumer-facing processes are 
crucial for the company image and customer retention (for a review regarding 
required competencies, see Santana and Díaz-Fernández 2023). Today, most 
companies are users of AI technology, and not creators of it. Due to its high com-
plexity, time and cost, the design of AI needs specialized labor—which means 
that managers have no or only limited possibilities to build or customize AI tools 
(Kozinets and Gretzel 2021). However, managers could decide about whether and 
how AI and humans should work together in their processes, which makes guide-
lines for human-AI collaboration highly relevant for them.

First, results of this study suggest that the use of human-AI collaboration is 
an effective option to use advantages of AI-driven process automation and, at 
the same time, to protect the company image. In view of the ethical and upcom-
ing legal obligation to disclose AI use (e.g., European AI Act; European Parlia-
ment 2023), this research offers managerial guidance to optimize teamwork of AI 
and humans (Huang and Rust 2022; Rust 2020). By comparing two main forms 
of human-AI collaboration (i.e., (1) AI augmentation and (2) AI takeover with 
human control) (Huang and Rust 2022; Longoni et al. 2019; Osburg et al. 2022), 
this study showed that the latter form is more beneficial as it did not harm mes-
sage credibility perceptions and company image. Moreover, in contrast to full AI 
use or AI augmentation, AI takeover with human control was also perceived simi-
larly to sole human authorship irrespective of readers’ perceptions of morality 
of AI use. This means, that managers could use almost the full potential of AI 
automation—as long as they install a final human responsibility as well. This is a 
win–win situation for managers, as they can be ethical and transparently declare 
AI use and at the same time use AI automation to a high level. This also corre-
sponds to the result of the recent Salesforce report, where 81% of consumers want 
a human to be in the loop to review or validate AI-created output (Salesforce 
2023). Moreover, using a human lead author and AI augmentation was found to 
have negative impacts on message credibility perceptions and attitudes towards 
the company. Thus, managers should emphasize the human control function and 
not the input level. By using a human control function, companies also follow 
suggestions of scholars to harness higher levels of AI autonomy (Osburg et  al. 
2022; Santoni de Sio and van den Hoven 2018). Such integration of a human con-
trol function enables companies to assume their digital responsibility (Wirtz et al. 
2022).

Second, managers and software designers need to be aware that consumers have 
different judgments of how morally acceptable AI use is. Interestingly, respondents 
in Study 2 rated the use of AI by companies as quite morally acceptable on aver-
age. However, the individual moral judgments differed and influenced the evaluation 
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of the credibility of the message and the company image. In order to support the 
moral acceptance of AI use, managers might integrate a message next to the author 
description explaining the reasons of AI use. For instance, consumers are supposed 
to understand and accept the need for AI to generate highly personalized content 
based on individual preferences and past behavior (Puntoni et al. 2021). Moreover, 
several scholars assert that using explainable AI (i.e., provide information how AI 
makes decisions and performs actions) could lead to more favorable consumer reac-
tions such as trust in AI or fairness perceptions (Rai 2020).

5.3 � Limitations and further research

This research has some limitations, which direct to interesting future research 
opportunities.

First, both studies relied on standardized and one-way communication with com-
pany-generated content in fully simulated scenarios where consumers could not have 
prior experience or relationships to the companies. We used a fictitious company 
and website to exclude possibly confounding effects due to such prior experiences or 
attachments with the brand. Future research could therefore add validity to our find-
ings by replicating our studies for real companies and contexts, or using traditional 
survey data rather than crowdsourcing platforms. In addition, one of the strengths of 
AI is the ability to build personalized content based on big data and past consumer 
behavior (Puntoni et al. 2021). Future studies could examine user behavior in real 
life context with real companies. This would also allow for evaluations of AI use for 
personalized content, and incorporate, for example, consumers’ trade-offs between 
appreciating more appropriate information and privacy concerns.

Second, this research focused on consumers’ credibility assessment and attitudes 
towards the company as sender of the message. Future research could investigate 
other outcomes, for instance actual behavior such as adherence to product recom-
mendations or click rates on web links in the message.

Third, as the use and transparent declaration of AI is touching the field of AI eth-
ics, we integrated the moderator ‘morality of AI use’ (Cremer and Kasparov 2021; 
Hagendorff 2020). Although this variable was found to differentiate consumers’ 
author evaluations, the judgment whether companies’ AI use is (un-)ethical could 
vary drastically depending on context, cultural environment, and personality, among 
others (Zhou et al. 2021). Therefore, future studies might assess the effects of fur-
ther variations, for instance different settings including morally critical products and 
services (such as messages related to weapons or politics), varying consumer-com-
pany relationships, different countries with divergent ethical norms, or individual-
related factors. For instance, consumers’ topic involvement might influence their 
evaluation of the message credibility depending on the author. For highly relevant 
personal or sensitive topics, people may be less willing to accept AI and maybe even 
feel devalued being served by a machine. In contrast, for technology-related topics 
or high-tech companies, people might even admire AI-created content or human-AI 
collaboration as expressions of an innovative and future-oriented business.
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Fourth, in our study, the disclosure of human control over AI in the scenarios 
does deliberately not include the form of control implementation or details of its 
execution. However, according to Nyholm (2022), different forms of control exist 
and might thus be evaluated differently. Future studies could evaluate the impact of 
different control forms or control framings on consumers’ perceptions and company 
assessments.

Finally, this study uses a cross-sectional design and represents a current snap-
shot on this dynamic topic. As AI is continuously and rapidly evolving, future 
research might investigate long-term effects, for instance whether familiarization 
with AI-generated content leads to more favorable AI evaluations. Parallel to the 
growth of AI tools, research from different disciplines should orchestrate efforts 
to explore further effects of human-AI collaborations and the human control func-
tion over AI, to achieve an ethical and beneficial use of AI.

Appendix

See Figs. 4 and 5.

Fig. 4   Study 1. Exemplary scenario
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