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316L stainless steel (316L SS) is a flagship material for structural applications
in corrosive environments, having been extensively studied for decades for its
favorable balance between mechanical and corrosion properties. More re-
cently, 316L SS has also proven to have excellent printability when parts are
produced with additive manufacturing techniques, notably laser powder bed
fusion (LPBF). Because of the harsh thermo-mechanical cycles experienced
during rapid solidification and cooling, LPBF processing tends to generate
unique microstructures. Strong heterogeneities can be found inside grains,
including trapped elements, nano-inclusions, and a high density of disloca-
tions that form the so-called cellular structure. Interestingly, LPBF 316L SS
not only exhibits better mechanical properties than its conventionally pro-
cessed counterpart, but it also usually offers much higher resistance to pitting
in chloride solutions. Unfortunately, the complexity of the LPBF microstruc-
tures, in addition to process-induced defects, such as porosity and surface
roughness, have slowed progress toward linking specific microstructural fea-
tures to corrosion susceptibility and complicated the development of calibrated
simulations of pitting phenomena. The first part of this article is dedicated to
an in-depth review of the microstructures found in LPBF 316L SS and their
potential effects on the corrosion properties, with an emphasis on pitting
resistance. The second part offers a perspective of some relevant modeling
techniques available to simulate the corrosion of LPBF 316L SS, including
current challenges that should be overcome.

INTRODUCTION

As on-demand, highly customizable products
become increasingly commonplace, specialized
industries, including aerospace, naval, energy, and
defense, are seeking alternatives to well-established
manufacturing processes that offer higher versatil-
ity. Over the past few decades, additive manufac-
turing (AM) has been propelled to the front line of

this search. AM (also referred to as ‘‘3D printing’’)
represents a technological revolution, providing
designers with the ability to rapidly prototype many
different components with previously unthinkable
shapes on a single machine. Interestingly, a second,
unexpected revolution also arose from the use of
AM, namely, the ability to retain new, far-from-
equilibrium states of materials in as-built compo-
nents, often resulting in materials with intrinsically
superior properties.

Of the many existing AM techniques, laser pow-
der bed fusion (LPBF), sometimes called selective
laser melting (SLM), is best suited when a balance
between component size and printing resolution is
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necessary. Although theoretically possible, very
large (> 1 m) or very small components (< 1 mm)
are not typically achievable with commercially
available equipment. Instead, LPBF excels at print-
ing a few to hundreds of mm-sized parts with a
spatial resolution below 100 lm.1,2 While many
different metal alloys have been successfully man-
ufactured with LPBF,3 the stainless steel (SS) alloy
316L (316L SS) is among the most intensely inves-
tigated. 316L SS exhibits mechanical and thermal
properties that are particularly relevant to LPBF.
Due to the local melting, scanning the laser beam
results in a small volume of the material rapidly
cooling within a larger, colder, body. This builds up
significant residual stresses, causing low-ductility
materials to crack.4,5 In addition, materials with low
laser radiation absorption or high thermal conduc-
tivity force the use of high-energy lasers or dramat-
ically affect the thermomechanical history upon
printing6. Instead, 316L SS offers both high ductil-
ity to accommodate plastic deformation7 and ade-
quate thermophysical properties8 for perfect
suitability to LPBF.

316L SS is a material of choice for structural
components, given its combination of high tough-
ness, excellent formability, and high creep resis-
tance. At the same time, 316L SS is of high interest
for marine applications as it offers high resistance
to uniform and localized corrosion (pitting), thanks
to a high content of chromium and molybdenum.9 In
fact, each alloying element of 316L SS has been
carefully chosen to stabilize FCC austenite, facili-
tate manufacturing, or improve mechanical or cor-
rosion properties (Fig. 1a). Note that minor phases
can sometimes be present in the material, depend-
ing on the processing conditions and the incorpora-
tion of impurities such carbides, sulfides, or ferrites.
However, during LPBF, the specific combination of
solidification rate and temperature gradient trig-
gers a dendritic/cellular growth that the subsequent
rapid cooling retains, causing the as-built 316L SS
material to contain non-equilibrium sub-grain
structures. These structures consist of a complex

network of dislocation cells overlapping with chem-
ical heterogeneities and precipitates. In addition,
grain boundaries of LPBF 316L SS exhibit different
characteristics compared to the conventionally pro-
cessed counterpart, with preferential elongation
along the build direction. The solidification struc-
tures are thought to be responsible for the excep-
tional strength of LPBF 316L SS (2–3 times higher
than conventional) with limited loss of ductility,10–

18 resulting in dramatically increased toughness for
structural applications in which a high strength-to-
weight ratio is crucial. Nevertheless, it remains to
be determined if such microstructural features can
be likewise beneficial in corrosive environments.

The passivation of metals and the local break-
down of passivity in corrosive environments (lead-
ing to pitting) have been an intense focus of
research in corrosion over the past decades.19–21

The pitting corrosion resistance of 316L SS, either
conventionally produced or additively manufac-
tured, is primarily attributed to the chromium oxide
film (Cr2O3) covering the surface. Therefore, any
microstructural features, such as precipitates, ele-
mental segregates, grain boundaries, or dislocation
structures that could influence the integrity of this
passive oxide film,22 can play a role in either
improving or compromising the pitting corrosion
resistance. Several studies have been dedicated to
understanding the role of microstructure on the
corrosion and pitting behavior of LPBF 316L SS.22–

25 Nevertheless, a consensus has yet to be reached;
interestingly, some investigations find a positive
impact23,25–30 and others a negative one.31–34 Sev-
eral factors could possibly explain the differences,
including the use of a different feedstock or different
processing parameters. Moreover, some studies
track the changes in pitting potential, while others
monitor re-passivation, leading to different conclu-
sions.35 Also, the corrosive environments used can
vary drastically from one study to another. To
further complicate matters, LPBF never yields fully
dense materials, with some porosity always remain-
ing in the as-built material. These pores can exhibit

Fig. 1. (a) 316L SS composition (wt%) and the role of each element in the conventional material. (b) Literature reports of different SLM 316L SS
properties in recent years (source: Web of Science).
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very different shapes, sizes, number densities, or
spatial distributions for different processing param-
eters, which ultimately affect the materials proper-
ties. Overall, it is extremely challenging to
definitively link LPBF microstructures and corro-
sion properties. This is reflected in the literature:
over the past decade, as illustrated in Fig. 1b, the
topic of corrosion of SLM 316L SS has received far
fewer citations than the topics of microstructure or
mechanical properties.

In this paper, we will review the current under-
standing of the mechanisms involved in pitting
corrosion of as-built LPBF 316L SS, and provide a
perspective on the use of dedicated simulation
methods for further understanding. Unless other-
wise specified, all studies reported here were con-
ducted in chloride solution, which is relevant to
marine environments.36 We will first recall the
pitting mechanisms for conventional 316L SS. In
the second part, we will depict specific microstruc-
tures encountered in LPBF 316L SS and discuss
their potential role in the pitting behavior. The last
section will be dedicated to a review of some
modeling techniques for localized corrosion, and
offer a perspective on additional developments
required to improve simulations of corrosion mech-
anisms in LPBF 316L SS.

PITTING MECHANISMS IN CONVENTIONAL
316L STAINLESS STEEL

In 316L SS, the primary barrier to the external
corrosive environment is the Cr2O3 film that forms
on the surface thanks to the high Cr content in the
alloy.19 During pitting corrosion, local penetration
of this protective oxide film leads to direct exposure
to the environment. As such, any perturbations to
the film composition, thickness, or integrity can
locally accelerate the oxide film degradation and act
as a favorable pit nucleation site.20 Since the nature
of the native oxide film is dictated in large part by
the metal on to which it grows, defects such as
crystal dislocations, secondary phases, grain

boundaries, or chemical segregants can be a cause
of oxide degradation.22 In addition, surface rough-
ness caused by processing, subsequent machining,
or porosity can affect the pitting behavior.37

The formation and evolution of corrosion pits on
conventionally processed 316L SS in chloride solu-
tions occurs via three distinct, consecutive, stages:
nucleation, metastable growth, and stable growth,38

as described in Fig. 2. The first stage involves the
breakdown of the protective passivating layer. In
316L SS, this process is closely associated with
metastable pit nucleation from micron-sized man-
ganese-rich sulfide (MnS) inclusions39 (Fig. 2a).
MnS inclusions are due to the presence of sulfur
in the elemental composition of the 316L SS, usually
added (below 0.03 wt.%) to improve the material
machinability (Fig. 1a). In particular, the region
adjacent to MnS inclusions has been shown to be an
area of high electrochemical activity. In addition,
MnS is preferentially dissolved over Cr2O3, which
enables metal exposure to the aggressive elec-
trolyte.40,41 In the second stage, the chloride solu-
tion has access to the metal, and electrochemical

reactions initiate (Fig. 2b). Iron is oxidized (Fe2þ)
and forms a hydroxide upon hydrolysis of H2O,
which produces excess protons and decreases the
pH, further increasing reactivity. At this stage, the
oxide film remains largely intact apart from the pit
damage area. In the third stage, the influx of new
reaction residues in the electrolyte and the release
of reaction products increase the local damage to the
oxide film, forming cracks and holes and enlarging
the pit in the metal (Fig. 2c). The reaction acceler-
ates until the oxide film in the affected area becomes
disrupted by the osmotic pressure gradient between
the electrolyte solution and the acidic interior,
which is enriched with reaction product. In pitting
corrosion, the aggressive conditions are maintained
due to transport limitations in the narrow pit,
creating an autocatalytic process whereby a positive
feedback mechanism continues to propagate the
reaction under steady state. At a later stage, as the

Fig. 2. Schematic of pit formation and evolution in 316L SS exposed to chloride solution.
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pit becomes wide enough, the current rises sharply
for a short time as fresh electrolyte solution pene-
trates the cavity and transports the enriched
aggressive species away. Eventually, a new oxide
film forms and the activity comes to a standstill
(Fig. 2d).

CORROSION MECHANISMS IN LPBF 316L SS

The specific microstructures18 and numerous
defects4,5 encountered in LPBF 316L SS require
classification beyond just an incremental variation
of the conventional, well-annealed 316L SS (re-
ferred to hereafter as CWA 316L SS).42,43 For
example, the Mn-rich sulfides that play a major
role in pitting initiation in CWA 316L SS44–46 are
not present in the LPBF material due to the rapid
solidification and cooling that prevent this phase
from forming.23,47,48 Thus, pit nucleation operates
under a different dominant mechanism. In addition,
alloying elements in LPBF 316L SS are not uni-
formly distributed due to rapid solidification.49,50

causing potential variations in oxide layer composi-
tion, thickness, and re-passivation mechanisms. In
this section, we will review the specific rapid
solidification- and process-induced microstructures
found in LPBF 316L SS (summarized in Fig. 3) and
discuss how they impact corrosion behavior.

Effect of Process-Induced Defects
on Localized Corrosion

Porosity

Pores are commonly observed in LPBF parts, with
their size, shape, and distribution largely dictated
by the volumetric laser energy density.51–53 Early
studies of LPBF 316L SS explored the effects of
varying the laser energy density on porosity, and
discovered that insufficient energy led to partially
melted powder and a large number of ‘‘balling’’
defects.32,54–56 Therefore, current LPBF processes
for 316L SS are typically performed in the high-
power or ‘‘keyhole’’ regime.57 Keyholes occur when
gas bubbles become trapped underneath the surface
during melting and remain in the material after
solidification. Specifically, King et al.58 established
that the transition from conduction to keyhole
melting modes occurs when the ratio of deposited
energy density to the melting enthalpy (DH/hs) is
approximately 30 ± 4. Optimizing the laser energy
density for the keyhole melting mode enables LPBF
parts with < 1% porosity. The small quantity of
residual pores forms due to trapping of local evap-
oration products from the highly dynamic, deep, and
narrow confined melt pool within the solid material
upon fast cooling.59

Fig. 3. Process and solidification-induced microstructural features specific to LPBF 316L SS.
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The specific impact of porosity on the pitting
corrosion behavior of LPBF 316L SS remains con-
tentious. Sanders et al.26 determined that samples
containing the largest distribution of pores with
diameters > 10 lm exhibited the highest
metastable pitting frequencies and the lowest re-
passivation potentials. However, these samples still
had high pitting potentials compared to the conven-
tional counterpart. This observation indicates that,
although pores can serve as sites for native oxide
film breakdown and generation of metastable pits,
they do not necessarily lower the pitting potential.
Instead, other microstructural features are more
likely to elicit stable pitting. On the other hand,
other studies found a correlation between enlarged
pores in post-processed LPBF 316L SS and lower
pitting potentials.33,60 However, these studies did
not consider the effect of heat treatment on the
microstructures, which are known to evolve above
600ºC.18 Concerning the influence of porosity on the
re-passivation behavior of LPBF 316L SS, it has
been further suggested that stable pits may fuse
with subsurface pores and restrict re-passivation.26

Surface Roughness

Surface roughness is a known contributor to
corrosion properties in wrought materials.61–64

However, whereas the milled wrought 316L SS
material features an average surface roughness of 1
lm, a much larger surface roughness of 10–30 lm is
typical for LPBF 316L SS parts.24 It is well estab-
lished that rougher surfaces enhance pitting initi-
ation by locally increasing the chloride
concentration in metal surface depressions.62,65 As
such, the number of preferential sites for
metastable pit nucleation is increased. In LPBF
316L SS, most studies have been conducted on well-
polished surfaces; the as-built, rougher surface is
less commonly addressed. However, understanding

the effect of surface roughness is of great impor-
tance from a practical point of view, given that
LPBF parts are considered net or near-net shapes,
and most surfaces will remain as-built.

Melia et al.66 performed a systematic study to
understand the effect of post-processed surface
treatment on the corrosion behavior of LPBF 316L
SS, using grinding, tumble polishing in abrasive
media, electro-polishing, and chemical passivation.
An example of the resulting surface topography is
given in Fig. 4. The authors observed an overall
trend that a lower surface roughness leads to a
larger breakdown potential (Fig. 5), in agreement
with the relationship found for wrought samples.
However, this trend was not entirely systematic. In
particular, changing the surface roughness with
different techniques could also alter other parame-
ters ,such as the native oxide thickness and compo-
sition, the depth of the deformed layer below the
surface, and the homogeneity of the roughness,
resulting in deviation from the established trend.

The same authors also investigated the effect of
build surface orientation. The top surface (perpen-
dicular to the laser beam) with the lowest surface
roughness exhibited a significantly higher pitting
potential. The bottom surface (also referred to as the
down-skin), which is the surface that has no support
from previous layers and is directly exposed to the
powder bed, offered the highest surface roughness
and lowest pitting potential. These observations
again seem to verify the tradeoff between roughness
and pitting potential. However, additional factors
must be considered in this analysis. For example,
the down-skin is partially covered by melted powder
particles, while the top surface roughness is dic-
tated by the melt pool dynamics and spattering. As
such, in addition to roughness, the nature and
number of surface defects may also contribute to the
deterioration of corrosion properties.67

Fig. 4. Secondary electron images of the surfaces for (a–d) top and (e, f) side orientations with varying surface finishes: (a), (e) as-printed, (b), (f)
electro-polished, (c), (g) tumble-polished, (d), (h) contour scan/re-melting. Adapted from Ref. 66 under the terms of the Creative Commons CC
BY license.
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Atapour et al.68 examined the effect of mechanical
deformation processes, including blasting and
superfinishing treatments, on binder jet AM 316L
SS surface roughness and corrosion properties.
Although both methods significantly smoothed the
surface, the expected improved corrosion perfor-
mance improvements were not observed. Instead,
the blasting process had detrimental effects on
pitting corrosion, due to surface layer deformation
with fragmented grains, crystal dislocations, and
residual stresses similar to those observed in Al
alloys.69,70 Lv et al.71 also explored the effect of
sandblasting on LPBF 316L SS, and found that they
could decrease and homogenize the surface rough-
ness by removing process-induced defects, such as
porosity or unmelted powder. Interestingly, even
though such processes induce a high density of
dislocations below the surface due to severe plastic
deformation, the treated LPBF part showed
improved corrosion performances. However, the
underlying mechanism remains poorly understood.

Overall, although a large surface roughness in
LPBF 316L SS is intrinsic, it is encouraging to see
that the pitting potential is still much higher than
that of the wrought material, even without surface
treatment. It can be concluded that the roughness
impact is superseded by the lack of Mn-rich sulfides
in the LPBF material.23 To further improve the
corrosion properties, electropolishing could be a
process of choice, as it can reach surfaces in complex
parts inaccessible to mechanical processes (e.g.,
milling, grinding, blasting) with less disruptive
impact to favorable microstructural features.72

Residual Stress

Residual stress is another process-induced factor
that strongly affects the microstructure of LPBF
metals. Rapid solidification and cooling causes

shrinkage within a larger, colder body that does
not sufficiently accommodate the local reduction in
shape. The incompatibility between thermal shrink-
ing coefficients generates a stress buildup that
remains in the material.73,74 In addition, these
stresses generate a high density of dislocations,75

as described in the next section. Residual stresses in
LPBF metals can be heterogeneous and highly
dependent on the processing parameters and com-
ponent shape. In addition, they vary according to
surface orientation.73,76 It has been reported that
residual stresses may affect the pitting potential
and corrosion mode (pitting or uniform corrosion) in
welded steels,77 depending on the direction of the
stress (tensile or compressive). Residual stresses
introduced by several different surface finishes on
316L SS samples were also found to affect the
current density during polarization.78 In general,
compressive residual stresses increase the pitting
potential in LPBF 316L SS, but slightly lower the
kinetics of passive film growth which detrimentally
impacts pit re-passivation behavior.79

However, it should be cautioned that techniques
to alter residual stresses in conventional and LPBF
materials also systematically affect microstruc-
tures. Deconvoluting the effect of residual stress
from microstructure or crystal defect density is in
practice very challenging, especially for LPBF
materials. In addition, measurements and calcula-
tions of residual stresses in LPBF materials have
been carried out in the bulk or the near-surface
region rather than at the surface, where the stress
state may differ due to the relaxed constraints or be
directly affected by the melt pool dynamic. Another
indirect effect of residual stress on the corrosion
properties is the formation of the high density of
dislocations, which can affect the nature of the
passive oxide film.

Fig. 5. Breakdown potential Eb with respect to roughness measurements: (a) Sa (arithmetical mean height) and (b) Sz (maximum height). The Eb

and roughness measurements for a ground surface of wrought 316L are shown for comparison. Error bars represent one standard deviation for
all measurements. Adapted from Ref. 66 under the terms of the Creative Commons CC BY license.
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Effect of Rapid Solidification-Induced Defects
on Localized Corrosion

Grain Structure

The grain structure of LPBF 316L SS represents
a striking difference from the CWA material. In
particular, grains are commonly elongated along the
build direction (Fig. 6a).13,17,80 In many cases, they
are larger than the layer thickness, showing that
grains can epitaxially grow on previously deposited
solid layers (Fig. 6b–d). Interestingly, and generally
independently of the initial substrate microstruc-
ture, the as-printed material develops specific tex-
tures, with most grains growing along either a h100i
or a h110i crystallographic direction parallel to the

build direction.13,80 The nature and intensity of the
texture mainly depend on the process parameters,
such as laser volumetric energy density (VED) and
scanning strategy.80–84 Note that the VED is a
function of laser power and speed, and is often used
as a parameter for comparing different build condi-
tions; however, the same VED obtained with differ-
ent combinations of laser power and scanning speed
has been shown to result in strong microstructure
variations.85,86 In certain cases, crystallographic
texturing in stainless steels can reduce the pitting
nucleation frequency when a high density of close-
packed crystal planes are exposed at the specimen
surfaces.87 Also, the inward solidification from the
melt pool edges after local melting causes grain size

Fig. 6. Typical microstructure of LPBF 316L SS as seen by SEM/EBSD: (a) 3D visualization of the microstructure in a 1:4� 1:4� 1:4 cube.
Schematic visualizations of the melt pools are superimposed on inverse pole figures on the (b) TD–BD plane, (c) SD–TD plane, and (d) SD–BD
plane, where TD, BD, and SD correspond to tangential, build, and scanning directions, respectively. Reproduced from Ref. 80 with permission
from Elsevier under license # 5124960640119.
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and orientation heterogeneities between the middle
and the sides of the laser tracks (Fig. 6b and c). 80

Consequently, the hatch spacing (distance between
two parallel, subsequent laser tracks) becomes an
important parameter as smaller spacing translates
to a more homogeneous microstructure, and to some
extent to a denser material.88 In addition, the beam
shape appears to play an important role in deter-
mining grain nucleation mechanisms, and hence
grain size, elongation, and orientation.85,89,90

There is no conclusive agreement regarding the
relationship between grain size and corrosion prop-
erties in SS (and more generally in most alloys).91 In
part, this is because a change in grain size is always
accompanied by a variation in other microstructural
parameters. For example, grains can be refined by
severe plastic deformation, but this can also gener-
ate a high density of dislocations, affecting the
nature of the grain boundaries and the crystallo-
graphic texture.92 As such, investigating the inde-
pendent effect of grain size has been challenging.
However, grain refinement has been found to lead to
better chemical homogeneity.93,94 On the other
hand, the increase in grain boundary population
could destabilize the passive film and compromise
the corrosion resistance.92,95 Abbasi Aghuy et al.96

found that grain refinement has no effect on the
pitting potential of a 304 SS in 3.5 wt% NaCl, but
increases metastable pit stability.

Another key difference with respect to CWA 316L
SS lies in the nature of the grain boundaries (GBs).
While the well-annealed material contains a signif-
icant fraction of annealing twins, as-built LPBF
316L SS usually exhibits a limited number of twin
boundaries.18 Instead, LPBF 316L SS contains a
large number of low-angle grain boundaries
(LAGBs) (misorientation angle less than 15º),
attributable to the melt pool dynamic during rapid
solidification.17,30 Voisin et al. showed that LAGBs
are the most thermally stable microstructural fea-
ture in LPBF 316L SS and tend to overlap with
some of the sub-grain structures.18 Note that
LAGBs are known to have a lower corrosion rate
than high-angle grain boundaries (HAGBs) in con-
ventional austenitic steels.97,98 with improved pit-
ting resistance.99 Grain boundaries in general, and
HAGBs in particular, can affect pitting nucleation
susceptibility in several ways. For instance, in
conventional SS, the different local chemistry can
cause GBs to act as preferential nucleation sites for
undesired secondary phases, such as sulfides or
carbides, that can destabilize the passive oxide.100–

102 In addition, the local free volume of GBs can
provide a fast mass transport pathway for the
corrosive electrolyte.92,96,101,103,104 Beyond GBs,
grain triple junctions can also affect pit
formation.103

It is worth noting that Mn-rich silicon oxides are
found within grains and at GBs in as-built LPBF
316L SS. However, there is not yet any direct
evidence for the presence of carbides or sulfides in

the as-built LPBF material; these phases are known
to be responsible for pitting initialization in CWA
316L SS23,102 as well as in LPBF 316L SS after
high-temperature treatments.105

Melt Pool Boundaries

Melt pool boundaries are the result of rapid
solidification and appear where solidification first
occurs in individual laser tracks. As such, they tend
to have different elemental heterogeneities but do
not usually interrupt grains, suggesting epitaxial
grain growth across build layers.106 Investigations
of the influence of melt pool boundaries on localized
pitting corrosion of L-PBF 316L in chloride solu-
tions are still limited.43 However, recent
reports34,107 have shown that they could be prefer-
ential nucleation sites for pits, likely due to the local
variation in elemental distribution, porosity, or
residual stress. Using potentiodynamic polarization
and electrochemical impedance spectroscopy (EIS)
tests coupled with optical microscopy and SEM of
corroded surfaces, Zhao et al.107 showed that,
regardless of the surface orientation, pit initiation
was found to primarily occur at melt pool bound-
aries. However, more pit initiation sites were
observed on surfaces built parallel to the building
direction. This was hypothesized to be due to the
presence of a higher density of melt pool boundaries
on such surfaces when compared to surfaces built
perpendicular to the building direction. It should be
noted that pits initiating at melt pool boundaries
can have unusual morphologies compared to the
classical circle-shaped pits usually seen in wrought
316L. This can be attributed to the attack progress-
ing along cellular structures that typically tend to
have higher concentrations of Cr and Mo, as well as
a higher dislocation density, as described in the next
section.

Sub-Grain Structures

Due to the local, rapid solidification and cooling
during LPBF, cellular/dendritic structures are pre-
sent within grains.17,18,75,81,83,108–110 These struc-
tures form once temperature gradients and
solidification rates reach adequate ratios,111 as
described in Fig. 7a. It has yet to be confirmed
whether these rapid solidification structures are
cells or dendrites. Several authors have reported a
preferential elongation of the cells along the h001i
direction,18,75,112 indicative of dendritic growth.
However, in this article, we will refer to these
features as cells, or the cellular structure, for ease of
reading.

The different steps of formation of these cells are
described in Fig. 7b. As the cells grow into the melt
(step 1), solute partitioning occurs in the mushy
zone, with several elements (e.g., Cr, Mo, Si) forced
between the cells/dendrites. Just after solidification
(step 2), still at high temperature but in the solid
state, these elements remain trapped at higher
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concentrations in the inter-dendritic regions. Upon
subsequent rapid cooling (step 3), Mn-rich Si oxide
inclusions form, and dislocations start to multiply.
The temperatures at which these two mechanisms
are activated remains to be determined, because
they happen at time and length scales that cannot
be practically probed experimentally. Note that the
inclusions may also arise from the initial powder
after surviving the melt.113 Finally, at room tem-
perature (step 4), dislocations that have multiplied
during cooling become pinned in the inter-dendritic
regions containing precipitates and higher solute
concentrations. Whereas these steps describe a
single solidification event, in reality, each location
of the printed part experiences repeated melting
and re-melting cycles and is maintained at high

temperature in the solid state. This affects the
quantity of trapped elements in the cell walls, as
well as the nature and number of dislocations and
precipitates. The result of this complex thermo-
mechanical history is depicted in transmission
electron microscope (TEM) images close to a h001i
zone axis in Fig. 7c–e. Figure 7c is a standard
bright-field image that gives a picture of the
microstructure, showing several end-on cells. Fig-
ure 7d is a dark-field image that reveals dislocations
predominantly pinned at the cell walls, with some
observable within cells. Figure 7e is a high-angle
annular dark-field (HAADF) image captured in
scanning TEM (STEM) mode, with low-Z elements
appearing darker. One can see differences in solute
concentration and precipitates between the cell

Fig. 7. Rapid solidification-induced cellular/dendritic structures: (a) G and R solidification map, (b) simplified schematic of cell/dendrite formation
in LPBF 316L SS, (c–e) TEM images of the same region containing end-on cells by TEM bright-field, dark-field, and STEM/HAADF, respectively.
(c–e) adapted from Ref. 17.
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walls and cell interiors, as widely reported in the
literature. The elements enriched in the cell walls
are Cr and Mo,81,110 and the precipitates are Mn-
rich silicon oxides.110,114 Thus, in addition to grain
boundaries, LPBF 316L exhibits new sites for
accelerated corrosion or pit nucleation compared to
the CWA material.

Deciphering the individual and collective contri-
butions of these rapid solidification-induced
microstructural features remains a significant chal-
lenge. Higher Cr and Mo content, precipitates, and
dislocations coexist at the cell walls, each with
potentially contrasting effects on corrosion. For
example, in one report,99 a high density of disloca-
tions accelerated the corrosion of austenitic SS in
3.5 wt% NaCl solution, while, in another report,115

reducing passive film defects and increasing the
pitting potential based on the same solution. While
both contradictory studies used austenitic steel, the
chemical composition and method of dislocation
multiplication differed. In addition, the spatial
distribution of dislocations appears to play an
important role, as the organization of dislocations
into cells has been shown to improve the resistance
to stress corrosion cracking.116

The difference in chemical composition between
the cell walls and cell interiors is also critical. Cr is
the main alloying element in 316L SS, and plays a
major role in forming a stable passive oxide layer.117

The addition of Mo reinforces the stability of this
passive layer and facilitates pit re-passivation of
conventional SS in chloride solutions.9 Indeed,
heterogeneities in the spatial distribution of Cr
and Mo are associated with the presence of cellular
structures in LPBF 316L SS. However, recent
measurements of the native oxide layer thickness
of the LPBF 316L SS by x-ray photoelectron spec-
troscopy (XPS) showed no significant differences
with respect to CWA 316L SS, even though the
former presented slightly better barrier proper-
ties.25 Nevertheless, indirect evidence of a clear
difference in the native oxide layer was suggested
by their different dielectric properties and conduc-
tivity profiles.25 It remains to be verified if these

differences result from the rapid solidification cel-
lular structures in the LPBF material.

Solute trapping in the cell walls is known to cause
Cr and Mo depletion in the cell interiors, which
could cause heterogeneities in the passive oxide
layer composition and thickness or local changes in
corrosion rates. Note that the relative impact of Cr
depletion is also a function of the solution, with
austenitic SS being less sensitive to Cr depletion in
highly oxidizing solutions.118 Interestingly, the cell
walls appear to offer a much higher corrosion
resistance than the cell interiors, even though the
enrichment of Cr and Mo in the cell walls is usually
less than 2 and 1 wt%, respectively.35,119 For
example, our recent work using in situ atomic force
microscopy (AFM) in a 2-M HCl solution shows a
clear dissolution anisotropy between the cell walls
and interiors, with the former being more resistant
to dissolution (Fig. 8). This is likely due to a micro-
galvanic effect accelerating the rapid formation of
the passive oxide film at the cell walls.120 Another
beneficial effect of the cellular structure was an
increase in the critical pitting temperature in
NaCl.121

The characteristics of the grain and sub-grain
structures in as-built LPBF 316L SS have been well
studied. Processing parameters have been shown to
influence these characteristics in terms of distribu-
tion and quantity, but not in essential nature; for
instance, high- and low-angle grain boundaries,
elongated grains, preferential texture, precipitates,
dislocations, and trapped solute elements are
always present in LPBF 316L SS. Nevertheless,
isolating the individual contributions of each fea-
ture to the overall corrosion properties is extremely
challenging.

Influence of LPBF Feedstock

The composition, shape, and microstructure of the
powder feedstock can influence the surface and bulk
properties of LPBF 316L parts. During LPBF, the
high surface area of the powder particles is exposed
to high temperatures, and often > 1000 ppm of
oxygen, with exposures depending on processing

Fig. 8. In situ AFM corrosion experiments with the LPBF 316L SS. The two frames were obtained after 0- and 19-min exposure to 2-M HCl. The
color scale bar on the right-hand side applies to both images.
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parameters, build time, and the number of times
recycled. Accordingly, feedstock properties are dif-
ferent prior to melting and solidification, potentially
influencing the surface properties of the final
part.122 In addition, numerous partially melted
powder particles remain on the as-built material
surfaces, notably on the side and bottom surfaces
(Fig. 4). Powder properties have likewise been
shown to affect the porosity and surface chemistry
of LPBF 316L SS parts.123 Additional factors, such
as initial powder preparation method, shape and
size, storage condition, recycling process, and spat-
tering, further influence the final part proper-
ties.113,123–125 As such, understanding and
controlling the powder properties during a build or
after repeated powder recycling may provide a
pathway towards improved corrosion resistance.

316L SS powders are typically prepared via gas or
water atomization, which influence porosity, Mn-Si-
O inclusion distribution, and the surface chemistry
of the powder particles. Specifically, gas atomization
has been shown to result in powder porosity that
leaves defects filled with inert gas, leading to bubble
formation during LPBF.126 Rapid solidification dur-
ing gas atomization also results in heterogeneity in
the powder chemistry, as shown by EDS measure-
ments of 316L powder surfaces.126 In contrast,
water atomization processes result in a higher
density of Mn-Si-O inclusions in powder feedstocks
compared to powders prepared using gas atomiza-
tion.127 Such inclusions in the powders have been
shown to contribute to inclusions in the printed
parts.113 Detailed surface-science studies combining
SEM imaging, XPS, and TEM have further shown
that the atomizing medium influences the surface
oxide chemistry of 316L feedstock powders.128

Specifically, the effects of vacuum induction melt-
ing, inert gas atomization, conventional nitrogen
gas atomization, and water atomization on powder
surface oxide chemistry were studied. Both sets of
gas-atomized powders contained homogeneous
Fe2O3 oxide layers roughly 4 nm in thickness
alongside other oxide inclusions. However, fewer
oxide inclusions were found in the conventional
nitrogen gas-atomized sample, confirming that pow-
der preparation can influence inclusion density in
powders and, by extension, in LPBF 316L SS parts.

The importance of powder storage and the in-
chamber environment on powder surface chemistry
has also been demonstrated. Both intrinsic oxida-
tion of these powders during storage (at 28ºC and
30–50% relative humidity vs. 80% relative humid-
ity) and extrinsic oxidation within the LPBF cham-
ber (varied between 0.0 and 1.0% oxygen) resulted
in an increase in inclusion density in the final
build.113 This work also suggests that inclusions are
oxygen getters, as they also increase in size due to
oxidation. In addition, the collection of spatters as a
function of extrinsic oxidation indicated large
increases in surface oxygen concentration, as mea-
sured by Auger electron spectroscopy. As such,

control of the storage conditions and the LPBF
chamber environment appear to be crucial for
tuning the inclusion density and size in the final
parts.

The effects of 316L SS feedstock recycling and
reuse have been thoroughly studied in comparison
to recycling of other alloy feedstocks. Powder recy-
cling alters the powder shape, morphology,
microstructure, surface composition, oxide thick-
ness, and formation of d-ferrite, in addition to
increasing bulk oxygen content.113,124 For instance,
powder after 30 reuse cycles exhibits increased Si,
Cr, and Fe surface oxide content when evaluated
with XPS. Powder reuse also results in the forma-
tion of single-crystal ferrite and austenite in con-
trast to the polycrystalline austenite in virgin 316L
powders.124 The phase transformation from austen-
ite in the initial powder to 6 vol% of d-ferrite in the
recycled powder after 16 cycles also results in
different magnetic behavior, causing powder clus-
tering in the bed.125 These changes in feedstock
magnetic behavior induce defects in final parts,
including porosity, delamination, warping, and
incomplete fusion. Note that d-ferrite has been
observed in spatters after LPBF,124 but is usually
absent in the bulk; nevertheless, d-ferrite in the
bulk material was reported after post-process ther-
mal annealing.129 The effects of residual surface d-
ferrite (from recycled powder, adhered spatter, or
partially melted powder) on pitting corrosion of as-
built LPBF 316L SS parts has yet to be studied;
however, d-ferrite was found to be detrimental to
the corrosion resistance of austenite SS when
exposed to NaCl solutions.130 Where possible, stor-
age of gas-atomized powders in low-humidity envi-
ronments and the use of an LPBF chamber with low
oxygen content will minimize powder degradation,
thereby reducing the number of defects (pores and
second phases) formed in the as-built parts.

In conclusion, additively manufactured 316L SS
using LPBF exhibits unique microstructural fea-
tures spanning a wide range of scales (Fig. 3) that
may play different roles in improving or degrading
corrosion properties. In particular, the signature
sub-grain cellular structure is a feature that
remains challenging to understand due to presence
of crystalline dislocations, trapped solutes, and
inclusions at cell boundaries. As a further compli-
cation, these microstructural features are interde-
pendent, and can be affected by process parameters,
feedstock, and oxygen content in the LPBF cham-
ber. For better understanding of the corrosion
mechanisms and certification of the LPBF parts in
corrosive environments, quantitative characteriza-
tion of key local phenomena occurring during
passive film breakdown and metastable pitting are
necessary. In situ techniques such as high-speed
AFM or TEM are critical to this effort; however,
their benefit is magnified when combined with
advanced simulation methods, which are often
better equipped to unravel the individual and
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collective effects of microstructural features at
different length scales.

MODELING LOCAL CORROSION
MECHANISMS IN LPBF

316L SS: a perspective
The microstructural complexity of AM metals and

the wide range of possible multiscale interactions
present a challenging yet compelling case for new
modeling constructs that can directly probe the
relevant physical features and mechanisms. The
signature sub-grain cellular structure presents par-
ticular difficulties due to presence of crystalline
dislocations, trapped solutes, and inclusions at cell
boundaries. A first, non-trivial step towards model-
ing the corrosion behavior of LPBF 316L SS consists
in digitally reconstructing the AM microstructures.
Although experimental techniques for 3D
microstructure reconstruction have been success-
fully applied to AM materials,131 they are resource-
intensive and fail to capture the sub-grain cellular
structure in the LPBF 316L SS.132 As an alterna-
tive, multiscale physics-based modeling that combi-
nes powder-scale models for accurate thermal
history profile prediction with microstructure mod-
els based on the cellular automaton, kinetic Monte
Carlo, or phase field methods have become an
effective tool. Such physics-based approaches can
accurately capture the dynamical evolution of the
solidification microstructure and correlate the
resulting microstructural features to processing
parameters. A detailed discussion of these
approaches is outside the scope of this review and
has been reviewed in various articles.133–135 These
simulation tools could potentially be combined with
emerging data-driven tools, including machine
learning and generative models, which have been
applied to complex microstructure generation in
other contexts.136

In principle, these digital microstructures can
serve as starting microstructures for subsequent
corrosion response simulations. However, to date,
relatively few simulation studies have probed the
specific connection between process/microstructure
models and microstructure-dependent corrosion
behavior. This section sets out to first review what
has been learned from modeling pitting corrosion of
conventionally manufactured stainless steel. We
then offer a perspective on simulation advances for
integrating microstructures and mechanisms speci-
fic to LPBF stainless steel 316L, focusing on avail-
able and emerging continuum modeling methods.

Simulation Pathways for Pitting
in Conventional SS

Pitting is a small-scale, transient, and localized
process arising from multiple concurrent physical
and chemical factors that are intrinsically convo-
luted (Fig. 2). A reliable model must correctly
capture the dynamic interplay between the

operating environment, electrical and chemical
potential gradients, and the evolving morphology
of the AM microstructures. It must also account for
local breakdown of a passive film, the chemical
interaction between the electrolyte and the under-
lying metal, and active mass transport of ions,
leading to morphological evolution of the corroding
surface. When properly parameterized and cali-
brated, such a model could predict how pitting could
be affected by changes in composition or microstruc-
ture, and identify features and conditions with the
greatest impact on degradation.

Development of a reliable predictive model for
pitting corrosion requires incorporation of both pit
nucleation and pit propagation stages, but a com-
putational model that rigorously accounts for both
within a single framework is currently lacking. In
the absence of a unified framework, a common
approach involves analyzing the processes sepa-
rately, then using the independent relationships to
explore their collective impact. In what follows, we
review the progress in simulating pit nucleation and
propagation in SS using finite element modeling
(FEM), phase-field modeling (PF) and the cellular
automaton (CA) approach. Future directions and
possible extensions of these models to consider AM
microstructures are then discussed.

Simulating Pit Nucleation

The earliest stages of localized corrosion break-
down remain the least understood. Among available
models to describe localized corrosion, the point
defect model (PDM)137–139 developed by Macdonald
et al. is a particularly elegant approach that
accounts for relevant atomic-scale phenomena. The
PDM hypothesizes that pit nucleation results from
the injection of cation vacancies at the film/solution
interface. These cation vacancies transport through
the passive film towards the film/metal interface,
where they can condense to form voids or nascent
pits if the vacancy flux to the interface is faster than
vacancy annihilation via a metal oxidation reaction.
Moreover, the PDM accounts for the effects of
aggressive species (e.g., Cl–) by assuming they alter
the kinetics of generation and transport of cation
vacancies. The model has correctly predicted the
logarithmic dependency of pit initiation potential on
Cl- concentration, as well as the effects of certain
alloying elements and scan rate. This model has
also been employed to predict the inhibitive effect of
oxyanions (such as NO�

3 and BO�
3 ) on the pit

breakdown potential of 316L SS by considering the
competitive adsorption of aggressive and inhibitive
species at O vacancies at the film/electrolyte inter-
face. The breakdown potential is predicted to vary
linearly with log X�=Y�ð Þ, where X� and Y� repre-
sent the concentrations of aggressive species and
inhibiting oxyanions, respectively. The prediction
agrees with experiment results for 316L SS in Cl� þ
NO�

3 solutions.140 Notable criticisms of the PDM are
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that, in its original form, it assumes linear transport
kinetics for the diffusion of species within the
passive layer, and that it has been used to predict
pitting potential, which is related to pit stabiliza-
tion, not pit initiation as calculated in this model.141

The formation of pits has often been described as
a purely stochastic process, with the transition to
faster corrosion explained by the formation and
stabilization of a small number of pits with high
activity.142,143 However, Lunt et al.144 proposed a
stochastic reaction–diffusion model that revised this
view. Interactions between early formed pits and
the adjacent electrode surface were found to develop
as regions with enhanced or suppressed pitting
susceptibility (dictated by the buildup of aggressive
species and potential gradients upon growth of
early-formed pits).145–147 Numerical simulations
have also been employed to analyze the spatiotem-
poral dynamics of this process.141 The results
demonstrate that the onset of pitting corrosion is a
cooperative critical process that proceeds according
to a chain reaction. These models assume that
active pits concentrate aggressive ions that weaken
the protective oxide layer, thereby enhancing sub-
sequent nucleation rates of new metastable pits.

Fluctuations in transient current embody all the
critical characteristics of pitting, including initia-
tion, temporary growth, and cessation of growth due
to re-passivation. A steadily increasing current
signals the formation of a stable pit with propagat-
ing growth. As such, it has been proposed that, by
introducing many more metastable pits than
stable ones, one can predict the formation of
stable pits.148 In particular, by assuming that the
overall probability of pitting encompasses the prob-
ability of initiation and that of pit maintenance and
propagation, the nucleation frequency of stable pits
K becomes proportional to that of metastable pits k,
as follows149:

K ¼ kexpð�lscÞ

where l is the probability of re-passivation and sc is
the critical age from mestable pits to survive in
order to become stable pits. In practice, these factors
that control a possible transition from metastable to
stable pitting are highly specific to the material and
difficult to parameterize; however, they may benefit
from further investigations using high-fidelity
modeling.

Simulating Pit Growth

Many numerical models focus solely on the
stable growth stage of pitting corrosion. Along these
lines, comprehensive reviews exist on modeling and
simulation of pitting processes in conventionally
manufactured metallic alloys.150–153 Computational
models for pitting corrosion can be classified into
two categories based on how they handle the
evolution of the corrosion front during pit growth:
non-autonomous models and autonomous models.150

The former treats the mass transport kinetics in the
electrolyte and the chemical reaction kinetics at the
corroding front separately. Solving the mass trans-
port kinetics problem in the electrolyte requires
definition of appropriate boundary conditions to
account for the effective species concentration or
flux (e.g., a constant-flux condition at the metal/elec-
trolyte interface can represent steady-state metal
dissolution and pit morphology evolution). FEM fall
in this category of non-autonomous models. By
contrast, an autonomous model either describes
the dissolution/transport kinetics together with the
process of pit migration (e.g., peridynamic (PD)154

or phase-field (PF) models155–163) or employs
approaches that mimic dissolution, transport, and
propagation processes (e.g., CA models164–170).

Main Potential Techniques for Simulating
Pitting Corrosion in LPBF 316L SS

In this section, we describe the main techniques
used for modeling pitting corrosion and discuss how
they could be applied to the LPBF 316L SS.

Finite-Element Based Method

The earliest attempts to simulate a propagating
corrosion front using FEM were performed by
Laycock and White (LW).171 They simulated
stable pit propagation in 304 SS and successfully
reproduced the development of a perforated, lacy
cover on top of the evolving pit. The original LW
model has been further improved in a number of
subsequent studies172,173 For example, Laycock and
White171 extended the model to consider the pre-
cipitation of a salt film and electrolytic migration
under potentiostatic conditions in 304 SS. Krouse
et al.173 implemented a model for considering an
axisymmetric domain and observed the evolution of
pit shapes that reproduced experimentally observa-
tions, such as shallow, dish-shaped pits with lacy
covers and the formation of a second pit at pit
bottoms. One limitation of such legacy Lagrangian
FEM codes is that they require computationally
expensive remeshing at each iteration to account for
the morphological evolution of the pit surface. This
computational cost can prevent consideration of
more complex pit morphologies. To overcome these
limitations, Brewick et al.174 employed an arbitrary
Lagrangian–Eulerian finite element moving mesh-
ing method (ALE-FEM), which allows the mesh to
evolve simultaneously with the solution with only
occasional remeshing upon severe distortion. This
method was applied to investigate the effect of
crystallographic orientation of the underlying metal
in 316L SS on pit growth behavior. A realistic
microstructure from a sample of 316 SS was incor-
porated to analyze microstructural effects on pit
growth; however, the model only contained a limited
number of grains in 2D. Attempts to overcome the
remeshing issue have also been made by Duddu
et al.175 who employed the level set (LS) method in
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conjunction with extended FEM to update the pit
boundary in a fixed, pre-discretized domain.
Because the LS method does not require continuous
mesh adjustment, the corrosion front can be prop-
agated through the domain far more efficiently.
Vagbharathi and Gopalakrishnam176 also utilized
this approach to simulate stable pit propagation and
moving pit fronts in 304 SS, ultimately deriving an
empirical model for the pitting potential based on
the simulation results. In addition to a dramatic
increase in implementation complexity and compu-
tational cost, adjusting the conforming mesh in both
the ALE-FEM and LS methods may accumulate
additional error associated with mass conservation
violations at each time step. For a comprehensive
review of the FEM method and its application to
localized corrosion, the reader is referred to Ref.153

We caution that using FEM to model pitting
corrosion in LPBF 316L SS relies on digitally
reconstructing reliable 3D microstructures that
incorporate the distinctive grain characteristics of
AM materials. While the best approaches to obtain
3D reconstructed microstructures are serial section-
ing techniques177 or high-energy x-ray diffraction
microscopy (HEDM),178 these cannot resolve the
signature sub-grain cellular structures resulting
from the rapid solidification during AM. In addition,
the current spatial resolution of HEDM prevents
the resolution of the relatively small grains found in
LPBF 316L SS. As an alternative, statistically
representative synthetic 3D microstructures can
be employed, either created using tools such as
DREAM.3D179 or output from process/microstruc-
ture models, as discussed earlier. Such methods can
now achieve reasonably high fidelity and are far less
time-intensive, but current implementations like-
wise cannot capture the sub-grain information.
Nevertheless, even if such features could be isolated
and reproduced, the inherent high computational
cost of FEM may limit the number and size of grains
that can be included in a representative volume
element.

Phase-Field Method (PF)

Offering several advantages over FEM-based
methods, the PF approach has gained momentum
in recent years for simulating both general and
localized corrosion processes. The approach
describes an arbitrary microstructure using a set
of field variables that vary continuously across the
interface regions, generating a diffuse-interface
description. The total free energy (including chem-
ical, electrostatic, and interfacial contributions) is
formulated as a function of the local chemical and
structural stages and their spatial gradients. The
spatiotemporal evolution of the interfacial field
variables can be derived from reaction rate theory
and thus can be formulated to account for Butler–
Volmer electrochemical reaction kinetics.180,181 The
evolution of ionic concentration in the electrolyte is

governed by the Nernst–Planck equation, which
consists of diffusion, migration, and reaction terms,
while the electrostatic potential distribution is
governed by the Poisson equation.

PF formulations have been developed to simulate
pitting corrosion,157–161,163 galvanic corrosion,159

intergranular corrosion,155 and stress-assisted cor-
rosion.156,162 Here, we briefly review PF models for
pitting corrosion. It is well known that, depending
on the applied potential and electrolyte composition,
metal corrosion can be reaction, migration, or
diffusion controlled. Mai et al.163 proposed a model
based on the Kim–Kim–Suzuki (KKS) PF formula-
tion, which was able to capture the smooth transi-
tion between activation- and diffusion-controlled
regimes. However, their model did not account for
electromigration of species within the electrolyte,
and was unable to capture the existence of an IR-
controlled regime. Ansari et al.161 overcame this
drawback by incorporating electrostatic potential
and electromigration in their PF model. Similarly, a
recent model extension by Mai and Soghrati159 and
a new PF formulation by Chadwick et al.160 consid-
ered the effect of electrostatic potential on mass
transport in the electrolyte. The authors of Refs.160–

163 presented a set of examples to demonstrate how
their models capture the effect of microstructure
and dissolution anisotropy on the morphological
evolution of one or multiple pits. More recently, a
multi-phase-field was also proposed that includes
the evolution of insoluble corrosion products and
their effect on pitting corrosion kinetics.157 More-
over, Tsuyuki et al.158 proposed a PF model that
implicitly considers the influence of pH on corrosion
rate by incorporating pH-dependent interface
mobility. The model qualitatively describes the
overall phenomenon but lacks experimental valida-
tion, as identified by the authors.

Each of the PF models mentioned above focuses
on the stable growth stage of pitting corrosion.
However, the models suffer from a lack of quanti-
tative, systematic parameterization, which prevents
detailed understanding of phenomena such as the
crystallographic orientation dependence of the dis-
solution kinetics. Those models that do consider
corrosion rate anisotropy either incorporate only a
few crystallographic orientations161,163 or employ
simplified descriptions of the orientation depen-
dence.160 Moreover, the interplay between oxide
growth and metal dissolution in different environ-
ments is not accounted for. Instead, the passive
oxide film is typically treated as a zero-flux, zero-
thickness boundary between the electrolyte and the
underlying metal. Furthermore, the microstructure
of the underlying metal is highly simplified, often
incorporating only a limited number of grains or
facets in 2D. As a result, such simulations are
limited in their capability to accurately probe the
effects of a complex microstructure and operating
environment on pitting corrosion kinetics, which
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are key for identifying the most impactful features
and conditions.

Our team is exploring a strategy that combines
multimodal characterization, regression analysis,
and PF simulations to overcome these limitations.
The strategy first maps the correlation between
dissolution kinetics and a set of surface plane
crystallographic orientations using a combination
of electron backscatter diffraction (EBSD) and AFM,
then applies regression analysis to interpolate the
results for other intermediate orientations. This
procedure can be carried out for different environ-
mental conditions to capture the competition
between oxidation and metal dissolution. The ori-
entation and environment dependence can then be
incorporated into a PF model to identify microstruc-
tural features with the most influence on the
dissolution kinetics and corroded morphology for
each environmental condition. Importantly, this
approach can be straightforwardly extended to
representative AM microstructures without any
concern regarding the number of grains in the
computational domain. As a companion to the
experimental probes, higher-fidelity first-principles
calculations may further aid in parameterizing the
local orientational dependence of dissolution
kinetics.182

Another useful feature of PF modeling lies in its
capability to treat concurrent nucleation and
growth processes within a single framework, as
has been well documented for precipitation reac-
tions in metal alloys.183–185 This is done by inte-
grating the deterministic PF model for growth with
an explicit nucleation algorithm that stochastically
seeds nuclei (e.g., precipitates or pits) according to a
model-described nucleation rate. Such an approach
could be applied to the hierarchical microstructures
specific to LPBF 316L SS, allowing their effects on
the kinetics of pit nucleation and propagation to be
systematically investigated. An example from our
work is shown in Fig. 9, which describes
metastable pit nucleation in LPBF 316L SS while
accounting for the influence of the cellular struc-
ture. In this case, the realistic cellular structure was
digitally reconstructed from experimental TEM
images (Fig. 9a). The pit nucleation probability is
related to three physical quantities: the concentra-
tion of aggressive ions, the oxide film damage at the
surface, and the potential drop in the solution.144

Increasing the concentration of aggressive agents
that weaken the protecting oxide film and prevent
self-repair enhances pitting, while the potential
drop suppresses further pitting beyond a certain
distance from an existing active pit. Here, we
consider three representative cases: Case I (Fig. 9b),
in which the oxide film self-repair kinetics, CðrÞ, is
independent of the underlying microstructure; Case
II (Fig. 9c), in which CðrÞ at the cell boundaries
(CHet) is �10 times faster than that in the cell
interiors (CHom); and Case III (Fig. 9d), in which
CHom ¼ 10CHet. The damage-induced oxide film

morphology is strongly patterned by the spatial
heterogeneity of the healing kinetics, as dictated by
the underlying microstructure. For Case I, the
spreading of the nucleation zones is unbounded
and spans a large portion of the surface (Fig. 9b). In
contrast, for non-uniform healing kinetics (Cases II
and III), the regions with faster healing kinetics
suppress further spreading of nearby nucleation
events. These events are instead limited to regions
with slower healing kinetics (Fig. 9c and d). By
comparing the simulated oxide film damage with
experimental observations, the influence of the
underlying microstructure on pit nucleation and
propagation can be determined.

An alternative to the PF method is the peridy-
namic (PD) approach favored by Bobaru et al.154,186

Like the PF approach, PD is capable of addressing
heterogeneity and can be formulated to encompass
reaction kinetics, transport kinetics, and phase
evolution kinetics. PD invokes a nonlocal approach
to addressing corrosion damage, and the possible
coupling to more complex microstructural features
likewise makes it a useful companion approach to
PF for tackling the difficulties associated with LPBF
316L SS. Although we do not provide a full discus-
sion of PD here, a comprehensive comparison of PD
and PF alongside CA-based approaches (discussed
in the next section) can be found in the recent
review by Javarzadeh et al.186.

Cellular Automaton

In pitting corrosion, breakdown of the passive
oxide layer initiates at the atomic level, but diffu-
sion processes must span much larger scales. CA-
based approaches provide one way to link between
these two scales and cover far longer corrosion
times.187 CA works at an intermediate mesoscopic
scale by coarse-graining the large-scale effects of
random, microscopic corrosion events that are dif-
ficult to collectively simulate at the molecular
scale.188,189 The multi-phase system is represented
by a fixed lattice of discrete cells with finite states,
with each cell expressing only one state at a given
time. For instance, the pitting process may have six
different states corresponding to the locally domi-
nant species (Fig. 10a). Microscopic features corre-
sponding to passivity breakdown are incorporated
by evolving the states according to transforming
rules and events that occur with given probabilities.
These rules can represent chemical or electrochem-
ical reactions (via transition rules), as well as
diffusion events (swapping algorithm). In this way,
CA naturally couples local chemical and electro-
chemical factors to the evolution of morphology,
thereby elucidating interactive feedback mecha-
nisms that can drastically alter the kinetics.169

First applied to generalized corrosion, CA has
since been frequently employed to study pitting
corrosion. Li et al.190 considered the precipitation of
solvated metal cations into a salt film by adding a
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species that locally decreases the pH of the solution.
Wang et al.191 adopted the salt film species in their
model and further considered mechanical effects by
coupling FEM to the CA model. In this formulation,
the corrosion probability is described as a function
of the local stress state (see Fig. 10a). Similarly,
intergranular corrosion has been studied by incor-
porating a location-dependent dissolution probabil-
ity.168,192 The CA method has also been used to

investigate the combined effect of passive film
breakdown and re-passivation on metastable pits
in sputtered nanocrystalline stainless steel.164 The
combined effect was found to inhibit the growth of
metastable pits, but with varying individual
impacts on pit growth. Pitting corrosion has also
been studied in 3D using a probabilistic CA model
that couples spatially separated anodic and cathodic
reactions to local electrolyte properties, including

Fig. 9. Pit nucleation simulations with integration of the rapid solidification-induced sub-grain cellular structures: (a) digitally reconstructed cellular
structure from TEM images, (b–d) spatial distribution of film damage for different scenarios: (b) oxide film on top of cell walls and interiors have
the same self-repair kinetic, (c) the self-repair kinetic is 10 times faster at the cell walls, and (d) the self-repair kinetic is 10 times faster at the cell
interiors. In (b–d), the extent of film damage scales linearly with the color bar below, blue corresponds to low and red to high film damage (Color
figure online).
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pH166 (Fig. 10b). The same model has also been
employed to study generalized corrosion165 and
occluded corrosion cells167

Notably, the capability of CA models to deal with
large domains, while using simplified stochastic
state-changing rules to account for microscopic
heterogeneity, makes them well suited for simulat-
ing localized corrosion initiation or passivation/re-
passivation processes.193 Moreover, CA involves a
relatively simple computational implementation.
These two advantages make 3D CA modeling par-
ticularly attractive for exploring pit initialization in
representative LPBF 316L SS microstructures,
which feature complex characteristics that span
multiple scales. Furthermore, CA can straightfor-
wardly assess response of pit formation to
microstructure variation at modest computational
cost. However, a primary drawback of CA is that the
time and length scales that dictate the model
dimensions are not physical quantities, and thus
require careful calibration for particular transition
rules and experimental observations. Moreover, the
state-transition rules are formulated to represent
discrete events that are often difficult to parame-
terize predictively.

Artificial Neutral Network Method

Pitting corrosion in LPBF 316L SS may depend
on a host of variables, from the complex alloy
microstructure to the surface properties and envi-
ronmental factors, each of which evolves dynami-
cally under non-equilibrium conditions. This high-
dimensional space makes quantifying specific cor-
relations exceedingly difficult if not impossible. One
way to deal with this complexity is to incorporate
machine learning approaches such as ANN analy-
sis, which does not rely upon physicochemical
models and hence are free from preconceived
notions of how the system behaves. Given a suffi-
ciently large and reliable database, ANN methods
are effective at uncovering hidden relationships
that cannot be discerned by inspection or classical
statistical analysis.

It should be noted that a sufficiently large,
reliable property database is prerequisite for suc-
cessful ANN training and application. Obtaining
internally consistent data across the wide range of
relevant literature is a major difficulty, as is
excluding irrelevant outliers to refine the database
properly. This is particularly concerning for LPBF

Fig. 10. (a) CA model for pitting that combines electrochemical simulation and mechanical analysis, (b) CA-predicted evolution of the pit front
from an initially passivated metal. Adapted from Ref. 166 under terms and conditions provided by Taylor & Francis and Copyright Clearance
Center.
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materials, which feature microstructural character-
istics that are both highly variable and span a range
of length scales. One approach for overcoming the
challenges of data scatter, complexity, and sparsity
was recently demonstrated by Zhu et al.,194–197 who
successfully applied ANN to predict of the critical
chloride threshold that leads to pitting of steel in
alkaline concrete reinforcements. Employing a lit-
erature database, they addressed the data reliabil-
ity by using Kohonen self-organized mapping to
identify and insert probable values for missing
parameters. This refined database was then coupled
to regression-based ANN to uncover hidden rela-
tionships between the chloride threshold and the
relevant primary variables (temperature, pH, cor-
rosion potential, and breakdown potential), which
are in turn determined by secondary variables
(cement composition, porosity, and water/cement
ratio).

CONCLUSION

The enhanced resistance to pit initiation of LPBF
316L SS in chloride solutions has attracted a great
deal of interest. However, probing the underlying
pitting mechanisms remains an open challenge.
Over the past several years, the number of pub-
lished papers dedicated to the corrosion properties
of the AM material has steadily increased; never-
theless, the complexity of the process-induced
microstructures has prevented a complete under-
standing, particularly for the transient, highly
localized pitting process. Much can be learned from
comparisons with studies of conventional 316L SS.
For instance, the improved pitting potential in the
LPBF material is associated with the absence of a
MnSi phase. However, distinguishing correlation
from causality is often difficult, given the rich
diversity of microstructural features unique to
LPBF 316L SS. Moreover, it is clear that entirely
new mechanisms operate in the LPBF parts. Sig-
nificant progress has been made in experimentally
characterizing AM material porosity, residual stres-
ses, melt pool boundaries, and the grain/sub-grain
structures as a function of processing conditions;
however, a robust correlation between these
microstructural features and the properties of the
passive oxide film is still lacking.

While most LPBF 316L SS corrosion studies have
been entirely experimental, several continuum
modeling approaches have been applied to simulate
corrosion in conventional stainless steels, which
have led to improved understanding of the mecha-
nisms controlling pitting in chloride solutions. In
addition, significant progress has been made toward
predicting pitting nucleation, particularly with the
aid of experimental characterization methods for
model calibration. However, a comprehensive model
of pitting corrosion would need to incorporate a wide
range of multiscale, multiphysics phenomena. For
instance, passivation breakdown initiates as an

atomic-scale reaction, but pit propagation involves
diffusion and electromigration, which span a range
of scales from the microscopic to the macroscopic. In
addition, a full description of the pitting corrosion
process requires the integration of multiscale mod-
els that combine full 3D simulations of multiple-pit
growth with an electrochemically accurate pit
nucleation model, which necessitates further devel-
opment. Lastly, for these models to be successfully
applied to LPBF 316L SS, it is critical that they
adopt a high-fidelity reproduction of a statistically
representative volume element, including incorpo-
rating hierarchical, multiscale microstructural fea-
tures such as the sub-grain cellular structure.

In conclusion, the next step towards improved
understanding of pitting in LPBF 316L SS involves
linking the underlying microstructures to the key
properties of the passive oxide layer that ultimately
lead to breakdown of passivity. In particular, two
high-priority questions remain: first, how much do
sub-grain structures affect the local properties of
the passive oxide film; and second, what is the
preferential pit nucleation site? Answers to these
questions have begun to emerge, notably thanks to
the use of in situ experimental observations at the
atomic and microstructural scales. However, it is
clear that a far deeper understanding of local
corrosion phenomena in LPBF 316L SS could be
achieved through increased availability of inte-
grated experiment–simulation approaches, particu-
larly with the aid of emerging data-driven and
machine learning approaches that can leverage
feedback between both sets of tools.
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165. C.F. Pérez-Brokate, D. di Caprio, D. Féron, J. de Lamare,
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