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Abstract
Machine learning has made significant advances in the field of image processing. The foundation of this success is supervised 
learning, which necessitates annotated labels generated by humans and hence learns from labelled data, whereas unsuper-
vised learning learns from unlabeled data. Self-supervised learning (SSL) is a type of un-supervised learning that helps in 
the performance of downstream computer vision tasks such as object detection, image comprehension, image segmenta-
tion, and so on. It can develop generic artificial intelligence systems at a low cost using unstructured and unlabeled data. 
The authors of this review article have presented detailed literature on self-supervised learning as well as its applications 
in different domains. The primary goal of this review article is to demonstrate how images learn from their visual features 
using self-supervised approaches. The authors have also discussed various terms used in self-supervised learning as well as 
different types of learning, such as contrastive learning, transfer learning, and so on. This review article describes in detail 
the pipeline of self-supervised learning, including its two main phases: pretext and downstream tasks. The authors have shed 
light on various challenges encountered while working on self-supervised learning at the end of the article.
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1 Introduction

Machine learning (ML) and deep learning (DL) algorithms have 
revealed incredible performance in computer vision applications 
such as image recognition, object detection, image segmentation, 
and so on. These models are trained using either labeled data 
or un-labeled data. Supervised learning works on labeled data 
and unsupervised learning works on un-labeled data. Manually 
labeling data is a time-consuming and labor-intensive process 

[1]. Self-Supervised Learning (SSL) is a solution to the afore-
mentioned issues that has emerged as one of the most promis-
ing techniques that does not necessitate any expensive manual 
annotations. The term "self-supervised learning" was first used 
in robotics, where labels were automatically assigned to training 
data to exploit the relationships between input signals and sen-
sors. The basic idea behind SSL's operation is that while provid-
ing input, some parts are hidden, and the visible parts are used to 
predict the hidden parts. SSL differs from unsupervised learning 
in that it requires labels but does not require human labeling [2]. 
The fundamental process of SSL is depicted in Fig. 1, with a 
large unlabeled corpus of images as input. The ConvNet model is 
trained to predict the image's hidden portion based on the visible 
portion. The concept of self-supervised learning is inspired by 
the way infants teach [3]. Infants always learn through observa-
tion, common sense, their surroundings, and little interaction. 
All these factors contribute to his or her ability to self-learn. An 
infant's surroundings become a source of supervision for him, 
which helps in his understanding of how things work without 
constant supervision. The same idea is replicated in the machine 
via SSL, where the data supervises itself for training the model 
rather than having annotated labels, instructing the network on 
what is right or wrong. SSL employs two main concepts: auxil-
iary pretext tasks and contrastive learning [4]. In pretext tasks, 
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pseudo labels are used for representations that were generated 
automatically by taking into account the attributes of the dataset. 
These pseudo labels are then used for classification, detection, 
and segmentation [5]. The auxiliary pretext is primarily used to 
fill in missing parts of an image [6], convert it to gray scale [7], 
predict hidden parts, and many other tasks. Contrastive learn-
ing, on the other hand, distinguishes between augmented image 
features. For example, in one image, a close-up view is captured, 
while in another, a distant view is captured. Considering the dif-
ferences in perspectives between the two helps the model in 
learning. Before being integrated into computer vision, SSL had 
its origins in the NLP (natural language processing domain. Bidi-
rectional Encoder Representations from Transformers (BERT is 
the most widely used SSL method in NLP. Neighbour sentence 
prediction, Neighbor word prediction, auto-regressive language 
modeling, and other NLP methods are used for SSL. As we all 
know, shuffling a single word in NLP can change the semantics 
of a sentence,the method described above can help with this.

2  Motivation Behind the Work

One important distinction between humans and machines is 
that humans can learn faster than machines by observing and 
sensing their surroundings. Machines, on the other hand, can 
take hours or even days to simulate. A large dataset is required 
to train machines to predict. Most artificial intelligence tech-
niques require labelled datasets to make predictions. Labe-
ling each data point manually or with data labelling software 
is a costly and time-consuming task. Unlabeled data, on the 
other hand, is available in plenty and easily. Thus, the motiva-
tion behind SSL is to learn useful depictions of the data from 
unlabeled data by making use of the self-supervision concept 

and then fine-tune these depictions with some labels for the 
supervised downstream task. These downstream tasks may 
range from simple to complex, like from image classification 
to semantic segmentation and object detection, etc. Therefore, 
there was a need for an hour to thoroughly discuss the SSL in 
detail. This article aims to provide a detailed illustration of 
SSL with applications in various areas, along with the litera-
ture review. The latter section also discusses the benefits and 
drawbacks of SSL. Also, the critical analysis along with future 
directions has been provided to make researchers familiar with 
the future research scope of SSL.

The article is organized as follows: Sect. 1 gives a brief 
introduction to SSL; Sect. 2 discusses the motivation for this 
work; and Sect. 3 discusses various learning algorithms. Sec-
tion 4 discusses in detail the SSL algorithm, it’s types, its 
learning tasks, the SSL applications and related work and the 
various terms used in the SSL paradigm. Section 5 discusses 
about various SSL datasets used in the medical domain and 
computer vision. Section 6 summarizes the critical analysis 
of the literature review, and at the end, Sect. 7 concludes the 
article by discussing the domain's future prospects.

3  Learning Algorithms

3.1  Supervised Learning

Supervised learning necessitates manual labelling of data, 
which slows the system's performance [8]. Supervised 
learning attempts to map input variables to output vari-
ables. Supervised learning is similar to a classroom setting 
in which a teacher is present to guide the students [2]. These 
models are created for a specific task and contain a large 

Fig. 1  Self-supervised learning 
process
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amount of manually annotated data. This data is divided into 
three categories at random: training data, testing data, and 
validation data. The success of computer vision programs is 
dependent on this annotated data, which is a time-consuming 
and expensive process to acquire. Figure 2 depicts the opera-
tion of supervised learning.

3.2  Semi‑supervised Learning

Semi-supervised learning uses both labelled and unlabeled 
data to perform specific tasks [9]. First, some of the systems 
are trained using manually labelled data, and then the sys-
tem is used to predict the remaining portion using unlabeled 
data, as shown in Fig. 3. Finally, a full dataset containing 
both labelled and pseudo-labeled datasets is used to train 
the network.

The goal of semi-supervised learning is to combine the 
benefits of both supervised and unsupervised learning tech-
niques. Semi-supervised learning algorithms' main goal is 
to use unlabeled data to build a reliable model. These algo-
rithms do not guarantee that including only unlabeled data 
will improve prediction performance because unlabeled data 
is only useful when it contains information useful for label 
prediction.

3.3  Weakly‑Supervised Learning

Weakly-supervised learning is the process of learning from 
noisy or poorly labelled data. Because of the high cost of 
manually labelling data, it is difficult to obtain strong super-
vision information. In this scenario, it is necessary to build 
machines that can operate with minimal supervision. Weak 
supervision is classified into three types: incomplete super-
vision, inexact supervision, and inaccurate supervision [10]. 
Incomplete supervision is one of the, in which only a portion 
of the training data is labeled, and the rest is left unlabeled. 
The second type of supervision is inexact supervision, which 
contains only coarse-grained labels, and the last type is inac-
curate supervision, in which the given labels do not depict 

the truth. Instagram is an example of weakly-supervised 
learning, in which users' hash tags are used to label data [2].

3.4  Semi‑weak Supervised Learning

The combination of semi-supervised and weakly-supervised 
learning techniques is known as semi-weak supervised 
learning [11]. It adheres to the "student–teacher" frame-
work, in which a weakly supervised dataset is first trained 
with noisy hash tags, referred to as the teacher model. This 
teacher model is further refined using an ImageNet labelled 
dataset, and the refined labels are used to train the target 
student model.

3.5  Unsupervised Learning

Unsupervised learning, on the other hand, seeks to dis-
cover implicit patterns in data that has not been labeled. 
Manual annotations are not required for unsupervised 
learning. Unsupervised learning is done through cluster-
ing. Unsupervised learning is the process of teaching a 
computer to operate on unlabeled data and allowing the 
algorithm to act on it without supervision. The machine's 
task is to sort unsorted data into groups based on simi-
larities, patterns, and differences, as illustrated in Fig. 4.

Fig. 2  Supervised learning

Fig. 3  Semi-supervised learning
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3.6  Reinforcement Learning (RL)

Reinforcement learning is a subset of machine learning in 
which an agent learns from trial-and-error feedback [12]. 
Feedback can be either a punishment or a reward. A variety 
of software and computers use it to determine the best pos-
sible solution in a given situation. The agent decides what 
to do with the given task in reinforcement learning. It is 
based on previous experience. Xin et al. [13] proposed self-
supervised and reinforcement learning for sequential recom-
mendation tasks. Their proposed model includes two output 
layers: one for self-supervised learning and one for rein-
forcement learning. The RL component acts as a regularize, 

directing the supervised layer's attention to specific rewards. 
Figure 5 depicts the operation of RL.

3.7  Increment Learning (IL)

As illustrated in Fig. 6, the goal of incremental learning is 
to learn new knowledge from new samples [14] and solve 
new tasks on a continuous basis without forgetting previ-
ous tasks by using new data. IL is a subset of machine 
learning technology that can handle more consistent 
applications with human behavior and thought. When 
learning with new knowledge, a back propagation method 
adjusts parameter weights based on losses on available 
sequential data. The model's performance on previously 
learned knowledge will suffer as a result. This is referred 
to as catastrophic forgetting (CF), and it is the primary 
issue with incremental learning.

3.8  Transfer Learning

Transfer learning is used to help learners improve their 
knowledge. Transfer learning refers to the transfer of 
knowledge from one domain to another [15]. For exam-
ple, two people want to learn how to play the guitar. One 
has no musical knowledge, while the other has extensive 
musical knowledge. A person with a musical background 

Fig. 4  Unsupervised learning

Fig. 5  Reinforcement learning

Fig. 6  Incremental learning
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will be able to learn guitar more quickly by applying prior 
knowledge to a new domain [16]. The basic idea behind 
using transfer learning is to transfer the information con-
tained in a trained model on a task with a large amount 
of data to an objective task with less data.

One of the most important learning algorithms is self-
supervised learning (SSL) which has been discussed in 
the upcoming section.

4  Self‑Supervised Learning (SSL)

SSL is considered to be the bridge between supervised learn-
ing and unsupervised learning. The SSL model trains itself 
using one part of the input data to learn the other part of the 
input data. This is also called predictive or pretext learn-
ing. The SSL algorithm has the ability to auto-generate the 
labels for un-labelled data, which converts the un-supervised 
model to a supervised model. Figure 7 shows the block dia-
gram of the SSL algorithm.

4.1  Self‑Supervised Learning (SSL) Tasks

SSL is a new approach that differs from other techniques. 
The main distinction between them is that SSL does not 

require manual labeling. SSL tasks are divided into two cat-
egories: pretext and downstream tasks. The former employs 
supervised learning to learn representations, with labels gen-
erated from the data itself. When this learning is complete, 
the model applies the previously learned representations to 
the subsequent tasks. Figure 8a, b depict various tasks per-
formed by pretext and downstream tasks, respectively.

4.1.1  Pretext Task Learning Framework

In pretext tasks, the hidden portion of data is predicted using 
the visible portion. The pretext task can be applied to any 
type of data, such as images, audio, video, and so on [5]. 
Figure 9a–d show examples of pretext tasks such as coloriz-
ing an image [17], predicting a missing patch [6], estimating 
the rotation angel [2], jigsaw puzzle [18], and so on. This 
task allows machines to learn automatically by obtaining 
supervision directly from the data, without the use of anno-
tations. Designing an appropriate pretext task necessitates 
domain knowledge.

4.1.1.1 Image Colorization Image colorization, as shown in 
Fig. 9a refers to the process of converting a colour image to 
a black-and-white image. Each pixel's full-color information 
is stored by the trained model. It is a pretext for learning vis-

Fig. 7  Block diagram of SSL

Fig. 8  Various tasks performed 
by a pretext and b downstream



2766 V. Rani et al.

1 3

ual features. Treneska et al. [19] used an image colorization 
model based on a Generative Adversarial Network (GAN). 
The GAN model can produce the most realistic results. The 
extracted knowledge was transferred to two downstream 
tasks after applying the GAN model: multi-label image 
classification and semantic segmentation. In multi-label 
classification, a single image is assigned to multiple classes. 
The authors used 11,987 training images and 1713 testing 
images in their study. Semantic labels are assigned to each 
pixel of an image in semantic segmentation. They conducted 
experiments using the PascalVOC 2012 dataset.

4.1.1.2 Predicting a Missing Patch A pretext task that can 
predict the position of an image patch is predicting a miss-
ing patch from an image. To predict the relative position of 
a patch within an image, models should be trained. Doersch 
et al. [18] proposed using SSL to predict a missing patch. 
They chose a random patch and predicted the relative posi-
tion of an image's second and central patches, as shown in 
Fig. 9b. The patches are numbered 1 through 8. Following 
the selection of a patch, each patch is fed into a CNN that 
adheres to the AlexNet architecture. Both architectures are 
completely interconnected and share weights between lay-
ers. A gap was added between patches to prevent over-fit-
ting. Softmax was used as a final layer to predict the relative 
position of each patch configuration.

4.1.1.3 Estimating the Rotation Angle Estimating the rota-
tion is a task requiring instance discrimination [20]. Pre-
dicting picture rotations is a simple but effective method for 
identifying rotation discriminative features. If an image is 
rotated at any angle (0, 90, 180, or 270 degrees) and fed into 
a CNN model, the network model is pre-trained on pairs 
of rotated images from an unlabeled dataset. The network 
must understand the location, type, and pose of an object 

in an image in order to estimate the rotation angle of the 
original image. In Fig. 9c, an image is rotated three times, 
and the CNN model recovers the original image by learning 
the position of the object. Devgon et  al. [21] developed a 
self-supervised learning model to estimate an object's rota-
tion between the desired rotation and the current rotation. 
They used a trained model to estimate the rotation between 
two depth images.

4.1.1.4 Jigsaw Puzzle Solving a jigsaw puzzle requires not 
only knowledge of a single patch, but also knowledge of the 
relationships between different patches of the same image, 
as shown in Fig.  9d [22]. Understanding the patches dis-
criminatory features helps in solving the puzzle. There is no 
shortcut method for predicting the right position of a patch, 
so multiple permutation functions are generated for each 
patch to find its right position [23]. Li et al. [24] solved Jig-
saw puzzles using the GAN model. They created a multitask 
pipeline for solving unpaired image jigsaw puzzles. They 
classified jigsaw permutations into a separate branch and 
then used a GAN model to recover features from images in 
the correct order. The classification branch concentrated on 
the pseudo labels generated by shuffling the image pieces, 
whereas the GAN model concentrated on the semantic 
information of the pieces.

4.1.2  Downstream Task

Downstream tasks are primary tasks that define the model's 
purpose. Pretext tasks, also known as secondary tasks, allow 
the model to learn useful feature representation informa-
tion that is used to complete downstream tasks. To ensure 
quality in downstream tasks, feature representation learned 
in pretext tasks should be calculated. The primary task 
downstream is to perform classification or object detection 

Fig. 9  Several exapmples of 
pretext task (a) colorizing the 
image (b) Predicting a missing 
patch (c) Estimating the rotation 
angle (d) Jigsaw Puzzle
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with insufficient data labels, semantic segmentation, and 
action recognition. Down streaming can be accomplished 
in two ways: fine-tuning or using a linear classifier [25]. To 
achieve good performance, a small amount of data labeling 
is required in the downstream task. When the domain gap 
between self-supervised pre-training and the downstream 
task is smaller, performance on the downstream task is usu-
ally better.

4.1.2.1 Image Classification Image classification is the pro-
cess of recognizing the category of each object in an image. 
Many networks are used for image classification, including 
AlexNet, ConvNet, ResNet, DenseNet, GoogLeNet, VGG, 
and others [26]. An image may contain multiple objects of 
different classes, but only one class label is used for each 
image. Image classification is used as a downstream task to 
estimate the quality of an image's features. To extract fea-
tures from each image, a self-supervised learning model is 
used, which is then used to train a classifier.

Liu Object detection is a downstream task that recognizes 
the category of an object as well as its relative position in an 
image. This task is extremely important in computer vision 
applications such as robotics, autonomous driving, scene 
text detection, and so on [27]. The two most popular datasets 
for object detection are MOSOCO and OpenImage. Many 
ConvNet models, such as CNN, R-CNN [28], Fast-RCNN, 
Fast YOLO, and others, have been proposed to achieve high 
performance [29].

4.1.2.2 Semantic Segmentation Semantic segmentation is 
the process of assigning semantic labels to each pixel in an 
image. This task is critical in a variety of applications, such 
as human–machine interaction, robotics, and autonomous 
driving. Many networks have been used in downstream 
tasks, and semantic segmentation is no exception. These 
networks include VGG, ResNet, AlexNet, CNN, and FCN 
(fully connected network). FCN is a watershed moment in 
semantic segmentation because it employs a fully convolu-
tional network to solve the problem.

4.1.2.3 Human Action Recognition (HAR) Human action 
recognition is the task of recognizing what people are doing 
in videos for a set of pre-defined action classes. This task 
necessitates the use of both spatial and temporal features. 
HAR has enabled the field to address one of its most press-
ing issues: using unlabeled data to build reliable recognition 
systems with only a few labeled training samples [30]. HAR 
is frequently used to evaluate the quality of video features 
learned using self-supervised methods. You and Wang [31] 
proposed using a view-enhanced jigsaw puzzle (VEJP) to 
recognize 3D human actions. VEJP captures multi-view 
data and forces the encoder to obtain view independent high-

level features from the human skeleton. VEJP-extracted fea-
tures are more robust and distinguishable.

4.2  Types of SSL Learning Techniques

The ConvNet model serves as the foundation of SSL, and 
its architecture influences the quality of visual representa-
tions learned through the pretext task. There are numerous 
pre-trained convolutional neural network models available, 
including ResNet50, ResNet50 v1, and upgraded versions. 
When a low-capacity model, such as AlexNet, is used for 
pre-training, little improvement can be obtained when com-
pared to the Resnet50 family [26]. The major categories of 
SSL learning are Contrastive learning and non-contrastive 
learning.

4.2.1  Contrastive Learning

Contrastive learning is used to learn a representation or 
feature space that attracts and repels representations from 
similar images. Contrastive learning has a wide range of 
applications in computer vision and natural language pro-
cessing. For example, in NLP, changing the position of a 
single word can change the semantics of a sentence. The 
goal of contrastive learning is to bring semantically related 
samples closer together while keeping dissimilar samples 
separate [32]. In contrastive learning one sample from the 
training data is used as an anchor, its augmented form is 
labeled as a positive sample, and the remaining examples in 
the training batch are labeled as negative samples. Because 
people can distinguish items without remembering every 
detail about them, their cognitive learning patterns give 
rise to the concept of contrastive learning. The contrastive 
learning framework is depicted in Fig. 10, and it consists of 
a large set of unlabeled data, accurate data augmentation, 
an encoder (ResNet-50, ConvNet, CNN, etc.), and a hand-
crafted pretext task. Data augmentation is the use of sto-
chastic transformations to map an image into different per-
spectives, such as resizing, random flipping, color distortion, 
Gaussian blurring, and so on. Data augmentation can alter 
an image's visual appearance without changing its seman-
tics. An encoder is used to extract features from images. 
The quality of features increases as the number of layers in 
a network increases. In contrastive learning, three types of 
encoders are used: image encoders, momentum encoders, 
and dictionaries [33]. To predict the unlabeled data, pretext 
tasks generate pseudo labels from these extracted features.

4.2.2  Non‑contrastive Learning

Non-contrastive learning techniques only depends on posi-
tive sample pairs which means that the training data con-
tains only related representations, for example the data may 
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contain the two versions of same image of a dog like color 
and black and white but not the image of some unrelated 
data or negative samples like a picture of a building. This 
may be thought that the contrastive learning model being 
trained on positive samples only may be prone to collapse, 
but FAIR found that the model has the ability to learn good 
representations despite learning from only positive sam-
ples. The non-contrastive SSL model uses stop-gradient and 
extra-predictor operations to achieve better learning results. 
BYOL and SimSiam proved that using these operations, the 
non-contrastive learning model does not suffer representa-
tion collapse. The Table 1 given below mentions some dif-
ferences between contrastive and non-contrastive learning.

4.3  Applications of SSL and Its State of the Art Work

4.3.1  Self‑supervised Learning and NLP

SSL has become a hot research topic for researchers since 
2018, when Google introduced the natural language process-
ing (NLP) model. SSL's most fruitful results in the field of 
NLP are BERT and T5. A substantial amount of research has 
been conducted in this area. This section goes over a few of 
them. Zhou et al. [34] used the SSL regularization technique 
in NLP for text classification. They defined text classification 
as a key concept in NLP. Authors provided training texts that 
were encoded using a text encoder as input. In the encoded 

text, the authors defined two tasks: prediction and self-super-
vision. Both tasks use the same encoded text. They tested 
their model on 17 text classification datasets, attempting to 
minimize classification and regularization losses. Chen et al. 
[35, 36] used a hybrid SSL approach to regularize the train-
ing of a text classification task. Task adaptive pre-training 
(TAPT) and domain adaptive pre-training (DAPT) have 
been proposed by Gururangan et al. [37]. TAPT continues to 
train it on the target task's training dataset, after pre-training 
RoBERTa on large-scale corpora. DAPT is still pre-training 
RoBERTa on datasets with minor domain differences from 
datasets in target tasks. The difference between the SSL-Reg 
technique and TAPT and DAPT is that SSL-Reg uses a self-
supervised task (for example, mask token prediction) to reg-
ularize RoBERTa fine-tuning, whereas TAPT and DAPT use 
separate tasks. TAPT and DAPT, on the other hand, use a 
self-supervised task for pre-training, with the text classifica-
tion task coming first, followed by the self-supervised task. 
SSL-Reg method and TAPT are similar in that they both use 
texts in target tasks to conduct self-supervised learning. Sun 
et al. [38] proposed ERNIE 2.0, a framework for learning 
multiple tasks in incremental increments. They created sev-
eral tasks and trained the ERNIE 2.0 model to extract lexi-
cal, syntactic, and semantic information from the training 
dataset. They used General Language Understanding Evalu-
ation (GLUE) to assess the model's performance. As the 
size of the model in natural language processing grows, so 

Fig. 10  Contrastive learning in 
computer vision

Table 1  Difference between contrastive learning and non-contrastive learning

Contrastive learning Non-contrastive learning

Complex NN Simple NN as compared to CL
Prone to dimensional collapse Lesser dimensional collapse
Takes into consideration both positive and negative data samples Takes into consideration only positive data samples
Minimises the distance between positive data and maximizes the distance between negative 

data
Leverages the positive data points from the dataset
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does the need for large memory. To address this issue, Lan 
et al. [39] proposed a two-parameters reduction technique 
called ALBERT (A lite BERT) that use fewer parameters 
than traditional BERT. ALBERT has two parameters: factor-
ized embedding parameterization and cross-layer parameter 
sharing. One large vocabulary matrix is decomposed into 
two small matrices in the first step. The size of the vocabu-
lary embedding is kept separate from the hidden layers. If 
the number of parameters is increased, this separation will 
not increase the size of the memory. Multiple techniques are 
used to share parameters in cross-layer parameter sharing. 
When the network's depth increases, cross-layer parameter 
sharing prevents the parameters from growing.

4.3.2  Self‑supervised Learning in Healthcare

Chowdhury et al. [40] discussed SSL implementation in 
healthcare as well as four other major areas: pixel to scalar 
pretext task, pixel to pixel pretext task, adversarial learning, 
and contrastive learning. The findings explain in their arti-
cle that SSL has the ability to solve the problems caused by 
supervised learning. Jamaludin et al. [41] used longitudinal 
MRI scan data to train a Siamese CNN to learn embedding 
in which pairs of images from the same patient at different 
times in time are pushed further apart in the latent space 
and vice versa. These two pretext tasks' loss functions are 
combined, and a third pretext task is used to forecast ver-
tebral body levels. The authors collected data from 1016 
subjects for their experimental work. To address the issue of 
high traffic at network stations, Isravel et al. [25] incorporat-
ing SSL techniques into the software-defined networking 
domain. By sensing the channel, SSL can estimate the traffic 
behavior. Chen et al. [42] used SSL for context restoration in 
medical image analysis. They validated context restoration 
in three medical imaging problems: classification, localiza-
tion, and segmentation. They used 2D ultrasound images for 
classification and CT images of abdominal organs for locali-
zation. They considered MRI of brain tumors to segment the 
imaging problem. The semantic features of images are taken 
into account by using SSL-based restoration. Kwasigroch 
et al. [43] proposed a fusion method that combines trans-
fer and self-supervised learning. They used this method in 
skin treatment, which is the most delicate application in the 
medical domain. They divided the dermoscopic images into 
two categories: benign and malignant. The dataset used for 
this experiment includes 2000 training images, 150 valida-
tion images, and 600 testing images. Because this dataset 
is unbalanced, they encountered various problems while 
conducting experiments. They demonstrated in their pro-
posed method that SSL can perform better even when only 
a small number of images are labeled. Ghesu et al. [44] pro-
posed a contrastive learning and online feature clustering 
method. They collected 100 million 2D and 3D medical 

images from a variety of modalities, including radiography, 
computed tomography (CT), magnetic resonance imaging 
(MR), and ultrasonography. They extracted features from 
these images and using these extracted features to train the 
model in both supervised and unsupervised modes. They 
validate three medical problems: chest radiography abnor-
mality assessment, brain metastasis detection in MR, and 
brain hemorrhage detection in CT image data. Spathis 
et al. [45] discussed the role of self-supervised learning in 
the medical domain. They collected ECG signal data and 
applied prominent SSL methods to it. They demonstrated 
that self-supervised learning can perform well with large 
amounts of data without the need for annotations. Nguyen 
et al. [46] proposed a method using SSL to solve a variety of 
medical problems. They have worked with image data con-
taining spatial 3D information, such as CT and MR images. 
The system has been divided into two stages: classification 
and segmentation. They used Resnet 34 to predict the value 
of spatial information. This stage's output was used as the 
initial parameters for the second segmentation stage. The 
authors considered two medical domain problems for experi-
ment purposes. The first issue is organ risk, and the second 
is detecting intracranial hemorrhage. The StructSeg dataset, 
which contains CT images of 60 lung cancer patients, was 
used for the Organ at Risk problem, and the RSNA dataset 
was used for Intracranial Hemorrhage detection. This dataset 
contains 17,079 images of patients.

4.3.3  Self‑supervised Learning in Computer Vision

SSL has been widely used in computer vision applications 
such as object detection, image classification, graph clas-
sification, visual question answering, and so on. For object 
detection, two approaches are used: a one-stage detector 
and a two-stage detector. In a two-stage detector, the object 
proposal is generated first, and then the object is located 
and classified in the second stage, whereas in a one-stage 
detector, classification and bounding box location are done 
in the same stage. Self-supervised learning methods are 
rapidly gaining popularity. The basic idea behind SSL is to 
develop a model that can solve problems in the field of com-
puter vision. Gidaris et al. [47] proposed a ConvNets-based 
method for recognizing 2D rotations in images. According 
to Huang et al. [48], SSL should be used for few shot object 
detection (FSOD) and instance segmentation. Object detec-
tion necessitates dense labeling, which is a time-consuming 
process,the FSOD method attempts to recognize previously 
unseen object classes based on a few labels. They discussed 
various object detection benchmark datasets and their evalu-
ation matrices also in this work. Self-EMD is a method for 
learning spatial-visual representation proposed by Liu et al. 
[49]. They used more than one set of images from various 
perspectives. The image is then cropped to 224 × 224 and 
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resized using various methods such as color distortion, ran-
dom Gaussian blur, random horizontal flip, and so on. The 
COCO image dataset was used for experimentation. Amrani 
et al. [50] proposed a self-supervised learning method for 
detecting and retrieving an object from an unlabeled video. 
By listening to the video, this model captures similar frames 
with a common theme. For background rejection, contrastive 
learning was used, and new clusters were formed by a high 
level of label noise. Table 2 lists the major contributions of 
researchers in various fields, such as health care, natural 
language processing, image classification, object detection, 
and so on.

4.4  Taxonomy of SSL

Self-supervised learning has attracted many researchers for 
its excellent data efficiency. In this method, fewer labels and 
smaller samples are used to learn more by incorporating a 
neural network. In this section, we will go over some fun-
damental SSL terms.

4.4.1  Pseudo Labels

The data curation process must be automated to reduce 
manual input, and the number of labels required for good 
performance must be reduced [57]. Pseudo labels are labels 
that are assigned automatically by the network based on pre-
text tasks. For example, an image is provided as input, and 
the system performs some type of transformation on it, such 
as rotation, colorization, and so on. The transformed image 
is fed into ConvNet, which predicts the transformation via 
a pseudo labeling process. Figure 11 depicts this process.

4.4.2  Linear Classification

A typical assessment protocol involves training a linear 
classifier on top of (frozen) representations learned through 
self-supervised methods. It is evaluated for the classification 
accuracy of the learned classifier model on the ImageNet 
Val/Test set.

4.4.3  Pre‑trained Models

A common assessment protocol involves training a linear 
classifier on top of (frozen) representations learned through 
self-supervised methods. The classification accuracy of the 
learned classifier model is evaluated on the ImageNet Val/
Test set.

4.4.4  Fine‑tuning the Model

The fairness of self-supervised learning is affected by model 
fine-tuning [58]. The design of all models, including their 

parameters, is copied into the target model, except for the 
output layer when fine-tuning models. These parameters are 
adjusted based on the target datasets. To achieve the highest 
level of performance, downstream tasks in SSL use fine-
tuned models.

5  Sources of Datasets

This section will go over various datasets used for training 
and evaluating self-supervised visual features, natural lan-
guage processing, image classification, the medical domain, 
and so on. These datasets are collected for self-supervised 
training without the use of human-annotated labels. Table 3 
discusses various datasets used for computer vision, medical 
imaging, and natural language processing, along with their 
source links.

6  Critical analysis

When compared to supervised models, SSL has achieved 
remarkable success in the computer vision, NLP, and health-
care domains. SSL has some issues that researchers encoun-
ter, just like every coin has two sides. We have discussed a 
few of the pros and cons of SSL in this section.

• The vast majority of self-supervised pre-trained mod-
els, such as those in the ImageNet dataset, are trained 
on images with a single dominant object. The scene in 
applications such as self-driving cars contains several 
items, making it difficult to distinguish between two simi-
lar scenes.

• Finding context in satellite and medical images is 
extremely difficult due to their lack of structure. As a 
result, approaches like relative patch prediction and jig-
saw puzzles are useless when dealing with such images.

• When dealing with less structured datasets containing 
medical and satellite images, a different augmentation 
method is required than when dealing with datasets for 
natural language processing.

• Creating a useful pretext assignment that allows a net-
work to learn meaningful images/text is the most difficult 
aspect of self-supervised learning.

• After reviewing a large amount of literature, we discov-
ered that as the size of the dataset grows, so does the sys-
tem's performance. Larger datasets should thus be used 
whenever possible.

• Because SSL can process large data sets without relying 
on labels, an incomplete sentence in the NLP domain 
can be completed with a few words. Later words can be 
completed by understanding the semantics of the previ-
ous sentence.
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Fig. 11  Pseudo labeling process

Table 3  Various datasets with their size and source links

Name of the dataset Size Classes Category Source

CIFAR 10 60,000 images 10 Computer vision https:// www. kaggle. com/ datas ets/ fedes oriano/ 
cifar 10/ downl oad

CIFAR 100 50,000 images 100 Computer vision https:// www. kaggle. com/ datas ets/ fedes oriano/ 
cifar 100/ downl oad

PASCAL VOC 2007 9963 images 20 Computer vision https:// www. kaggle. com/ datas ets/ zaraks/ pas-
cal- voc- 2007/ downl oad

PASCAL VOC 2012 11,530 20 Computer vision https:// www. kaggle. com/ datas ets/ huang hanch 
ina/ pascal- voc- 2012/ downl oad

Caltech 101 9146 102 Computer vision http:// www. vision. calte ch. edu/ Image_ Datas ets/ 
Calte ch101/

Covid-19 images 317 Health domain https:// www. kaggle. com/ datas ets/ prana vraik 
okte/ covid 19- image- datas et/ downl oad

MNIST 70,000 10 Handwritten digits https:// data. deepai. org/ mnist. zip
Food 101 120,216 251 https:// www. kaggle. com/ datas ets/ dansb ecker/ 

food- 101/ downl oad
Stanford Dogs 20,000 120 Images of dogs https:// www. kaggle. com/ datas ets/ jessi cali9 

530/ stanf ord- dogs- datas et/ downl oad
Kinetics 400 400video clips 

for each human 
action

400 videos https:// acade micto rrents. com/ downl oad/ 184d1 
13183 72f70 018cf 9a72e f867e 2fb9c e1d26. 
torre nt

MS COCO 328,000 80 Computer vision https:// www. kaggle. com/ datas ets/ awsaf 49/ 
mscoco- datas et/ downl oad

UCF 101 13,320 101 Videos for HAR https:// www. kaggle. com/ datas ets/ pevog am/ 
ucf101/ downl oad

HMDB51 6849 51 each category 
contains 101 
clips

Videos for human motions https:// serre- lab. clps. brown. edu/ resou rce/ 
hmdb-a- large- human- motion- datab ase/# 
Downl oads

SVHN 73,257 10 Images of house numbers https:// www. kaggle. com/ datas ets/ stanf ordu/ 
street- view- house- numbe rs/ downl oad

Flowers 102 2040 102 Images of flowers https:// www. kaggle. com/ datas ets/ nunen uh/ 
pytor ch- chall ange- flower- datas et/ downl oad

FGVC aircraft 3334 100 Images of aircraft https:// www. kaggle. com/ datas ets/ seryo uxbla 
ster7 64/ fgvc- aircr aft/ downl oad

Weather image recognition 6862 11 Images of weather https:// www. kaggle. com/ datas ets/ jehan bhath 
ena/ weath er- datas et/ downl oad

https://www.kaggle.com/datasets/fedesoriano/cifar10/download
https://www.kaggle.com/datasets/fedesoriano/cifar10/download
https://www.kaggle.com/datasets/fedesoriano/cifar100/download
https://www.kaggle.com/datasets/fedesoriano/cifar100/download
https://www.kaggle.com/datasets/zaraks/pascal-voc-2007/download
https://www.kaggle.com/datasets/zaraks/pascal-voc-2007/download
https://www.kaggle.com/datasets/huanghanchina/pascal-voc-2012/download
https://www.kaggle.com/datasets/huanghanchina/pascal-voc-2012/download
http://www.vision.caltech.edu/Image_Datasets/Caltech101/
http://www.vision.caltech.edu/Image_Datasets/Caltech101/
https://www.kaggle.com/datasets/pranavraikokte/covid19-image-dataset/download
https://www.kaggle.com/datasets/pranavraikokte/covid19-image-dataset/download
https://data.deepai.org/mnist.zip
https://www.kaggle.com/datasets/dansbecker/food-101/download
https://www.kaggle.com/datasets/dansbecker/food-101/download
https://www.kaggle.com/datasets/jessicali9530/stanford-dogs-dataset/download
https://www.kaggle.com/datasets/jessicali9530/stanford-dogs-dataset/download
https://academictorrents.com/download/184d11318372f70018cf9a72ef867e2fb9ce1d26.torrent
https://academictorrents.com/download/184d11318372f70018cf9a72ef867e2fb9ce1d26.torrent
https://academictorrents.com/download/184d11318372f70018cf9a72ef867e2fb9ce1d26.torrent
https://www.kaggle.com/datasets/awsaf49/mscoco-dataset/download
https://www.kaggle.com/datasets/awsaf49/mscoco-dataset/download
https://www.kaggle.com/datasets/pevogam/ucf101/download
https://www.kaggle.com/datasets/pevogam/ucf101/download
https://serre-lab.clps.brown.edu/resource/hmdb-a-large-human-motion-database/#Downloads
https://serre-lab.clps.brown.edu/resource/hmdb-a-large-human-motion-database/#Downloads
https://serre-lab.clps.brown.edu/resource/hmdb-a-large-human-motion-database/#Downloads
https://www.kaggle.com/datasets/stanfordu/street-view-house-numbers/download
https://www.kaggle.com/datasets/stanfordu/street-view-house-numbers/download
https://www.kaggle.com/datasets/nunenuh/pytorch-challange-flower-dataset/download
https://www.kaggle.com/datasets/nunenuh/pytorch-challange-flower-dataset/download
https://www.kaggle.com/datasets/seryouxblaster764/fgvc-aircraft/download
https://www.kaggle.com/datasets/seryouxblaster764/fgvc-aircraft/download
https://www.kaggle.com/datasets/jehanbhathena/weather-dataset/download
https://www.kaggle.com/datasets/jehanbhathena/weather-dataset/download
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7  Conclusion and Future Directions

Self-supervised approaches have dominated supervised 
learning. They use the vast amounts of unlabeled data that 
are freely available. Self-supervised learning approaches 
have been shown to be effective in difficult downstream 
tasks such as image classification, object detection, image 
segmentation, and other tasks with little labeled input. The 
authors of this review article investigated the SSL applica-
tion area as well as various types of learning. When com-
bined with other learning methods, SSL can achieve greater 
success. Various pretext tasks generate different supervi-
sion signals, which can help the network learn more typi-
cal characteristics. In most existing self-supervised visual 
feature learning algorithms, ConvNet is trained to solve one 
pretext task. This review article provided a comprehensive 
overview of various learning schemes, the SSL pipeline, 
and recent research in this domain. Only a few studies have 
examined learning multiple pretext tasks for self-supervised 
feature learning. Self-supervised feature learning on multi-
ple pretext tasks can be investigated further. The majority 
of self-supervised visual feature learning approaches cur-
rently available are focused on learning features for a single 
modality. If multiple data modalities from other sensors are 
available, the constraints between them can be used to train 
networks to learn features. As everyone is busy these days 
and wants to do most of the work automatically, researchers 
have a lot of room to explore many new techniques in this 
domain. SSL provides this level of security without the need 
for human intervention.

[1] https:// resea rch. aimul tiple. com/ self- super vised- learn ing/
[2] https:// neptu ne. ai/ blog/ self- super vised- learn ing
[3] https:// atcold. github. io/ pytor ch- Deep- Learn ing/ en/ 

week10/ 10-1/
[4] https:// engin eering. purdue. edu/ ECE/ News/ 2020/ incre 

mental- learn ing- in- online- scena rio
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