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Abstract. In this paper, we study the existence of fixed points for the
product of nonlinear operators. This kind of fixed point theorems is
necessary in consideration of quadratic differential and integral prob-
lems. We emphasize a possible extension of the applicability of obtained
theorems and consequently we prove the existence of fixed points for
operators acting on some function spaces that are not necessarily Ba-
nach algebras. This result can be successfully applied to many quadratic
problems.
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1. Introduction

In this paper we discuss a fixed point theorem for the product (pointwise
multiplication) of two, possibly nonlinear, operators A·B, i.e., for the problem

x = g + λ ·A(x) ·B(x).

In contrast to the case of the sum of two operators A + B (called the
Krasnoselskii-type fixed point theorem), the proposed case is not sufficiently
investigated. However, such a kind of theorems is also discussed and they are
related to some “quadratic” problems. Let us mention the quadratic integral
equation

x(t) = g(t) + λ · u(t, x(t)) ·
∫ 1

0

K(t, s)f(s, x(s)) ds (1.1)

considered in [13, 14, 17, 18], for instance.
Let us stress one aspect of the existing results: all of them are related

to operators acting on Banach algebras (with respect to the pointwise mul-
tiplication). It is a significant limitation, but unfortunately it is assumed in
almost all earlier results of this type. In particular, it implies that for the
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above problems only continuous, BV or even classical C1, solutions can be
found. Moreover, this approach leads to some additional restrictive assump-
tion on the growth of considered operators. This is particularly clear when
we put A (or B) as the Nemytskii superposition operator, for which acting
conditions are strictly related to the growth assumptions (cf. [18]). In our ap-
proach we indicate how to avoid this problem. We investigate two cases. The
first one is when operators are contractions with respect to some measures of
noncompactness. In the second case at least one of the operators should be a
contraction with respect to the measure of uniform integrability c, which is
a less restrictive condition. Some connections between the two cases will be
discussed, by illustrating the advantage of our approach. Finally, as an ex-
ample of applications, we prove the existence of positive monotone solutions
for some quadratic integral equations.

2. Pointwise multiplication in function spaces

Let R be the field of real numbers. In this paper we denote by I a compact
interval [0, 1] ⊂ R. If we consider the pointwise product of two functions from
a given function space E, then either the result is still in the same space (a
Banach algebra case) or the space E has no such a nice property. Let us
observe that in the first case, for the product of two operators A and B, the
assumption that they are acting on the same space E as well as their images
are in E is very restrictive. In particular, it implies some restrictions on the
growth condition for both operators. A typical situation considered in many
problems is when A is the Nemytskii superposition operator. It continuously
maps Lp(I) into Lq(I) if and only if

|f(t, x)| ≤ a(t) + b · |x|p/q (2.1)

for all t ∈ I and x ∈ R, where a ∈ Lq(I) and b ≥ 0. This is much simpler
than the assumption that A : C(I) → C(I) is continuous.

In this paper some properties of the considered function spaces play
a major role. We need to consider the triples of spaces with the following
property: for a triple of spaces (E,E1, E2) there exists a constant k such that
for arbitrary x ∈ E1 and y ∈ E2,

x · y ∈ E

and
∥x · y∥E ≤ k · ∥x∥E1 · ∥y∥E2 . (2.2)

Let us recall some special cases. Most known is the case of Banach algebras,
i.e., the space of continuous functions. In this case E = E1 = E2 = C(I,X)
(k = 1, or so-called quasi-algebras for k ̸= 1). Moreover, some subalgebras
of this space can be interesting, but we are not restricted only to this case.
Let us note that the space of real-valued functions of finite total variation is
a Banach (quasi-) algebra with k = 2 (see [16]).

However, if we still need to consider “bigger” spaces, we need to go out-
side the class of Banach (quasi-) algebras and our extension will be useful.
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For discontinuous functions, let us recall Hölder’s inequality for Lebesgue
spaces:

∥x · y∥L1 ≤ ∥x∥Lp · ∥y∥Lq

whenever 1/p+ 1/q = 1. Thus, the triple (L1, Lp, Lq) is good enough.
The third example (and most important) is devoted to study some Orlicz

spaces (for necessary definitions see [28, 30], for instance). Generally speaking,
the product of two functions x, y ∈ LM (I) is not in LM (I). However, if x and
y belong to some particular Orlicz spaces, then the product x · y belongs to a
third Orlicz space. Let us note that one can find two functions belonging to
Orlicz spaces: u ∈ LU (I) and v ∈ LV (I) such that the product uv does not
belong to any Orlicz space (this product is not integrable). Nevertheless, we
have the following lemma.

Lemma 2.1 (See [28, Lemma 13.5], [30, Theorem 10.2]). Let φ1, φ2 and φ be
arbitrary N -functions. The following conditions are equivalent:

(1) for every functions u ∈ Lφ1(I) and w ∈ Lφ2(I), u · w ∈ Lφ(I);
(2) there exists a constant k > 0 such that for all measurable u, w on I we

have ∥uw∥φ ≤ k∥u∥φ1∥w∥φ2 ;
(3) there exist numbers C > 0, u0 ≥ 0 such that for all s, t ≥ u0,

φ

(
st

C

)
≤ φ1(s) + φ2(t);

(4) the functions φ, φ1 and φ2 satisfy the condition

lim sup
t→∞

φ−1
1 (t)φ−1

2 (t)

φ(t)
< ∞.

Let us recall the following simple sufficient condition for statements
(1)–(4) to hold true.

Lemma 2.2 (See [28, p. 223]). If there exist complementary N -functions Q1

and Q2 such that the inequalities

Q1(αu) < φ−1
[
φ1(u)

]
,

Q2(αu) < φ−1
[
φ2(u)

]

hold, then for every functions u ∈ Lφ1(I) and w ∈ Lφ2 , u · w ∈ Lφ(I). If,
moreover, φ satisfies the ∆2-condition, then it is sufficient that the inequali-
ties

Q1(αu) < φ1

[
φ−1(u)

]
,

Q2(αu) < φ2[φ
−1(u)]

hold.

An interesting discussion about necessary and sufficient conditions for
product operators can be found in [28, Section 13] and [30]. Note that, since
Lp = LM for M(t) = tp/p, the case of Lebesgue spaces Lp is included in the
above consideration for Orlicz spaces.

We will use a general concept of function spaces, i.e., ideal spaces (or
Köthe function spaces). A normed space (X, ∥ · ∥) of (classes of) measurable
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functions x : I → U (U is a normed space) is called preideal if for each x ∈ X
and each measurable y : I → U , the relation |y(s)| ≤ |x(s)| (for almost all
s ∈ I) implies y ∈ X and ∥y∥ ≤ ∥x∥. If X is also complete, it is called an ideal
space (see [32]). An ideal normed space X is called regular if all singletons
in X have equicontinuous norm, i.e.,

lim
δ→0

sup
{D:measD≤δ}

∥x · χD∥ = 0,

where χD is the characteristic function of a measurable setD (cf. [22, 33, 34]).
Examples of regular ideal spaces: the Lebesgue spaces, the Orlicz spaces or
the Lorentz spaces (with suitable norms). Note that the space of continuous
functions C(I) is not ideal, although it is a closed subspace of an ideal space.

We say that a set T in an ideal space E is compact in measure if it is
compact in the topology of convergence in measure, i.e., as a subset of the
space of all measurable functions L0(I) (see [25, 32]).

Finally, we can consider also a special case for E2 = L∞ and some func-
tion spaces for which (E = E1)

∥x · y∥E ≤ ∥x∥E · ∥y∥L∞ .

The class of spaces with this property is known as preideal∗ spaces (cf. [34,
p. 66] or [32]). Although this case seems to be general, it has, from our point
of view, one weakness: the measure of noncompactness in L∞ allowing us to
prove our version of the fixed point theorem seems to be inapplicable and
we do not discuss it in this paper. Moreover, any continuous superposition
operator with values in L∞ should be constant. In particular, the function u
in equation (1.1) should be not depending on x, so the problem is reduced to
standard (not quadratic) integral equations.

In our considerations, we will not be restricted to the cases presented
above, but they confirm our belief that this kind of assumptions is really
natural. It is possible to check this property for a given triple of function
spaces. An open question is if it is possible to characterize all such spaces.

3. Measures of noncompactness

If X is a subset of a Banach space E, then X̄ and convX denote the closure
and convex closure of X, respectively. By Br we denote a ball centered at θ
with radius r. The standard algebraic operations on sets will be denoted by
the symbols k ·X and X + Y .

Moreover, by ME we denote the family of all nonempty and bounded
subsets of E and by NE its subfamily consisting of all relatively compact
subsets. We will apply an axiomatic approach to the notion of a measure of
noncompactness.

Definition 3.1 (See [11]). A mapping µ : ME → [0,∞) is said to be a measure
of noncompactness in E if it satisfies the following conditions:

(i) µ(X) = 0 ⇒ X ∈ NE ;
(ii) X ⊂ Y ⇒ µ(X) ≤ µ(Y );
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(iii) µ(X̄) = µ(convX) = µ(X);
(iv) µ(λX) = |λ|µ(X) for λ ∈ R;
(v) µ(X + Y ) ≤ µ(X) + µ(Y );
(vi) µ(X ∪ Y ) = max{µ(X), µ(Y )};
(vii) if Xn is a sequence of nonempty, bounded, closed subsets of E such

that Xn+1 ⊂ Xn, n = 1, 2, 3, . . . , and limn→∞ µ(Xn) = 0, then the set
X∞ =

∩∞
n=1 Xn is nonempty.

We will call the family of sets A with µ(A) = 0 a kernel of the measure
and we will denote it by kerµ. Let us recall a classical example: the Hausdorff
measure of noncompactness βH(X) (cf. [11]) is defined as follows:

βH(X) = inf
{
r > 0 : there exists a finite subset Y

of E such that X ⊂ Y +Br

}
,

where X is an arbitrary nonempty and bounded subset of E. For more ex-
amples, we refer the reader to [11].

To distinguish between some measures of noncompactness µ in different
spaces (if necessary) we will indicate an appropriate space as an index, i.e.,
µE , µE1 , etc.

Let c denote the measure of uniform integrability of the setX in an ideal
function space E on the compact interval I (introduced in [5], cf. also [34,
Definition 3.9] or [22, 23]):

c(X) = lim sup
ε→0

sup
mesD≤ε

sup
x∈X

∥x · χD∥E ,

where χD denotes the characteristic function of a measurable subset D ⊂ I.
The following proposition clarify the connections between the two coef-

ficients in regular ideal spaces.

Proposition 3.2 (See [23, Theorem 1]). Let X be a nonempty, bounded and
compact in measure subset of an ideal regular space E. Then

βH(X) = c(X).

It is worth noting that in the context of Orlicz spaces the above propo-
sition follows from [28, Theorem 11.3]. As a consequence, we obtain that
bounded sets which are additionally compact in measure are compact in E
if and only if they are equi-integrable in this space, i.e., they have equiabso-
lutely continuous norms, in particular when X is a subset of a regular part
of E. This useful property will help us to replace weak (sequential) continuity
conditions for considered operators by a strong one, which seems to be also
interesting in many cases, but let us concentrate here on the strong topology.

4. Main results

Since we are interested in the existence of fixed points of some product op-
erators, we will assume that our operators have values in some intermediate
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spaces E1 and E2 and then the product will again turn the values into the
original space E for the triple (E,E1, E2), as in (2.2).

First, let us apply our approach to the most applicable theorem of this
type. Consider an arbitrary (in the sense of Definition 3.1) measure of non-
compactness µ in C(I, E). An interesting fixed point theorem for operators
acting on Banach algebras was proved by Banaś and Lecko in [12].

Let us consider different spaces of functions with a suitable choice of
measures of noncompactness µE on E, µE1 on E1 and µE2 on E2 satisfying
the axioms in Definition 3.1. We illustrate our approach by presenting an
immediate extension of earlier results, i.e., for spaces that are not necessarily
Banach algebras.

Theorem 4.1. Let E, E1, E2 be Banach spaces. Assume that T ⊂ Br(E) is a
nonempty, bounded, closed and convex subset of the Banach space E, and that
g : Br(E) → Br(E) has an absolutely continuous norm in E. Moreover, as-
sume that A : E → E1 and B : E → E2 and that

(A1) A continuously transforms the set T into T1 ⊂ E1 and A(Br(E)) is
bounded in E1,

(A2) there exists a constant k1 > 0 such that A satisfies the inequality

µE1(A(U)) ≤ k1 · µE(U)

for arbitrary bounded subset U of E,
(B1) B continuously transforms the set T into T2 ⊂ E2 and B(Br(E)) is

bounded in E2,
(B2) there exists a constant k2 > 0 such that B satisfies the inequality

µE2(B(U)) ≤ k2 · µE(U)

for arbitrary bounded subset U of E,
(E1) for the triple of spaces (E,E1, E2) there exists a constant k such that

for arbitrary x ∈ E1, y ∈ E2 and t ∈ I,

x · y ∈ E

and

∥x · y∥E ≤ k · ∥x∥E1 · ∥y∥E2 ,

(E2) λ and g are such that

∥g∥E + λ · k · sup
x∈Br(E)

∥A(x)∥E1 · sup
x∈Br(E)

∥A(x)∥E2 ≤ r

for any x ∈ T and g + λA(x) ·B(x) ∈ T ,
(C) supx∈T ∥A(x)∥E1 · k2 · |λ|+ supx∈T ∥B(x)∥E2 · k1 · |λ| < 1.

Then there exists at least one fixed point for the operator K = g + λ · A · B
in the set T and the set of all fixed points of K belongs to the kernel kerµE.

This theorem was proved by Banaś in a special case of Banach algebras
E = E1 = E2 = C(I) = C(I,R) (k = 1) (cf. also [20, 21], for instance). We
do not require that the values of all operators are from the same space, but
by using property (2.2) of the considered spaces we are able to repeat the
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proof, so let us omit the details. However, a detailed proof will be presented
for the next theorem under more general assumptions.

Note that if the above result is used for proving the existence of contin-
uous solutions (i.e., E = C(I,R)), then the Ascoli criterion of compactness
simplifies the proof, because the norm convergence of sequences is directly
related with their pointwise convergence. Our approach allows to use different
criteria of compactness (or even weak compactness!) in different ideal spaces
(cf. [18, 17]).

Now, we will consider the case of functions spaces without such a nice
property. Namely, some subspaces of a space L0(I) of measurable functions
bigger than C(I) will be investigated. It allows us to apply our fixed point the-
orem to the problems with discontinuous solutions. This proof will be based
on different compactness criteria than the earlier one (the Dunford–Pettis
theorem and the Erzakova theorem). We do not assume that the considered
operators are contractions with respect to the measure of noncompactness
in E (however one of them should be a contraction with respect to the mea-
sure c, see a remark after the proof), but their domain will be assumed to be
additionally compact in measure (cf. [25, 27]).

Theorem 4.2. Assume that T ⊂ Br(E) is a nonempty, bounded, closed,
convex and compact in measure subset of a regular ideal function space E,
g : Br(E) → Br(E) has an absolutely continuous norm in E and A : E → E1

and B : E → E2. Moreover, assume that

(A1) A continuously transforms the set T into T1 ⊂ E1 and A(Br(E)) is
bounded in E1,

(A2c) there exists a constant k1 > 0 such that A satisfies the inequality

cE1(A(U)) ≤ k1 · cE(U)

for arbitrary bounded subset U of T ,
(B1) B continuously transforms the set T into T2 ⊂ E2 and B(Br(E)) is

bounded in E2,
(E1) for the triple of regular ideal spaces (E,E1, E2) there exists a con-

stant k such that for arbitrary x ∈ E1 and y ∈ E2,

x · y ∈ E

and

∥x · y∥E ≤ k · ∥x∥E1 · ∥y∥E2 ,

(E2) λ and g are such that

∥g∥E + λ · k · sup
x∈Br(E)

∥A(x)∥E1
· sup
x∈Br(E)

∥A(x)∥E2
≤ r

for any x ∈ T and g + λA(x) ·B(x) ∈ T ,
(C) k · k1 · r · |λ| < 1.

Then there exists at least one fixed point for the operator K = g+λ ·A ·B in
the set T and the set of all fixed points of K, i.e., FixK, is relatively compact
in E.
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Proof. It is obvious that the operator K is well defined on T and by (E2) it
takes T into itself.

Denote

M1 = sup
t∈Br(E)

∥A(t)∥E1 ,

M2 = sup
t∈Br(E)

∥B(t)∥E2 .

Let (xn) be an arbitrary sequence in T convergent to x ∈ T . Then

∥K(xn)−K(x)∥E
= |λ|

��A(xn) ·B(xn)−A(x) ·B(x)
��
E

≤ |λ|
��A(xn)B(xn)−A(x)B(x)−A(x)B(xn) +A(x)B(xn)

��
E

≤ |λ|
��(A(xn)−A(x)) ·B(xn)

��
E
+ |λ|

��(B(xn)−B(x)) ·A(x)
��
E

≤ k · |λ|
��A(xn)−A(x)

��
E1

·M2 + k · |λ|
��B(xn)−B(x)

��
E2

·M1.

From our assumptions it follows that K is sequentially continuous, so it is
continuous from T into E. Now, we will investigate the contraction property
for the measure c(X).

Assume that X is a nonempty subset of T and fix an arbitrary ε > 0.
Then for an any x ∈ X and for a set D ⊂ I with measD ≤ ε, we obtain

∥K(x) · χD∥E ≤ ∥g · χD∥E + k · |λ| · ∥A(x) · χD∥E1 · ∥B(x) · χD∥E2 .

Since g has an absolutely continuous norm and since for any nonnegative real-
valued functions f and g, we have supI(f · g) ≤ supI f · supI g, by definition
of c(x) and by taking the supremum over all x ∈ X and all measurable
subsets D with measD ≤ ε, we get

sup
measD≤ε

sup
x∈X

∥g(x) · χD∥E = 0

and

sup
measD≤ε

sup
x∈X

∥K(x) · χD∥E

≤ k · |λ| ·
(

sup
measD≤ε

sup
x∈X

∥A(x) · χD∥E1
· sup
measD≤ε

sup
x∈X

∥B(x) · χD∥E2

)
,

so

c(K(X)) ≤ k · |λ| · cE1(A(X)) · cE2(B(X)).

As for any x ∈ X we have

∥xχD∥E ≤ ∥x∥E · ∥χD∥∞ = ∥x∥E ≤ r

(cf. [34, p. 66]), so cE2(B(X)) ≤ r. Thus by (A2c),

c(K(X)) ≤ k · k1 · r · |λ| · c(X).

Recall that under our assumptions the operator K maps the set T which
is compact in measure into itself. Because X ⊂ T is a nonempty, bounded



Vol. 18 (2016)	 On a fixed point theorem	 761On a fixed point theorem 9

and compact in measure subset of the regular ideal space E, we can use
Proposition 3.2 and then

βH(K(X)) ≤ k · k1 · r · |λ| · βH(X).

The inequality obtained above together with the properties of the operator K
and the set T established before, allow us to apply the classical Darbo fixed
point theorem to the measure of noncompactness βH . The set of fixed points
is compact; namely, if we suppose that βH(FixK) ̸= 0, then K = FixK
implies βH(FixK) = βH(K) < βH(K), a contradiction. This completes the
proof. �

Note that condition (A2c) is not so restrictive as (A2) (see the com-
ments in [10]). It is very natural and usually related to the growth condition
(cf. (2.1)). Let us recall the following lemma.

Lemma 4.3 (See [24, Lemma 2]). Let a continuous operator A : Lq(I) → Lp(I)
satisfy the condition

|A(x)(s)| ≤ |b(s)|+ k|x(s)|q/p,

where b(s) ∈ Lp(I) is a fixed function, and k is a positive constant, for all x
from some ball Br(Lq(I)). Then for any subset U ⊂ Br(Lq(I)) the operator A

is a cLq(I)-cLp(I) contraction on U with constant k ·rq/p, i.e., condition (A2c)
holds true.

Remark 4.4. In contrast to the situation described above (because (A1) im-
plies (A2c) in Lebesgue spaces), the assumption of the type (A2), i.e., contrac-
tions with respect to measures of noncompactness, is much more restrictive
(it is the Lipschitz continuity of operators in Lebesgue spaces, as will be
claimed below).

For the nonlinear superposition operator a very interesting discussion in
this topic can be found in [3, Theorem 2]. In fact, the superposition operator
F : Lp(I) → Lp(I) generated by a function f satisfying the Carathéodory
conditions is a contraction with respect to the (Hausdorff) measure of non-
compactness if and only if it is a Lipschitz operator, i.e., f is Lipschitz with
respect to the second variable (for the case p ̸= q see [3, Theorem 3]).

An idea of comparable operators presented in [24] allows us to present
an analogical result for Orlicz spaces. Again, for superposition operators con-
dition (A2) is equivalent to the Lipschitz condition.

Lemma 4.5 (See [6, Theorem 4.10]). Let f be a Carathéodory function, and
suppose that the superposition operator F generated by f acts from Lφ(I)
into Lφ1(I). Then the Lipschitz condition for F on T and condition (A2) are
equivalent.

Let us show some sufficient conditions for (A2c) to hold true in Orlicz
spaces.
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Lemma 4.6. Suppose that A is a superposition operator generated by u and
A : Lφ(I) → Eφ1(I) is continuous. Then the condition

|u(t, x)| ≤ b(t) + dφ−1
1

[
φ
(x
r

)]
, t ∈ I, x ∈ R,

where b ∈ Eφ1(I) and r, d ≥ 0, implies that A is a cLφ(I)-cLφ1 (I)
contraction

with constant k1 = d/r. Thus (A2c) holds true on Br(Lφ(I)).

Proof. Define a new operator

A0(x) = b+ d · φ−1
1

[
φ
(x
r

)]
.

Clearly it acts from Lφ(I) into Eφ1(I) too. The two operators are comparable
in the sense of [24], so

cLφ(I)(A(U)) ≤ cLφ(I)(A0(U)).

But for any ε > 0,

∥A0(x)χD∥φ1 ≤ ∥bχD∥φ1 + d
���φ−1

1

(
φ
(x
r

))
χD

���
φ1

for any measurable subset D of I with measD ≤ ε and x ∈ Br(Lφ(I)).
Recall that for x ∈ Br(Eφ(I)) we have x/r ∈ B1(Eφ(I)) so∫

I

φ

(
x(s)

r

)
ds ≤

���x
r

���
φ
=

1

r
∥x∥φ.

As ∫

I

φ1

(
φ−1
1

[
φ

(
x(s)

r

)])
ds =

∫

I

φ

(
x(s)

r

)
ds

and since we have ideal spaces, for any measurable subset D ⊂ I, we get

∥A0(x)χD∥φ1 ≤ ∥bχD∥φ1 + d
���φ−1

1

[
φ
(x
r

)]
χD

���
φ1

≤ ∥bχD∥φ1 + d
1

r
∥xχD∥φ.

Let U ⊂ Br(Eφ(I)). By taking the supremum over all x ∈ U and all
measurable subsets D with measD ≤ ε, as b ∈ Eφ1(I), we obtain

cLφ1
(A(U)) ≤ cLφ1

(A0(U)) ≤ d
1

r
cLφ(U). �

Remark 4.7. We need to remark that (A2c) can still be easily reformulated.
Denote by E0 a regular part of E (a closure of L∞(I) in E). It is sufficient to
assume that K : T ∩ E0 → T ∩ E0. This seems to be important for the case
of the so-called improving operators (taking bounded subsets of E into the
sets with equiabsolutely continuous norms, i.e., into E0). A detailed theory
of compactness in regular ideal spaces can be found in [33].

If the operator takes bounded subsets of E into the family of sets with
equiabsolutely continuous norms in E1, it will be called generalized improving.

Corollary 4.8. If the operator A is generalized improving, then (A2c) holds
true with k1 = 0.
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It was observed that a compactness criterion for Lebesgue spaces re-
quires some uniform integrability condition, as well as a condition of com-
pactness in measure (see [22] or [26] for the discussion). Thus, the next goal
of the paper is to indicate a big class of sets which are compact in measure.

Remark 4.9. There are many natural sets which are compact in measure.
Let us observe that at least a specific class of sets should be interesting for
integral (and differential equations), namely sets consisting of a.e. monotonic
functions. This observation is well known (cf. [8] or [27]). Surprisingly, to the
best of our knowledge, there is no published proof, even for sets of continuous
functions.

We present this proof in a general regular ideal space. It is also a general
scheme showing how to construct more sets that are compact in measure.
Note that this is a weak version of Helly’s selection theorem (cf. [8, 16]).

Lemma 4.10. Assume that a bounded set U is a subset of a regular ideal
space E of real-valued functions over a bounded interval I such that all the
functions from U are a.e. monotonic. Then this set is compact in measure in
the space E.

Proof. Let us recall that a topology of convergence in measure is a metric
topology (cf. [25, 26]), so we only need to check sequential compactness. With-
out loss of generality, let us restrict to the case of a.e. increasing functions.
Take an arbitrary sequence (xn) ⊂ U . Denote by W the set such that xn

are increasing on J = I \W . Let Z be a dense subset of J . Since {xn(t)} is
bounded on Z (except perhaps the point t = b), by a diagonal procedure we
can subtract a pointwise convergent subsequence (xnk

) of (xn) (on Z). Then
the limit x = limk→∞ xnk

is an increasing function on Z. It is known that
this function can be extended to y defined on J in such a way y is a limit of
(xnk

) on Z.

Let t0 be an arbitrary point in J . Since Z is dense in J , we are able
to find two sequences (sn) and (τn) of points in Z tending to t0 such that
sn < t0 < τn. For any fixed k ∈ N, (xnk

) is increasing on J and we have

xnk
(sn) < xnk

(t0) < xnk
(τn),

and passing to the limit with k → ∞ we obtain

y(sn) ≤ lim inf
k→∞

xnk
(t0) ≤ lim sup

k→∞
xnk

(t0) ≤ y(τn).

By passing to the limit with n → ∞ we get

y(t0−) ≤ lim inf
k→∞

xnk
(t0) ≤ lim sup

k→∞
xnk

(t0) ≤ y(t0+).

For any point of continuity of y we have y(t) = limk→∞ xnk
(t). The set D

of all points of discontinuity of this function is at most countable. Then y is
a.e. increasing.
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Since the measure of I is finite, the sequence (xn) contains an a.e. con-
vergent subsequence which is also convergent in measure (by the Lebesgue
theorem). Finally, an arbitrary sequence in U contains a subsequence conver-
gent in measure to some y ∈ U and then this set is compact in measure. �

It is clear that the subfamily of U consisting of positive functions is
compact in measure too (it is an important property when studying positive
monotonic solutions for some problems). In such a case we can apply our
theorem to the sets U consisting of positive functions.

Corollary 4.11. Take an arbitrary closed convex cone K in E. Then U ∩K
is also compact in measure. In particular, for a cone

K0 = {x ∈ E : x ≥ 0 a.e. on I}

the set U ∩K0 is compact in measure.

We have to illustrate our approach, so our example of applications need
not be presented for very general and complicated problems. Since the tech-
nical details can obscure the main ideas, we concentrate here on the acting
and continuity conditions for operators in some ideal spaces.

Let us recall some problems mentioned in the Introduction for which
our approach allows to find discontinuous solutions. Let us consider a class
of problems motivated by the Chandrasekhar equation

x(t) = 1 + x(t)

∫ 1

0

t

t+ s
ψ(s)x(s) ds, (4.1)

which is one of the prototypes for our study.
In order to solve the above equation by applying earlier results, it is nec-

essary to impose the condition that the so-called characteristic function ψ is
a polynomial (as in the book by Chandrasekhar [15, Chapter 5]) or at least
continuous (cf. [14, Theorem 3.2], [7]). This function is immediately related to
the angular pattern for single scattering, and then our results allow to con-
sider some peculiar states of the atmosphere. In astrophysical applications

of the Chandrasekhar equation the only restriction that
∫ 1

0
ψ(s) ds ≤ 1/2 is

treated as necessary (cf. [14, Corollary 2, Chapter VIII, p. 187]). The conti-
nuity assumption for ψ implies the continuity of solutions for the considered
equation (cf. [14]) and then it seems to be too restrictive even from the the-
oretical point of view.

Let us try to prove the existence of solutions of equation (1.1) which is
general than the Chandrasekhar one. Since for this equation we should expect
positive solutions, we will prove the existence of such solutions for (1.1).
Thus we are interested in solutions that are simultaneously discontinuous and
positive. If possible, we will try to find solutions more regular than integrable,
namely in Orlicz spaces. In comparison to earlier results (cf. [18]) we simplify
the proof, by dividing it into parts related to the assumptions of Theorem 4.2.
Moreover, we are able to obtain some extension by proving the existence of
positive solutions and by relaxing some assumptions.
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In the considered problem we have a superposition operator

A(x)(t) = u(t, x(t))

and an integral operator

Bx(t) =

∫ 1

0

k(t, s)f(s, x(s)) ds.

Let us start by presenting some assumptions allowing us to apply Theo-
rem 4.2, as well as some comments about it.

Take a triple of Orlicz spaces (Lφ(I), Lφ1(I), Lφ2(I)) satisfying (E1) (see
Lemmas 2.1 and 2.2). Recall that for a given Lφ(I), it is not uniquely deter-
mined and can be chosen in accordance with Lemmas 2.1 and 2.2. It should
be related to the growth conditions for the considered operators (in such a
case φ1 and φ2 are growing more rapidly than φ – cf. [28, Theorem 13.6]). We
need to assume that A is a superposition operator from Orlicz spaces Lφ(I)
into Lφ1(I). Recall that any Orlicz space Lφ(I) is ideal and if φ satisfies the
∆2-condition, it is also regular (cf. [4, Theorem 1]). Note that in such a case
the superposition operator A acting from Lφ(I) into Lφ1(I) is bounded on
balls and, moreover, we have the following lemma.

Lemma 4.12 (See [28, Theorem 17.6]). Suppose that the function u : I×R →
R satisfies the Carathéodory conditions and

|u(t, x)| ≤ b(t) + dφ−1
1

[
φ
(x
r

)]
, t ∈ I, x ∈ R, (4.2)

where b ∈ Eφ1 and r, d ≥ 0. If the N -function φ1 satisfies the ∆2-condition,
then the superposition operator A(x)(·) = u(·, x(·)) generated by u acts from
Br(Eφ(I)) into the space Lφ1(I) = Eφ1(I) and is continuous.

As the space Eφ(I) is a regular part of the Orlicz space Lφ(I) (cf. [34,
p. 72]), in the context of Orlicz spaces, we have a result about the continuity
of A (assumption (A1)).

Lemma 4.13 (See [19]). Let u be a Carathéodory function. If the superposition
operator A acts from Lφ(I) into Eφ1(I), then it is continuous.

If we keep the hypothesis of Lemma 4.12, then Lemma 4.6 implies that
the operator A is bounded on balls with small radius, i.e.,

sup
x∈Br(Lφ(I))

∥A(x)∥Lφ1 (I)

is finite and then condition (A2c) holds true.
To check condition (E2) we can apply Lemma 4.6, so condition (4.2)

will allow us to check condition (E2), it holds true for k1 = k · (1/r).
One more comment about assumption (E2) in Theorem 4.2: Since the

characteristic function is integrable in any Orlicz space, we can treat g as χI ,
so ∥g∥φ = meas(I) ·ψ−1 (1/meas(I)) (the Orlicz norm), when ψ is a comple-
mentary function to φ (or 1/φ−1(1/meas(I)) for the Luxemburg norm), so
it need not be equal one and (E2) can be fulfilled for the considered equation
(see [28, Section 9.3]). Note that any Orlicz space can be renormed in such
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a way to use the most convenient norm from the class of equivalent norms
(cf. [28, Section 13.2]).

For the operator B we still need to assume (B1). Let us recall that a
linear operator B0 with kernel k(t, s) maps some Orlicz space LΦ(I) into
Lφ2(I) and it is continuous if the kernel belongs to a specific Orlicz space,
say LΨ (for a detailed study see [28, Theorems 15.1, 15.4 and Lemmas 15.1,
15.2]). Relative to the case of the Chandrasekhar equation (4.1) we do not
need to assume that ψ in (4.1) is continuous.

Assume that f generates the superposition operator F acting from Lφ(I)
into LΨ(I) = EΨ(I), where Φ and Ψ are complementary N -functions. When-
ever Ψ satisfies the ∆2-condition, LΨ(I) is regular and consequently it is con-
tinuous and F is bounded on Br(Lφ(I)). Thus F continuously maps Lφ(I)
into LΨ(I). In particular, it can be done when LΨ(I) and LΦ(I) are Lebesgue
spaces Lp(I) and Lq(I), respectively, satisfying 1/p+ 1/q = 1.

If B0 continuously maps LΦ(I) into Lφ2(I), then for B = B0◦F we have
that B : Lφ(I) → Lφ2(I) is continuous and bounded on a ball Br(Lφ(I)).
The fundamental theorem of continuity for linear operators B0 is presented
in [28, Theorem 15.4]. It is worth noting that the conditions presented in this
theorem are not equivalent, so it is impossible to put a single condition on the
kernel k allowing to prove its thesis. To keep the general idea of the paper, we
use this assumption as is. In such a situation the operator B is an operator
from Lφ(I) into Lφ2(I), continuous and bounded on a ball Br(Lφ(I)). An
appropriate choice of r allows us to take this ball invariant under B. In such
a case (B1) is satisfied.

To ensure that our operators transform our set T (consisting of a.e.
nondecreasing positive functions) from the ball Br(Lφ(I)) into itself, we need
to have monotonicity preserving operators.

For the integral operator of the form B0(x)(t) =
∫
I
k(t, s)x(s) ds we have

the following theorem due to Krzyż [29].

Lemma 4.14 (See [29, Theorem 6.2]). The operator B0 preserves the mono-
tonicity of functions if and only if

∫ b

0

k(t1, s) ds ≥
∫ b

0

k(t2, s) ds

for t1 < t2, t1, t2 ∈ I and for any b ∈ I.

Let us remark that to apply our main theorem we need to have

cLφ1 (I)
(A(X)) = βH(A(X)),

where the set A(X) should be compact in measure. Recall that the superposi-
tion operator generated by a function satisfying the Carathédory conditions
and acting between Orlicz spaces maps sequences of functions convergent
in measure into sequences convergent in measure (cf. [31]). We will use the
following lemma (cf. [18, Proposition 4.1]).

Lemma 4.15. Assume the function u : I × R → R satisfies the Carathéodory
conditions, the function t → u(t, x) is a.e. nondecreasing on a finite interval I
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for each x ∈ R and the function x → u(t, x) is a.e. nondecreasing on R for any
t ∈ I. Assume that A : Lφ(I) → Eφ1(I). Then A(X) is compact in measure
for an arbitrary bounded and compact in measure subset X of Lφ(I).

Finally, we need to take a positive function g ∈ Eφ(I) and both A and B
should be positive (i.e., positivity preserving operators, see [27], for instance).
In particular, an operator B from the Chandrasekhar equation (4.1) is posi-
tive whenever ψ is a positive function.

Let us observe that the appropriate choice of r > 0 allows us to fulfill
assumption (C) for sufficiently small λ.

By gathering all the assumptions considered above we have an immedi-
ate consequence of Theorem 4.2.

Theorem 4.16. Assume that φ, φ1, φ2 are N -functions and g ∈ Eφ(I) is an
a.e. nondecreasing positive function. The N -functions Ψ and Φ are comple-
mentary, with Ψ satisfying the ∆2-condition. Moreover, assume that

(C1) there exists a constant k > 0 such that for every u ∈ Lφ1(I) and
w ∈ Lφ2(I) we have ∥uw∥φ ≤ k∥u∥φ1∥w∥φ2 , where the N -function
φ1 satisfies the ∆2-condition,

(C2) the function u : I × R → R+ satisfies the Carathéodory conditions
and u(t, x) is nondecreasing with respect to both variables t and x
separately,

(C3) the function u satisfies the following growth condition:

|u(t, x)| ≤ b(t) + dφ−1
1

[
φ
(x
r

)]
, t ∈ I, x ∈ R,

where b ∈ Eφ1(I) for some r, d ≥ 0,
(C4) s → k(t, s) ∈ LΦ(I) for a.e. t ∈ I and p(t) = ∥k(t, ·)∥Φ ∈ Eφ2(J).

Moreover, ∫ b

0

k(t1, s) ds ≥
∫ b

0

k(t2, s) ds

for t1 < t2, t1, t2 ∈ I and for any b ∈ I,
(C5) the function f : I × R → R+ satisfies the Carathéodory conditions

and f(t, x) is nondecreasing with respect to both variables t and x
separately. Moreover, a superposition operator F generated by f con-
tinuously maps Lφ(I) into the Orlicz space EΨ(I),

(C6) the constant λ satisfies the inequality

|λ| < 1

k · d
and g is such that

∥g∥Lφ1(I)
+ λ · k · sup

x∈Br(Lφ(I))

∥A(x)∥Lφ1 (I)

· sup
x∈Br(Lφ(I))

∥B(x)∥Lφ2
(I) ≤ r.

Then there exists an a.e. nondecreasing positive solution x ∈ Eφ(I) of (1.1)
on the interval I.
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In particular, besides the results for continuous solutions, the above
result is an extension of [19, Corollary 5.2] (from Lp-solutions to positive
Lφ-solutions) and to some extent [19, Theorem 5.1]. For the nonquadratic
integral equations with positive solutions in Orlicz spaces we refer the reader
to [1, Theorem 4.2] (see also [2, Chapter 17]).

Another typical example of quadratic operator equation considered in
earlier papers is the Cauchy problem:

(
x(t)− g(t)

f1(t, x)

)′

= f2(t, x(t)), x(0) = 0, (4.3)

for f1 : I×R → R\{0} and where f2 and g satisfy some regularity conditions,
considered for instance in [21]. This problem can be rewritten in a form of
quadratic integral equations (see [21]), so our theorems apply. When we are
looking for continuous solutions for quadratic integral equations, the solutions
for the above differential problems are classical. We stress that our approach
can be used to investigate weaker types of solutions (in Orlicz–Sobolev spaces,
for instance).
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