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#### Abstract

In this article, we study the boundedness properties of the averaging operator $S_{t}^{\gamma}$ on Triebel-Lizorkin spaces $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ for various $p, q$. As an application, we obtain the norm convergence rate for $S_{t}^{\gamma}(f)$ on Triebel-Lizorkin spaces and the relation between the smoothness imposed on functions and the rate of norm convergence of $S_{t}^{\gamma}$ is given.


## §1 Introduction

For $f \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and $\gamma>0$, we consider the spherical mean

$$
S_{t}^{\gamma}(f)(x)=\frac{\Gamma(\gamma+n / 2)}{\pi^{n / 2} \Gamma(\gamma)} \int_{|y|<1}\left(1-|y|^{2}\right)^{\gamma-1} f(x-t y) d y
$$

where $x \in \mathbb{R}^{n}, t>0$. For brevity, we denote $S_{t}^{\gamma}(f)(x)=S^{\gamma}(f)(x)$ for $t=1$. In view of the formula in [13, Theorem 3.3, p. 155] and the identity in [9, p. 576], we see that the Fourier transform of $S_{t}^{\gamma}(f)$ is

$$
\widehat{S_{t}^{\gamma}(f)}(\xi)=m_{\gamma}(t \xi) \widehat{f}(\xi)
$$

with the multiplier

$$
\begin{equation*}
m_{\gamma}(\xi)=\Gamma\left(\gamma+\frac{n}{2}\right) 2^{\frac{n-2}{2}+\gamma} V_{\frac{n-2}{2}+\gamma}(2 \pi|\xi|), \tag{1.1}
\end{equation*}
$$

where $V_{\nu}(u)=\mathcal{J}_{\nu}(u) u^{-\nu}$, and $\mathcal{J}_{\nu}(x)$ denotes the Bessel function of order $\nu$ (see [13, Appendix B, p. 573]). Since $\mathcal{J}_{\nu}(u)$ is an analytic function on the domain $\{\nu \in \mathbb{C}: \operatorname{Re}(\nu)>-1 / 2\}$ for any fixed $u \geq 0$, one may extend $\left\{S_{t}^{\gamma}\right\}$ to be a family of Fourier multiplier operators with symbols $m_{\gamma}(t \xi)$ on the region

$$
\left\{\gamma \in \mathbb{C}: \operatorname{Re}(\gamma)>-\frac{n-1}{2}\right\} .
$$

In this paper, we consider the means $S_{t}^{\gamma}$ for all real $\gamma$ satisfying $\gamma>-\frac{n-1}{2}$. Thus, $\left\{S_{t}^{\gamma}\right\}$ is a family of convolution operators with $\gamma>-\frac{n-1}{2}$. It is well-known that $S_{t}^{1}(f)$ is the ball average

[^0]of $f$ and $S_{t}^{0}(f)$ is the spherical average of $f$ (see Chap XI in [12]). Consider the following Cauchy problem of the wave equation
\[

\left\{$$
\begin{array}{l}
\left(\partial_{t}^{2}-\Delta\right) u(x, t)=0,(x, t) \in \mathbb{R}^{n} \times \mathbb{R} \\
u(x, 0)=0, \partial_{t} u(x, 0)=f(x)
\end{array}
$$\right.
\]

Its solution $u(x, t)$ is formally given by

$$
u(x, t)=c_{n} t S_{t}^{\frac{3-n}{2}}(f)(x)
$$

where $c_{n}$ is a constant depending only on $n$.
This family of operators $\left\{S_{t}^{\gamma}\right\}$ was extensively studied by many authors in the literature (see e.g. $[1,4,11]$ ). One can also see [12, Chapter XI] for more information. Particularly, the following theorem can be found in Proposition 4.1 and Remark 4.1 in [7].
Theorem A. ( [7, p. 86-88]) Let $n \geq 2, \gamma \geq 0$ and $t>0$. Then $S_{t}^{\gamma}(f)$ is bounded on the real Hardy space $H^{p}\left(\mathbb{R}^{n}\right)$ and
$\lim _{t \rightarrow 0^{+}}\left\|S_{t}^{\gamma}(f)-f\right\|_{H^{p}\left(\mathbb{R}^{n}\right)}=0$
for $f \in H^{p}\left(\mathbb{R}^{n}\right)$, provided $p \geq \frac{n-1}{\gamma+n-1}$.
We notice that the Triebel-Lizorkin space $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ is a more general frame of function spaces which takes the space $H^{p}\left(\mathbb{R}^{n}\right)$ as a special case

$$
\dot{F}_{p, 2}^{0}\left(\mathbb{R}^{n}\right)=H^{p}\left(\mathbb{R}^{n}\right)
$$

The first aim of this paper is to extend the known result on $H^{p}\left(\mathbb{R}^{n}\right)$ by studying the boundedness of $S_{t}^{\gamma}$ on the Triebel-Lizorkin space $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ for different indices $p, q$. We establish the following result.
Theorem 1.1. Let $\gamma, \alpha \in \mathbb{R}, \gamma>-\frac{n-1}{2}$ and $0<p, q<\infty$. One then has the following boundedness properties of the averaging operator $S_{t}^{\gamma}$ on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ :
(1) Assume $\gamma>0$.
(a) $S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if $1 \leq p, q<\infty$;
(b) $S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if $\gamma \geq(n-1)(1 / p-1)$ for $0<p<1<q<\infty$;
(c) For $0<q \leq p<1, S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if $\gamma>(n-1)(1 / p-1)$.
(2) Let $\gamma=0 . S_{t}^{0}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if $1 \leq p<\infty$ and $1<q<\infty$.
(3) Let $-\frac{n-1}{2}<\gamma<0$. For $1<p, q<\infty, S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if

$$
\gamma>(n-1)\left[\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}\right]
$$

Moreover,
(a) for $1<p \leq q \leq 2$, $S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if

$$
\gamma \geq(n-1)\left(\frac{1}{p}-1\right)
$$

(b) for $2 \leq q \leq p<\infty$, $S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ if

$$
\gamma \geq-\frac{(n-1)}{p}
$$

Remark 1.2. Since $\dot{F}_{p, 2}^{0}\left(\mathbb{R}^{n}\right)=H^{p}\left(\mathbb{R}^{n}\right)$, Theorem 1.1 tells that when $n \geq 2, \gamma>-\frac{n-1}{2}$ and $t>0, S_{t}^{\gamma}(f)$ is bounded on the space $H^{p}\left(\mathbb{R}^{n}\right)$ if

$$
\gamma \geq(n-1)\left[\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}\right]
$$

for all $0<p<\infty$, which recovers Theorem $A$. Thus, Theorem 1.1 is a natural extension of Theorem A. Precisely, for $q=2, \alpha=0$, (1a) in Theorem 1.1 means that if $\gamma>0$ then $m_{\gamma}(\xi)$ is an $L^{p}\left(\mathbb{R}^{n}\right)$ multiplier for any $p \geq 1$; (1b) in Theorem 1.1 means that if $\gamma>0$ and $0<p<1$ then $m_{\gamma}(\xi)$ is an $H^{p}\left(\mathbb{R}^{n}\right)$ multiplier if $\gamma \geq(n-1)(1 / p-1)$; (2) in Theorem 1.1 means that if $\gamma=0$ and $1 \leq p<\infty$, then $m_{\gamma}(\xi)$ is an $L^{p}\left(\mathbb{R}^{n}\right)$ multiplier; (3) in Theorem 1.1 means that if $-\frac{n-1}{2}<\gamma<0$ and $1<p<\infty$, then $m_{\gamma}(\xi)$ is an $L^{p}\left(\mathbb{R}^{n}\right)$ multiplier if

$$
\gamma \geq(n-1)\left[\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}\right]
$$

Collecting all above results, we conclude that Theorem 1.1 recovers Theorem A.

On the other hand, Fan and Zhao [7] studied the convergence rate of $S_{t}^{\gamma}(f)$ in the $H^{p}$ norm and established its relation to the $K$-functional $K\left(f, \Delta, t^{2}\right)_{H^{p}}$. They obtained the following result.

Theorem B. ([7, Proposition 4.2, p. 89]) Let $n \geq 2, \gamma \geq 0$ and $t>0$. If $\beta \leq 2$, then

$$
\left\|t^{-\beta}\left(S_{t}^{\gamma}(f)-f\right)\right\|_{H^{p}\left(\mathbb{R}^{n}\right)} \preceq\left\|I_{-\beta}(f)\right\|_{H^{p}\left(\mathbb{R}^{n}\right)}
$$

for any $f \in I_{\beta}\left(H^{p}\right)\left(\mathbb{R}^{n}\right)$ provided $\frac{n-1}{n-1+\beta+\gamma} \leq p<\infty$, where $I_{\beta}\left(L^{p}\right)\left(\mathbb{R}^{n}\right)$ is the $L^{p}$-Sobolev space defined below.

The Sobolev type spaces mentioned above were introduced by Strichartz [14, 15] in a more general setting. Let $I_{\beta}$ denote the Riesz potential of order $\beta$. For any function space or a space of tempered distributions $X$, one defines the Sobolev space based on $X$ using $I_{\beta}(X)$, to be the image of $X$ under $I_{\beta}[15]$. By this definition, it is easy to check that $I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)\left(\mathbb{R}^{n}\right)=\dot{F}_{p, q}^{\alpha+\beta}\left(\mathbb{R}^{n}\right)$ for all $0<p, q<\infty$.

In order to obtain the convergence rate of $S_{t}^{\gamma}(f)-f$ in the space $\dot{F}_{p, q}^{\alpha}$, our second aim is to study the boundedness of the operator $t^{-\beta}\left(S_{t}^{\gamma}(f)-f\right)$ on the Triebel-Lizorkin space $\dot{F}_{p, q}^{\alpha}$ for different $p, q$. Precisely, we will study the inequality

$$
\begin{equation*}
\left\|t^{-\beta}\left(S_{t}^{\gamma}(f)-f\right)\right\|_{\dot{F}_{p, q}^{\alpha}} \preceq\left\|I_{-\beta}(f)\right\|_{\dot{F}_{p, q}^{\alpha}} \tag{1.2}
\end{equation*}
$$

for $f \in I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)$.
Note that the Fourier transform of $t^{-\beta}\left(S_{t}^{\gamma}(f)-f\right)$ is

$$
\frac{m_{\gamma}(t \xi)-1}{|t \xi|^{\beta}}|\xi|^{\beta} \widehat{f}(\xi)
$$

and write $|\xi|^{\beta} \widehat{f}(\xi)=\widehat{g}(\xi)$. Then (1.2) is equivalent to the statement that the function

$$
\mu_{\gamma, \beta}(\xi)=\frac{m_{\gamma}(\xi)-1}{|\xi|^{\beta}}
$$

is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier.
First, we observe that $\mu_{\gamma, \beta}(\xi)$ is not an $L^{p}\left(\mathbb{R}^{n}\right)$ multiplier for any $p$ if $\beta>2$. In fact, a
similar calculation of (1.1) and Lemma 3.2 in [6] enable us to get

$$
\frac{1-m_{\gamma}(\xi)}{|\xi|^{\beta}} \approx \int_{0}^{1} \frac{\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma} \sin ^{2}(\pi s|\xi|)}{|\xi|^{\beta}} d s
$$

where and in the following, $A \approx B$ means that there exist positive constants $c$ and $C$ independent of all essential variables such that $c|B| \leq|A| \leq C|B|$. Thus, the Taylor expansion the sine function yields, for small $|\xi|$,

$$
\frac{1-m_{\gamma}(\xi)}{|\xi|^{\beta}} \approx|\xi|^{2-\beta}
$$

It says that $\mu_{\gamma, \beta}(\xi)$ is not a bounded function if $\beta>2$, which implies that it is not an $L^{p}\left(\mathbb{R}^{n}\right)$ multiplier for any $p$. For this reason, we will mainly concern with the case $\beta \in(0,2]$ in the rest of this paper.

We establish the following result.
Theorem 1.3. Let $n \geq 2, \alpha, \beta, \gamma \in \mathbb{R}, \gamma>-\frac{n-1}{2}, 0<\beta \leq 2$ and $0<p, q<\infty$.
(1) Assume $\gamma>-\beta$.
(a) $\mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier if $1 \leq p, q<\infty$;
(b) $\mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier if $\gamma \geq(n-1)(1 / p-1)-\beta$, where $0<p<1<q<\infty$;
(c) $\mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}(\mathbb{R})$ multiplier if $\gamma>(n-1)(1 / p-1)-\beta$ and $0<q \leq p<1$.
(2) For $\gamma=-\beta$, if $1 \leq p<\infty$ and $1<q<\infty$ then $\mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier.
(3) Assume $-\frac{n-1}{2}<\gamma<-\beta$. For $1<p, q<\infty, \mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier if

$$
\gamma>(n-1)\left[\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}\right]-\beta
$$

Moreover,
(a) for $1<p \leq q \leq 2, \mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier if

$$
\gamma \geq(n-1)\left(\frac{1}{p}-1\right)-\beta
$$

(b) for $2 \leq q \leq p<\infty, \mu_{\gamma, \beta}(\xi)$ is a $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier if

$$
\gamma \geq-\frac{(n-1)}{p}-\beta
$$

Remark 1.4. Since $\dot{F}_{p, 2}^{0}\left(\mathbb{R}^{n}\right)=H^{p}\left(\mathbb{R}^{n}\right)$, Theorem 1.3 tells that when $n \geq 2, \gamma>-\frac{n-1}{2}$ and $t>0$ then, for $0<\beta \leq 2, \mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier if

$$
\gamma>(n-1)\left[\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}\right]-\beta
$$

which recovers Theorem B. Thus, Theorem 1.3 is an extension of Theorem B.
As an application of Theorem 1.3, we have the following theorem about the convergence rate, that is

$$
\begin{equation*}
\left\|S_{t}^{\gamma}(f)-f\right\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)}=o\left(t^{\beta}\right), \text { as } t \rightarrow 0 \tag{1.3}
\end{equation*}
$$

for $f \in I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)\left(\mathbb{R}^{n}\right)$.

Theorem 1.5. Let $n \geq 2, \alpha \in \mathbb{R}, \gamma>-\frac{n-1}{2}, 0<\beta<2,0<p, q<\infty$ and $f \in I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)\left(\mathbb{R}^{n}\right)$.
(1) Assume $\gamma>-\beta$.
(a) (1.3) holds for any $1 \leq p, q<\infty$;
(b) For $0<p<1<q<\infty$, (1.3) holds if $\gamma \geq(n-1)(1 / p-1)-\beta$;
(c) For $0<q \leq p<1$, (1.3) holds if $\gamma>(n-1)(1 / p-1)-\beta$.
(2) For $\gamma=-\beta$, (1.3) holds for any $1 \leq p<\infty$ and $1<q<\infty$.
(3) Assume $-\frac{n-1}{2}<\gamma<-\beta$ and $1<p, q<\infty$. (1.3) holds if

$$
\gamma>(n-1)\left[\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}\right]-\beta
$$

Moreover,
(a) for $1<p \leq q \leq 2$, (1.3) holds if

$$
\gamma \geq(n-1)\left(\frac{1}{p}-1\right)-\beta
$$

(b) for $2 \leq q \leq p<\infty$, (1.3) holds if

$$
\gamma \geq-\frac{(n-1)}{p}-\beta
$$

Before ending up this section, we give an application of Theorem 1.5 to the wave equations. Recall that $u(x, t)=t S_{t}^{-\frac{n-3}{2}}(f)(x)$ solves the Cauchy problem for the wave equation

$$
\left\{\begin{array}{l}
\left(\partial_{t}^{2}-\Delta\right) u(x, t)=0,(x, t) \in \mathbb{R}^{n} \times \mathbb{R} \\
u(x, 0)=0, \partial_{t} u(x, 0)=f(x)
\end{array}\right.
$$

We have the following corollary.
Corollary 1.6. Let $n \geq 2, \gamma>-\frac{n-1}{2}, 0<\beta<2$ and $0<p<\infty$. If $f \in I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)\left(\mathbb{R}^{n}\right)$ with $p$ satisfying

$$
\left|\frac{1}{p}-\frac{1}{2}\right| \leq \frac{\beta+1}{n-1}
$$

then we have

$$
\left\|\frac{u(\cdot, t)}{t}-f\right\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)}=o\left(t^{\beta}\right), \text { as } t \rightarrow 0^{+}
$$

This paper is organized as follows. In the second section we will introduce some preliminaries and necessary lemmas that will be used throughout this paper. Then we will prove Theorem 1.1 in Section 3 and Theorem 1.3 in Section 4 respectively. Finally, Theorem 1.5 will be proved in Section 5. Throughout this article, we use the symbol $A \preceq B$ to mean that there exists a constant $C>0$ independent of all essential variables such that $A \leq C B$. We use the notation $A \approx B$ if $|A| \preceq|B|$ and $|B| \preceq|A|$ and use the symbol $A \simeq B$ to mean that there exists a constant $C$ independent of all essential variables such that $A=C B$. Also, $a_{k}, b_{k}, c_{k}$, $k=1,2, \ldots$, represent some constants that may be different at each of their appearances. For quasi-normed spaces $A_{1}$ and $A_{2}, A_{1} \subset A_{2}$ means that $A_{1}$ is continuously embedded in $A_{2}$. i.e. there exists a constant $c$ such that $\|a\|_{A_{2}} \leq c\|a\|_{A_{1}}$ holds for all $a \in A_{1}$.

## §2 Preliminaries

Let $\Phi: \mathbb{R}^{n} \rightarrow[0,1]$ be a smooth radial cut-off function, say,

$$
\Phi(\xi)= \begin{cases}1 & |\xi| \leq 1 \\ \text { smooth } & 1<|\xi|<2 \\ 0 & |\xi| \geq 2\end{cases}
$$

Denote $\varphi(\xi)=\Phi(\xi)-\Phi(2 \xi)$, and we introduce the function sequence $\left\{\varphi_{k}\right\}_{k=0}^{\infty}$ :

$$
\left\{\begin{array}{l}
\varphi_{k}(\xi)=\varphi\left(2^{-k} \xi\right), k \in \mathbb{N} \\
\varphi_{0}(\xi)=1-\sum_{k=1}^{\infty} \varphi_{k}(\xi)=\Phi(\xi)
\end{array}\right.
$$

Since $\operatorname{supp}(\varphi) \subset\left\{\xi: 2^{-1} \leq|\xi| \leq 2\right\}$, we easily see that $\operatorname{supp}\left(\varphi_{k}\right) \subset\left\{\xi: 2^{k-1} \leq|\xi| \leq 2^{k+1}\right\}$, $k \in \mathbb{N}$, and $\operatorname{supp}\left(\varphi_{0}\right) \subset\{\xi:|\xi| \leq 2\}$. Let

$$
\Psi(\xi)=1-\Phi(\xi)=\sum_{k=1}^{\infty} \varphi_{k}(\xi)
$$

$\Psi$ is a nonnegative and radial Schwartz function supported in the set $\left\{\xi \in \mathbb{R}^{n}:|\xi|>1\right\}$, and equals to 1 on the smaller set $\left\{\xi \in \mathbb{R}^{n}:|\xi| \geq 2\right\}$. Define

$$
\Delta_{k}=\mathscr{F}^{-1} \varphi_{k} \mathscr{F}, \quad k \in \mathbb{Z}
$$

where $\left\{\Delta_{k}\right\}_{k=-\infty}^{\infty}$ is the Littlewood-Paley (or dyadic) decomposition operator. Let

$$
\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)=\left\{\psi \mid \psi \in \mathscr{S}\left(\mathbb{R}^{n}\right): \partial^{\alpha}(\hat{\psi})(0)=0 \text { for every multi-index } \alpha\right\}
$$

which is equivalent to

$$
\int_{\mathbb{R}^{n}} x^{\alpha} \psi(x) d x=0
$$

for every multi-index $\alpha . \dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)$ is the subspace of $\mathscr{S}\left(\mathbb{R}^{n}\right)$ that inherits the same topology as $\mathscr{S}\left(\mathbb{R}^{n}\right)$ and the dual space of $\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)$ under the topology inherited from $\mathscr{S}\left(\mathbb{R}^{n}\right)$ is

$$
\dot{\mathscr{S}}^{\prime}\left(\mathbb{R}^{n}\right)=\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right) / \mathscr{P}\left(\mathbb{R}^{n}\right)
$$

where $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right) / \mathscr{P}\left(\mathbb{R}^{n}\right)$ denote the space of tempered distributions modulo polynomials.
For $\alpha \in \mathbb{R}, 0<p, q<\infty$, the Triebel-Lizorkin space $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ is the set of all $f$ in $\dot{\mathscr{S}}^{\prime}\left(\mathbb{R}^{n}\right)$ satisfying

$$
\begin{equation*}
\|f\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)}=\left\|\left(\sum_{j \in \mathbb{Z}}\left(2^{j \alpha}\left|\Delta_{j} f\right|\right)^{q}\right)^{\frac{1}{q}}\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}<\infty \tag{2.1}
\end{equation*}
$$

It is well-known that $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ is a quasi-Banach space if $-\infty<\alpha<\infty, 0<p<\infty, 0<q \leq \infty$ and that the function $\varphi$ in the above definition is flexible in the sense that any two different functions $\varphi$ give the equivalent norms (2.1). By this definition, $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right) \simeq I_{\alpha}\left(\dot{F}_{p, q}^{0}\right)\left(\mathbb{R}^{n}\right)$, $\dot{F}_{p, 2}^{0}\left(\mathbb{R}^{n}\right) \simeq H^{p}\left(\mathbb{R}^{n}\right)$ and $\dot{F}_{p, 2}^{\alpha}\left(\mathbb{R}^{n}\right) \simeq I_{\alpha}\left(H^{p}\right)\left(\mathbb{R}^{n}\right)$ for $0<p, q<\infty$. Furthermore,

$$
\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right) \subset \dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right) \subset \dot{\mathscr{S}}^{\prime}\left(\mathbb{R}^{n}\right)
$$

for $-\infty<\alpha<\infty, 0<p<\infty$ and $0<q \leq \infty$. If $\alpha \in \mathbb{R}, 0<p, q<\infty$, then $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ is complete, $\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)$ is dense in $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$, and

$$
\begin{equation*}
\|f\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)} \approx\left\|\left[\int_{0}^{\infty}\left(s^{-\alpha}\left|\left(f * \varphi_{s}\right)(\cdot)\right|\right)^{q} \frac{d s}{s}\right]^{1 / q}\right\|_{p} \tag{2.2}
\end{equation*}
$$

For brevity, we denote by $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)=\dot{F}_{p, q}^{\alpha}$.
The Triebel-Lizorkin space $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ has the following imbedding and lifting properties.
Lemma 2.1 (Imbedding). ([16]). The space $\dot{F}_{p, q}^{\alpha}$ has the imbedding relationship:
(1) For $\alpha \in \mathbb{R}, 0<p<\infty$. if $q_{1} \leq q_{2}$, then $\dot{F}_{p, q_{1}}^{\alpha} \subset \dot{F}_{p, q_{2}}^{\alpha}$.
(2) Given reals $-\infty<\alpha_{2}<\alpha_{1}<\infty$ and $0<p_{1}<\infty, 0<q_{1}, q_{2} \leq \infty$, let $0<p_{2} \leq \infty$ be determined by $\alpha_{1}-\frac{n}{p_{1}}=\alpha_{2}-\frac{n}{p_{2}}$. Then

$$
\dot{F}_{p_{1}, q_{1}}^{\alpha_{1}} \subset \dot{F}_{p_{2}, q_{2}}^{\alpha_{2}}
$$

Lemma 2.2 (Lifting). (see [2, p. 2073]). The space $\dot{F}_{p, q}^{\alpha}$ has the lifting property:

$$
\|f\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)} \simeq\left\|I_{-\alpha}(f)\right\|_{\dot{F}_{p, q}^{0}\left(\mathbb{R}^{n}\right)}
$$

where $\left(I_{-\alpha} f\right)^{\wedge}(\xi)=|\xi|^{\alpha} \widehat{f}(\xi)$.
By the lifting property, as is pointed out in [2], to prove that a convolution operator $T$ is bounded on the space $\dot{F}_{p, q}^{\alpha}$, it suffices to show its boundedness on $\dot{F}_{p, q}^{0}$.

Let $T_{\mu}$ be a convolution operator and $\widehat{T_{\mu}(f)}(\xi)=\mu(\xi) \widehat{f}(\xi)$, where $\mu$ is called the multiplier of $T_{\mu}$. If $T_{\mu}$ is a bounded operator on the Triebel-Lizorkin Space $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$, then we say that $\mu$ is an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier and denote by

$$
\|\mu(\cdot)\|_{\left.\dot{F}_{p, q}^{\alpha}, \mathbb{R}^{n}\right) \rightarrow \dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)}
$$

the operator norm of $T_{\mu}$ on the space $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$. By a scaling argument, it is not difficult to show the following lemma.
Lemma 2.3. Let $0<p<\infty$ and let $\mu$ be an $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier. Then for any $t>0$,

$$
\|\mu(\cdot)\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right) \rightarrow \dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)}=\|\mu(t \cdot)\|_{\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right) \rightarrow \dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)}
$$

The following $\dot{F}_{p, q}^{\alpha}\left(\mathbb{R}^{n}\right)$ multiplier theorem will be frequently used in this article.
Lemma 2.4 (Hörmander multiplier theorem). ( [5, Theorem 5.1, pp. 851]) Let $\alpha, \beta \in \mathbb{R}$, $0<p<\infty$ and $0<q \leq \infty$. Suppose that $\ell$ is a nonnegative integer and $\mu \in C^{\ell}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ satisfies the condition

$$
\begin{equation*}
\sup _{R>0}\left(R^{-n+2 \alpha+2|\sigma|} \int_{R<|\xi|<2 R}\left|\partial_{\xi}^{\sigma} \mu(\xi)\right|^{2} d \xi\right) \leq A_{\sigma}, \quad|\sigma| \leq \ell \tag{2.3}
\end{equation*}
$$

with $\ell>\max \{n / p, n / q\}+n / 2$. Then

$$
\left\|T_{\mu}(f)\right\|_{\dot{F}_{p, q}^{\alpha+\beta}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{\dot{F}_{p, q}^{\beta}\left(\mathbb{R}^{n}\right)}
$$

When $\alpha=0$, (2.3) is known as the Hörmander condition (see [9, Theorem 6.2.7, p. 446]). The Bessel function $\mathcal{J}_{\nu}(r)$ has the following asymptotic expansion as $r \rightarrow \infty$.

Lemma 2.5. (see [7, Proposition 5.1, p. 93]). Let $r>0$ and $\nu>-1 / 2$. For any positive integer $L$, on the interval $[1, \infty)$ we have

$$
\mathcal{J}_{\nu}(r)=\sqrt{\frac{2}{\pi r}} \cos \left(r-\frac{\nu \pi}{2}-\frac{\pi}{4}\right)+\sum_{j=1}^{L} a_{j} e^{i r} r^{-\frac{1}{2}-j}+\sum_{j=1}^{L} b_{j} e^{-i r} r^{-\frac{1}{2}-j}+E_{L}(r)
$$

where $a_{j}$ and $b_{j}$ are constants for all natural numbers $j$, and $E_{L}(r)$ is a $C^{\infty}$ function satisfying

$$
E_{L}^{(k)}(r)=O\left(r^{-\frac{1}{2}-L-1}\right), \quad \text { as } \quad r \rightarrow \infty
$$

for all nonnegative integer $k$.
Let $\Psi$ be the function defined as in the definition of $\dot{F}_{p, q}^{\alpha} . W_{\nu}$ is a wave operator if it is a Fourier multiplier operator with symbol $\Psi(\xi) e^{i c|\xi|}|\xi|^{-\nu}$ for a fixed nonzero constant $c$. One has the following estimate on $W_{\nu}$.

Lemma 2.6. (see [3, p. 760]) Let $\alpha \in \mathbb{R}$ and $0<p, q<\infty$. One has the following estimates for wave operators.
(1) For $1<p \leq q \leq 2$ or $2 \leq q \leq p<\infty, W_{\nu}(f)$ is bounded on the Triebel-Lizorkin space $\dot{F}_{p, q}^{\alpha}$ if

$$
\alpha \geq(n-1)\left|\frac{1}{2}-\frac{1}{p}\right| .
$$

(2) For $1<p, q<\infty$ or $0<q \leq p \leq 1, W_{\nu}(f)$ is bounded on the Triebel-Lizorkin Space $\dot{F}_{p, q}^{\alpha}$ if

$$
\alpha>(n-1)\left|\frac{1}{2}-\frac{1}{p}\right|
$$

(3) For $0<p \leq 1<q<\infty, W_{\nu}(f)$ is bounded on the Triebel-Lizorkin Space $\dot{F}_{p, q}^{\alpha}$ if

$$
\alpha \geq(n-1)\left(\frac{1}{p}-\frac{1}{2}\right)
$$

## §3 Proof of Theorem 1.1

By Lemma 2.2, to prove $S_{t}^{\gamma}$ is bounded on $\dot{F}_{p, q}^{\alpha}$, we only need to show its boundedness on $\dot{F}_{p, q}^{0}$. Without loss of generality, we may assume $t=1$ by the scaling argument in Lemma 2.3.

First, when $\dot{F}_{p, q}^{0}$ is a normed space (i.e. $1 \leq p, q<\infty$ ), we observe that Theorem 1.1 is trivially true for the case $\gamma>0$. In fact, by the Minkowski integral inequality, it is easy to obtain that

$$
\begin{aligned}
\left\|S_{1}^{\gamma}(f)(x)\right\|_{\dot{F}_{p, q}^{0}} & \leq \frac{\Gamma(\gamma+n / 2)}{\pi^{n / 2} \Gamma(\gamma)} \int_{|y|<1}\left(1-|y|^{2}\right)^{\gamma-1}\|f(\cdot-y)\|_{\dot{F}_{p, q}^{0}} d y \\
& =\left(\frac{\Gamma(\gamma+n / 2)}{\pi^{n / 2} \Gamma(\gamma)} \int_{|y|<1}\left(1-|y|^{2}\right)^{\gamma-1} d y\right)\|f\|_{\dot{F}_{p, q}^{0}} \\
& \preceq\|f\|_{\tilde{F}_{p, q}^{0}},
\end{aligned}
$$

since $\int_{|y|<1}\left(1-|y|^{2}\right)^{\gamma-1} d y<\infty$ if $\gamma>0$. By this observation, in the following we mainly concern with the case either $\gamma \leq 0$ or the case that $\dot{F}_{p, q}^{0}$ is not a normed space. More precisely, our purpose is to find the optimal relation between $\gamma$ and $p, q$ to ensure that $m_{\gamma}(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier in the case when $\gamma \leq 0$ or in the case that $\dot{F}_{p, q}^{0}$ is not a normed space.

If either $\gamma \leq 0$ or $\dot{F}_{p, q}^{0}$ is not a normed space, then we let $\Psi$ and $\Phi$ be the same as above, that is to say $\Psi$ and $\Psi$ are $C^{\infty}\left(\mathbb{R}^{n}\right)$ radial functions with $\Phi(\xi)=1-\Psi(\xi)$ and $\Psi$ satisfying
$\Psi(\xi) \equiv 0$ if $|\xi| \leq 1, \Psi(\xi) \equiv 1$ if $|\xi| \geq 2$. We write

$$
\begin{aligned}
m_{\gamma}(|\xi|) & =\Gamma\left(\gamma+\frac{n}{2}\right) 2^{\frac{n-2}{2}+\gamma} V_{\frac{n-2}{2}+\gamma}(2 \pi|\xi|) \\
& =\Gamma\left(\gamma+\frac{n}{2}\right) 2^{\frac{n-2}{2}+\gamma}\left(V_{\frac{n-2}{2}+\gamma}(|\xi|) \Phi(\xi)+V_{\frac{n-2}{2}+\gamma}(|\xi|) \Psi(\xi)\right)
\end{aligned}
$$

Using the derivative formula for the Bessel function

$$
\begin{equation*}
\frac{d V_{\nu}(t)}{d t}=-t V_{\nu+1}(t) \tag{3.1}
\end{equation*}
$$

and the well-known formula

$$
\left|V_{\nu}(|\xi|)\right| \preceq 1 \text { if }|\xi| \leq 1
$$

by the condition of Lemma 2.4, we can easily see that $V_{\frac{n-2}{2}+\gamma}(|\xi|) \Phi(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier for any $p, q>0$. By Lemma 2.5, the second multiplier can be written as

$$
\begin{align*}
& V_{\frac{n-2}{2}+\gamma}(|\xi|) \Psi(\xi) \\
= & \sum_{j=0}^{L} a_{j} \Psi(\xi) e^{i|\xi|}|\xi|^{-\frac{n-1}{2}-\gamma-j}+\sum_{j=0}^{L} b_{j} \Psi(\xi) e^{-i|\xi|}|\xi|^{-\frac{n-1}{2}-\gamma-j}+\tilde{E}_{L}(\xi) \Psi(\xi), \tag{3.2}
\end{align*}
$$

where $\tilde{E}_{L}(\xi)$ is a $C^{\infty}$ function satisfying

$$
\left|\partial_{\xi}^{\sigma} \tilde{E}_{L}(\xi)\right| \preceq|\xi|^{-\left(\frac{n+1}{2}+L+\gamma\right)}, \text { whenever }|\xi|>1
$$

for any multi-index $\sigma$. Noting $\Psi(\xi)=0$ if $|\xi| \leq 1$, we choose a suitably large $L$ such that

$$
\left|\partial_{\xi}^{\sigma}\left(\tilde{E}_{L} \Psi\right)(\xi)\right| \leq C_{\sigma}|\xi|^{-|\sigma|}
$$

for any multi-index $\sigma$, which satisfying (2.3) with $\alpha=0$. Invoking Lemma 2.4, it follows that $\tilde{E}_{L}(\xi) \Psi(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier for any $p, q>0$. Furthermore, we know that, for each $j$,

$$
m_{j}^{+}(\xi)=\Psi(\xi) e^{i|\xi|}|\xi|^{-\frac{n-1}{2}-\gamma-j} \text { or } m_{j}^{-}(\xi)=\Psi(\xi) e^{-i|\xi|}|\xi|^{-\frac{n-1}{2}-\gamma-j}
$$

is a multiplier of the wave operator $W_{\nu}$ with $\nu=\frac{n-1}{2}+\gamma+j$. By Lemma 2.6, we know that in the expression

$$
V_{\frac{n-2}{2}+\gamma}(|\xi|) \Psi(\xi)=\sum_{j=0}^{L} a_{j} m_{j}^{+}(\xi)+\sum_{j=0}^{L} b_{j} m_{j}^{-}(\xi)+E_{L}(\xi) \Psi(\xi)
$$

$m_{0}^{+}(\xi)$ and $m_{0}^{-}(\xi)$ are $\dot{F}_{p, q}^{0}$ multipliers for any $p, q>0$ satisfying the condition in Theorem 1.1. Also, it is easy to see that if $\Psi(\xi) e^{ \pm i|\xi|}|\xi|^{-\nu}$ is an $\dot{F}_{p, q}^{0}$ multiplier, then $\Psi(\xi) e^{ \pm i|\xi|}|\xi|^{-\nu-\varepsilon}$, for any positive $\varepsilon$, is also an $\dot{F}_{p, q}^{0}$ multiplier for the same $p$ and $q$. Thus, all $m_{j}^{+}(\xi)$ and $m_{j}^{-}(\xi)$, $j=1,2, \ldots, L$, are $\dot{F}_{p, q}^{0}$ multipliers for $p, q>0$ satisfying the condition in Theorem 1.1. As a consequence, we obtain that, for $\gamma \leq 0$ or $\dot{F}_{p, q}^{0}$ is not a normed space, $V_{\frac{n-2}{2}+\gamma}(|\xi|) \Psi(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier for $0<p, q<\infty$ satisfying the condition in Theorem 1.1. The proof of Theorem 1.1 is completed.

## $\S 4$ Proof of Theorem 1.3

In this section, we devote to prove Theorem 1.3. Also, in this section and the rest of the paper, we always assume $\beta \in(0,2]$.

By Lemma 2.2, to prove Theorem 1.3, it suffices to show that $\mu_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier under the assumption in the theorem.

Recall that $\Phi$ is a radial $C^{\infty}\left(\mathbb{R}^{n}\right)$ function satisfying $\Phi(\xi) \equiv 1$ if $|\xi| \leq 1$ and supp $\Phi \subset\{\xi$ : $|\xi| \leq 2\}$ and $\Psi(\xi)=1-\Phi(\xi)$, we decompose

$$
\mu_{\gamma, \beta}(\xi)=\mu_{\gamma, \beta, 1}(\xi)+\mu_{\gamma, \beta, 2}(\xi)
$$

where

$$
\mu_{\gamma, \beta, 1}(\xi)=\Phi(\xi) \mu_{\gamma, \beta}(\xi), \quad \mu_{\gamma, \beta, 2}(\xi)=\Psi(\xi) \mu_{\gamma, \beta}(\xi)
$$

Let

$$
\begin{equation*}
m_{\gamma, \beta}(\xi)=m_{\gamma}(\xi)|\xi|^{-\beta} \Psi(\xi) \tag{4.1}
\end{equation*}
$$

where $m_{\gamma}$ is the multiplier of $S_{1}^{\gamma}$. We may write

$$
\mu_{\gamma, \beta, 2}(\xi)=m_{\gamma, \beta}(\xi)-\Psi(\xi)|\xi|^{-\beta}
$$

The following lemma will play a crucial role in the proof of Theorem 1.3.
Lemma 4.1. For $\beta \in(0,2]$ and $0<p, q<\infty, \mu_{\gamma, \beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier if and only if $m_{\gamma, \beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier.
Proof of Lemma 4.1. Using Lemma 2.4, it is easy to see that $\Psi(\xi)|\xi|^{-\beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier for any $p, q>0$. A direct calculation shows that

$$
\begin{equation*}
\mu_{\gamma, \beta, 1}(\xi)=\Phi(\xi)|\xi|^{-\beta}\left(\int_{0}^{1}\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma} \sin ^{2}(\pi s|\xi|) d s\right) \tag{4.2}
\end{equation*}
$$

By Taylor's expansion

$$
\sin (\pi|\xi| s)=\sum_{k=0}^{N} c_{k}(|\xi| s)^{2 k+1}+\Theta(|\xi| s)
$$

where, in the support of $\Phi, \Theta(t)$ is a $C^{\infty}$ function satisfying that, for $k \leq 2 N+3$,

$$
\Theta^{(k)}(t)=O\left(t^{2 N+3-k}\right) \text { as } t \rightarrow 0
$$

Thus, invoking (4.2), we obtain

$$
\begin{equation*}
\mu_{\gamma, \beta, 1}(\xi)=\Phi(\xi)|\xi|^{-\beta}\left(\int_{0}^{1}\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma}\left\{\sum_{k=0}^{N} c_{k}(|\xi| s)^{2 k+1}+\Theta(|\xi| s)\right\}^{2} d s\right) \tag{4.3}
\end{equation*}
$$

To obtain the estimate on $\partial_{\xi}^{\sigma}\left(\mu_{\gamma, \beta, 1}\right)(\xi)$, by choosing a large $N$ in (4.3), it suffices to work with each term

$$
\mu^{k}(\xi):=\Phi(\xi)|\xi|^{2(2 k+1)-\beta}\left(\int_{0}^{1}\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma} s^{2(2 k+1)} d s\right)
$$

We may write

$$
\mu^{k}(\xi) \simeq \Phi(\xi)|\xi|^{2(2 k+1)-\beta}
$$

since

$$
\int_{0}^{1}\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma} s^{2(2 k+1)} d s=B\left(2 k+\frac{3}{2}, \frac{n-1}{2}+\gamma\right)<\infty
$$

for any $\gamma>-\frac{n-1}{2}$. Noting that $\beta \in(0,2], k \in \mathbb{N} \bigcup\{0\}$, we have $2(2 k+1)-\beta \geq 4 k \geq 0$. It is easy to check that

$$
\left|\partial_{\xi}^{\sigma}\left(\mu^{k}(\xi)\right)\right| \simeq\left|\partial_{\xi}^{\sigma}\left(\Phi(\xi)|\xi|^{2(2 k+1)-\beta}\right)\right| \leq C_{\sigma}|\xi|^{-|\sigma|}
$$

for any multi-index $\sigma$ satisfying (2.3) with $\alpha=0$. Invoking Lemma 2.4, it follows that $\mu^{k}$ is an $\dot{F}_{p, q}^{0}$ multiplier for any $p, q>0$. Combining (4.2) with (4.3), we obtain that $\mu_{\gamma, \beta, 1}$ is an $\dot{F}_{p, q}^{0}$ multiplier for any $p, q>0$. On the other hand, we have

$$
\mu_{\gamma, \beta}(\xi)=\mu_{\gamma, \beta, 1}(\xi)+m_{\gamma, \beta}(\xi)-\Psi(\xi)|\xi|^{-\beta}
$$

Hence, $\mu_{\gamma, \beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier if and only if $m_{\gamma, \beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier, as desired.
By Lemma 4.1, to prove Theorem 1.3, it suffices to consider the multiplier $m_{\gamma, \beta}$. We need the following proposition to complete the proof.

Proposition 4.2. Let $n \geq 2, \gamma>-\frac{n-1}{2}$ and $0 \leq \beta \leq 2$. If $\gamma+\beta>0$ and $\dot{F}_{p, q}^{0}$ is a normed space, then $m_{\gamma, \beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier.

We postpone the proof for Proposition 4.2 to the end of this section. First, let us describe how to conclude the proof of Theorem 1.3 by virtue of the proposition.

From Proposition 4.2, to prove Theorem 1.3, we only need to concern with the case either $\gamma+\beta \leq 0$ or the case that $\dot{F}_{p, q}^{0}$ is not a normed space. More precisely, we aim to find some relation between $\gamma$ and $p, q$ to ensure that $m_{\gamma, \beta}(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier for $\gamma+\beta \leq 0$ or in the case that $\dot{F}_{p, q}^{0}$ is not a normed space.

Assume that $\gamma+\beta \leq 0$ or $\dot{F}_{p, q}^{0}$ is not a normed space. Using Lemma 2.5, we write

$$
\begin{align*}
m_{\gamma, \beta}(\xi)= & m_{\gamma}(\xi)|\xi|^{-\beta} \Psi(\xi) \simeq|\xi|^{-\frac{n-2}{2}-\gamma-\beta} \mathcal{J}_{\frac{n-2}{2}+\gamma}(2 \pi|\xi|) \Psi(|\xi|) \\
\simeq & \frac{\cos \left(2 \pi|\xi|-\frac{\gamma \pi}{2}-\frac{(n-1) \pi}{4}\right) \Psi(|\xi|)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}}+\sum_{j=1}^{L} \frac{a_{j} e^{i 2 \pi|\xi|} \Psi(|\xi|)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta+j}}  \tag{4.4}\\
& +\sum_{j=1}^{L} \frac{b_{j} e^{-i 2 \pi|\xi|} \Psi(|\xi|)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta+j}}+\frac{E_{L}(2 \pi|\xi|) \Psi(|\xi|)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}}
\end{align*}
$$

Here we choose a positive $L$ such that the error term $E_{L}(2 \pi|\xi|) \Psi(|\xi|)|\xi|^{-\frac{n-1}{2}-\gamma-\beta}$ satisfying

$$
\left|\partial_{\xi}^{\sigma}\left(\frac{E_{L}(2 \pi|\xi|) \Psi(|\xi|)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}}\right)\right| \leq C_{\sigma}|\xi|^{-|\sigma|}
$$

for any multi-index $\sigma$, which satisfies (2.3) with $\alpha=0$. Invoking Lemma 2.4, it follows that $E_{L}(2 \pi|\xi|) \Psi(|\xi|)|\xi|^{-\frac{n-1}{2}-\gamma-\beta}$ is an $\dot{F}_{p, q}^{0}$ multiplier for any $p, q>0$. So, we need to study the rest terms in (4.4). This procedure can be done by employing the same proof as that for Theorem 1.1 in Section 3. Thus, Theorem 1.3 is proved.

Finally, it remains to prove Proposition 4.2.
Proof of Proposition 4.2.
Let $T_{m_{\gamma, \beta}}$ be the convolution operator $K_{\gamma, \beta} * f$, where $K_{\gamma, \beta}$ is the function defined as

$$
\begin{equation*}
K_{\gamma, \beta}(x) \simeq \int_{\mathbb{R}^{n}} m_{\gamma, \beta}(\xi) e^{i 2 \pi \xi \cdot x} d \xi \tag{4.5}
\end{equation*}
$$

To prove Proposition 4.2, it is equivalent to prove $T_{m_{\gamma, \beta}}$ is bounded on $\dot{F}_{p, q}^{0}$ for $\gamma+\beta>0$ and $p, q \geq 1$. By (4.4), we know that $T_{m_{\gamma, \beta}}$ is bounded on $\dot{F}_{p, q}^{0}$ if and only if

$$
v(\xi)=\frac{\cos \left(2 \pi|\xi|-\frac{\gamma \pi}{2}-\frac{(n-1) \pi}{4}\right) \Psi(|\xi|)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}}
$$

is an $\dot{F}_{p, q}^{0}$ multiplier.

- Case 1. $\gamma+\beta>1$. Using Theorem 3.3 of Chapter 4 in [13], the inverse Fourier transform
of $v$ is given by

$$
\begin{aligned}
v^{\vee}(x) & =\int_{\mathbb{R}^{n}} \frac{\Psi(|\xi|) \cos \left(2 \pi|\xi|-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}} e^{2 \pi i x \cdot \xi} d \xi \\
& =\int_{0}^{\infty} \frac{\Psi(t) \cos \left(2 \pi t-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right)}{t^{\frac{n-1}{2}+\gamma+\beta}} V_{\frac{n-2}{2}}(t|x|) d t .
\end{aligned}
$$

We want to show that $v^{\vee}(x)$ is an integrable function. To this end, from Lemma 2.5, it suffices to estimate its leading term

$$
L_{v}(x)=\frac{1}{|x|^{\frac{n-1}{2}}} \int_{0}^{\infty} \frac{\Psi(t)}{t^{\gamma+\beta}} \cos \left(2 \pi t-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right) \cos \left(2 \pi t|x|-\frac{n-1}{4} \pi\right) d t
$$

If $|x|<1$ then we have

$$
\begin{equation*}
\left|L_{v}(x)\right| \preceq \frac{1}{|x|^{\frac{n-1}{2}}}\left|\int_{1}^{\infty} \frac{\Psi(t)}{t^{\gamma+\beta}} d t\right| \preceq \frac{1}{|x|^{\frac{n-1}{2}}} . \tag{4.6}
\end{equation*}
$$

If $|x| \geq 1$ we keep using integration by parts $N$ times ( $N$ sufficiently large, say $N>\left[\frac{n+1}{2}\right]+1$,). It is easy to get

$$
\begin{align*}
& \left|L_{v}(x)\right| \simeq \\
= & \frac{1}{|x|^{\frac{n-1}{2}+1}}\left|\int_{0}^{\infty} \sin \left(2 \pi t|x|-\frac{n-1}{4} \pi\right) \frac{d}{d t}\left(\frac{\Psi(t) \cos \left(2 \pi t-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right)}{t^{\gamma+\beta}}\right) d t\right|  \tag{4.7}\\
\preceq & \frac{1}{|x|^{\frac{n-1}{2}+N}} .
\end{align*}
$$

(4.6) and (4.7) conclude that, if $\gamma+\beta>1, v^{\vee}(x) \in L^{1}$. Thus, if $\dot{F}_{p, q}^{0}$ is a normed space, by the Minkowski integral inequality, it is easy to obtain that $v(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier.

- Case 2. $0<\gamma+\beta \leq 1$. In this case, we need an auxiliary lemma, and its proof can be found in [8, p. 171].
Lemma 4.3. (see page 171 in [8]). Let $\varepsilon>0$ and $\gamma \neq-1$. Then

$$
\int_{0}^{\infty} e^{-\varepsilon r} r^{\gamma} e^{i s r} d r=i e^{i \frac{\gamma \pi}{2}} \Gamma(\gamma+1)(s+i \varepsilon)^{-\gamma-1}
$$

where $\Gamma(\gamma+1)$ is the Gamma function.
For $\varepsilon>0$, the Abel mean $G_{\varepsilon}(f)$ of $f$ is

$$
\widehat{G_{\varepsilon}(f)}(\xi)=e^{-\varepsilon|\xi|} \widehat{f}(\xi)
$$

The kernel of $G_{\varepsilon}$ is an $L^{1}\left(\mathbb{R}^{n}\right)$ function and its $L^{1}\left(\mathbb{R}^{n}\right)$ norm is independent of $\varepsilon>0$ (see [13, p. 10]). Thus, the Minkowski integral inequality yields that for $1 \leq p, q \leq \infty$

$$
\begin{equation*}
\left\|G_{\varepsilon}(f)\right\|_{\dot{F}_{p, q}^{0}} \preceq\|f\|_{\dot{F}_{p, q}^{0}} \tag{4.8}
\end{equation*}
$$

and

$$
\lim _{\varepsilon \rightarrow 0+}\left\|G_{\varepsilon}(f)-f\right\|_{\dot{F}_{p, q}^{0}}=0
$$

for all $f \in \dot{F}_{p, q}^{0}$. To show that $v(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier for $0<\gamma+\beta \leq 1$ and $p, q \geq 1$, it suffices to show that $e^{-\varepsilon|\xi|} v(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier uniformly on $\varepsilon>0$. To this end, we need to prove that the kernel

$$
\Re_{\varepsilon}(x)=\int_{\mathbb{R}^{n}} \frac{\cos \left(2 \pi|\xi|-\frac{\gamma \pi}{2}-\frac{(n-1) \pi}{4}\right) \Psi(|\xi|) e^{-\varepsilon|\xi|}}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}} e^{2 \pi i x \cdot \xi} d \xi
$$

is an integrable function for $0<\gamma+\beta \leq 1$ and its $L^{1}\left(\mathbb{R}^{n}\right)$ norm is independent of $\varepsilon>0$. In fact, suppose this is true, since $\dot{F}_{p, q}^{0}$ is a normed space, by the Minkowski integral inequality we have that

$$
\begin{aligned}
\left\|\Re_{\varepsilon} * f\right\|_{\dot{F}_{p, q}^{0}} & \leq \int_{\mathbb{R}^{n}}\left|\Re_{\varepsilon}(y)\right|\|f(\cdot-y)\|_{\dot{F}_{p, q}^{0}} d y \\
& =\left(\int_{\mathbb{R}^{n}}\left|\Re_{\varepsilon}(y)\right| d y\right)\|f\|_{\dot{F}_{p, q}^{0}} \\
& \preceq\|f\|_{\dot{F}_{p, q}^{0}} .
\end{aligned}
$$

Combining this with the fact that for $p, q \geq 1$

$$
\left\|T_{v}(f)\right\|_{\dot{F}_{p, q}^{0}} \leq \lim _{\varepsilon \rightarrow 0+}\left\|\Re_{\varepsilon} * f\right\|_{\dot{F}_{p, q}^{0}}
$$

we conclude that $T_{v}$ is bounded on $\dot{F}_{p, q}^{0}$, that is, $v(\xi)$ is an $\dot{F}_{p, q}^{0}$ multiplier for $0<\gamma+\beta \leq 1$ and $p, q \geq 1$.

Hence, to complete the proof of Proposition 4.2, it only remains to prove that $\Re_{\varepsilon}(x)$ is an integrable function for $0<\gamma+\beta \leq 1$. The method is analogous to that in the proof of integrability of $\Re_{\varepsilon}(x)$ for the case $\gamma+\beta=0$ and $\beta=2$ in [17]. For the sake of completeness, we present its proof below.

By using the formula in [13, Theorem 3.3, p. 155], a computation of the Fourier transform yields

$$
\begin{align*}
\Re_{\varepsilon}(x) & =\int_{\mathbb{R}^{n}} \frac{\Psi(|\xi|) \cos \left(2 \pi|\xi|-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right)}{|\xi|^{\frac{n-1}{2}+\gamma+\beta}} e^{-\varepsilon|\xi|} e^{2 \pi i x \cdot \xi} d \xi \\
& =\int_{0}^{\infty} \frac{\Psi(t) e^{-\varepsilon t} \cos \left(2 \pi t-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right)}{t^{\frac{n-1}{2}+\gamma+\beta}} V_{\frac{n-2}{2}}(t|x|) d t \tag{4.9}
\end{align*}
$$

From Lemma 2.5, since the estimates of all terms in the above expansion of $\Re_{\varepsilon}$ are the same, it suffices to estimate the leading term

$$
\begin{align*}
& \mathcal{L}_{\varepsilon}(x) \\
= & \frac{1}{|x|^{\frac{n-1}{2}}} \int_{0}^{\infty} \frac{\Psi(t) e^{-\varepsilon t}}{t^{\gamma+\beta}} \cos \left(2 \pi t-\frac{\gamma \pi}{2}-\frac{n-1}{4} \pi\right) \cos \left(2 \pi t|x|-\frac{n-1}{4} \pi\right) d t \\
\simeq & \frac{1}{|x|^{\frac{n-1}{2}}} \int_{0}^{\infty} \frac{\Psi(t) e^{-\varepsilon t}}{t^{\gamma+\beta}}\left(a_{1} e^{2 \pi i t(1+|x|)}+a_{2} e^{-2 \pi i t(1+|x|)}\right.  \tag{4.10}\\
& \left.\quad+a_{3} e^{2 \pi i t(1-|x|)}+a_{4} e^{-2 \pi i t(1-|x|)}\right) d t .
\end{align*}
$$

For $|x|<1 / 2$, we have

$$
\begin{equation*}
\left|\mathcal{L}_{\varepsilon}(x)\right| \preceq \frac{1}{|x|^{\frac{n-1}{2}}}\left|\int_{1}^{\infty} \frac{\Psi(t)}{t^{\gamma+\beta}} d t\right| \preceq \frac{1}{|x|^{\frac{n-1}{2}}} \in L^{1} \tag{4.11}
\end{equation*}
$$

For $|x|>2$, integration by parts for $n$ times yields

$$
\begin{equation*}
\left|\mathcal{L}_{\varepsilon}(x)\right| \preceq \frac{(|x|-1)^{-n}}{|x|^{\frac{n-1}{2}}} \preceq|x|^{-n-1} \in L^{1} \tag{4.12}
\end{equation*}
$$

For $1 / 2 \leq|x| \leq 2$, if $\gamma+\beta=1$, invoking (4.10), to estimate $\mathcal{L}_{\varepsilon}(x)$, we only need to deal with the term

$$
\frac{a_{3}}{|x|^{\frac{n-1}{2}}} \int_{0}^{\infty} \frac{\Psi(t) e^{-\varepsilon t}}{t} e^{2 \pi i t(1-|x|)} d t
$$

since the estimate of other terms are similar. Using integration by parts we now have

$$
\int_{0}^{\infty} \frac{e^{i t[(1-|x|)+i \varepsilon]}}{t} \Psi(t) d t=\frac{i}{[(1-|x|)+i \varepsilon]} \int_{0}^{\infty} e^{i t[(1-|x|)+i \varepsilon]} \frac{d}{d t}\left(\frac{\Psi(t)}{t}\right) d t
$$

By the definition of $\Psi(t)$, it is easy to see

$$
\left|\int_{0}^{\infty} \frac{e^{i t[(1-|x|)+i \varepsilon]}}{t} \Psi(t) d t\right| \preceq \frac{1}{|(1-|x|)+i \varepsilon|} \preceq \frac{1}{|1-|x||}
$$

Hence, if $\gamma+\beta=1$, then $\left|\mathcal{L}_{\varepsilon}(x)\right| \preceq \frac{1}{|x|^{\frac{n-1}{2}} \frac{1}{|1-|x||}}$, which is integrable on $\mathbb{R}^{n}$ for $1 / 2 \leq|x| \leq 2$. On the other hand, if $0<\gamma+\beta<1$, for $1 / 2 \leq|x| \leq 2$, we write

$$
\begin{aligned}
& \frac{1}{|x|^{\frac{n-1}{2}}} \int_{0}^{\infty} \frac{\Psi(t) e^{-\varepsilon t}}{t^{\gamma+\beta}}\left(a_{3} e^{2 \pi i t(1-|x|)}+a_{4} e^{-2 \pi i t(1-|x|)}\right) d t \\
\simeq & \int_{0}^{\infty} \frac{e^{-\varepsilon t}}{t^{\gamma+\beta}}\left(a_{3} e^{2 \pi i t(1-|x|)}+a_{4} e^{-2 \pi i t(1-|x|)}\right) d t \\
& -\int_{0}^{\infty} \frac{\Phi(t) e^{-\varepsilon t}}{t^{\gamma+\beta}}\left(a_{3} e^{2 \pi i t(1-|x|)}+a_{4} e^{-2 \pi i t(1-|x|)}\right) d t .
\end{aligned}
$$

Here, by the definition of $\Phi$, we know that

$$
\int_{0}^{\infty} \frac{\Phi(t) e^{-\varepsilon t}}{t^{\gamma+\beta}}\left(a_{3} e^{2 \pi i t(1-|x|)}+a_{4} e^{-2 \pi i t(1-|x|)}\right) d t=O(1)
$$

uniformly for $1 / 2 \leq|x| \leq 2$ and $\varepsilon>0$. Invoking Lemma 4.3, by the fact that $\Gamma(1-\gamma-\beta)>0$ when $0<\gamma+\beta<1$, we obtain that

$$
\begin{aligned}
& \quad \int_{0}^{\infty} \frac{e^{-\varepsilon t}}{t^{\gamma+\beta}}\left(a_{3} e^{2 \pi i t(1-|x|)}+a_{4} e^{-2 \pi i t(1-|x|)}\right) d t \\
& \simeq \int_{0}^{\infty} t^{-(\gamma+\beta)} e^{i t(1-|x|+i \varepsilon)}+t^{-(\gamma+\beta)} e^{-i t(1-|x|-i \varepsilon)} d t \\
& =i \Gamma(1-\gamma-\beta)\left[\frac{1}{(1-|x|+i \varepsilon)^{1-\gamma-\beta}}-\frac{1}{(1-|x|-i \varepsilon)^{1-\gamma-\beta}}\right] \\
& =i \Gamma(1-\gamma-\beta) \frac{(1-|x|-i \varepsilon)^{1-\gamma-\beta}-(1-|x|+i \varepsilon)^{1-\gamma-\beta}}{\left((1-|x|)^{2}+\varepsilon^{2}\right)^{1-\gamma-\beta}} \\
& \simeq \frac{\sin \left((1-\gamma-\beta) \arctan \frac{\varepsilon}{1-|x|}\right)}{\left((1-|x|)^{2}+\varepsilon^{2}\right)^{\frac{1-\gamma-\beta}{2}}} \\
& \preceq \frac{\varepsilon}{1-|x|} \cdot \frac{1}{\left((1-|x|)^{2}+\varepsilon^{2}\right)^{\frac{1-\gamma-\beta}{2}}}
\end{aligned}
$$

for sufficiently small $\varepsilon$. Thus, we have

$$
\begin{equation*}
\left|\mathcal{L}_{\varepsilon}(x)\right| \preceq \frac{\varepsilon}{1-|x|} \cdot \frac{1}{\left((1-|x|)^{2}+\varepsilon^{2}\right)^{\frac{1-\gamma-\beta}{2}}}+O(1) \tag{4.13}
\end{equation*}
$$

uniformly for $1 / 2 \leq|x| \leq 2$ and $\varepsilon>0$. This together with (4.9) and (4.11) yields

$$
\left|\Re_{\varepsilon}(x)\right| \preceq \frac{\varepsilon}{1-|x|} \cdot \frac{1}{\left((1-|x|)^{2}+\varepsilon^{2}\right)^{\frac{1-\gamma-\beta}{2}}}+O(1)
$$

uniformly for $\varepsilon>0$, where $1 / 2 \leq|x| \leq 2$ and $0<\gamma+\beta<1$.
With (4.11), (4.12), (4.13) and (4.9) in hand, we can derive the following estimate on $\Re_{\varepsilon}(x)$.

Lemma 4.4. Assume $0<\gamma+\beta \leq 1$. If $|x|<1 / 2$ then

$$
\left|\Re_{\varepsilon}(x)\right| \preceq|x|^{-\frac{n-1}{2}} .
$$

If $|x|>2$, then

$$
\left|\Re_{\varepsilon}(x)\right| \preceq|x|^{-n-1}
$$

For $1 / 2 \leq|x| \leq 2$, we have if $\gamma+\beta=1$, then $\left|\Re_{\varepsilon}(x)\right| \preceq \frac{1}{|x| \frac{n-1}{2}} \frac{1}{|1-|x|}$; if $0<\gamma+\beta<1$,

$$
\left|\Re_{\varepsilon}(x)\right| \preceq \frac{\varepsilon}{1-|x|} \cdot \frac{1}{\left((1-|x|)^{2}+\varepsilon^{2}\right)^{\frac{1-\gamma-\beta}{2}}}+O(1)
$$

uniformly for $\varepsilon>0$.

Now we are able to prove that $\Re_{\varepsilon}(x)$ is an integrable function for $0<\gamma+\beta \leq 1$. By Lemma 4.4, if $\gamma+\beta=1$, then

$$
\begin{aligned}
\left\|\Re_{\varepsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} & \preceq \int_{|x| \leq 1 / 2} \frac{d x}{|x|^{\frac{n-1}{2}}}+\int_{|x|>2} \frac{d x}{|x|^{n+1}}+\int_{\{1 / 2 \leq|x| \leq 2\}} \frac{1}{|x|^{\frac{n-1}{2}}} \frac{1}{|1-|x||} d x \\
& \preceq 1
\end{aligned}
$$

if $0<\gamma+\beta<1$,

$$
\begin{aligned}
\left\|\Re_{\varepsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \preceq & \int_{|x| \leq 1 / 2} \frac{d x}{|x|^{\frac{n-1}{2}}}+\int_{|x|>2} \frac{d x}{|x|^{n+1}} \\
& +\int_{\{1 / 2 \leq|x| \leq 2\} \cap\{|(1-|x|)|>10 \varepsilon\}} \frac{\varepsilon}{(1-|x|)^{2-\gamma-\beta}} d x \\
& +\varepsilon^{\gamma+\beta} \int_{\{1 / 2 \leq|x| \leq 2\} \cap\{|(1-|x|)|<10 \varepsilon\}} \frac{1}{|1-|x||} d x+\int_{\{1 / 2 \leq|x| \leq 2\}} d x \\
\preceq & 1,
\end{aligned}
$$

as required.

## §5 Proof of Theorem 1.5

The proof of Theorem 1.5 is based on Theorem 1.3 and a standard dense argument. We only prove the case $0<\beta<2$. Once Theorem 1.3 is established, Theorem 1.5 will be a direct consequence of it and the fact that the means $t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right)$ converge to 0 in $\dot{F}_{p, q}^{\alpha}$ norm for $h$ in a dense subclass of $I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)\left(\mathbb{R}^{n}\right)$. Such a dense class is $\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)$, where $\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)$ is the space of all Schwartz functions $h$ whose Fourier transform satisfying

$$
\dot{\mathscr{S}}\left(\mathbb{R}^{n}\right)=\left\{h \mid h \in \mathscr{S}\left(\mathbb{R}^{n}\right): \partial^{\alpha}(\hat{h})(0)=0 \text { for every multi-index } \alpha\right\} .
$$

For a function $h$ in this class, we easily see that $t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right) \rightarrow 0$ pointwise as $t \rightarrow 0^{+}$. Indeed, noting the fact that

$$
\begin{aligned}
& \left.t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right)(x)=t^{-\beta} \int_{\mathbb{R}^{n}}\left(1-m_{\gamma}\right)(t \xi)\right) \widehat{h}(\xi) e^{2 \pi i \xi \cdot x} d \xi \\
\approx & t^{-\beta} \int_{\mathbb{R}^{n}} \int_{0}^{1} \sin ^{2}(\pi s t|\xi|)\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma} d s \widehat{h}(\xi) e^{2 \pi i \xi \cdot x} d \xi,
\end{aligned}
$$

since $h \in \dot{\mathscr{S}}$ and $|\sin s| \leq|s|$ for $s \in \mathbb{R}$, we have

$$
\begin{align*}
t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right)(x) & \preceq t^{-\beta} \int_{\mathbb{R}^{n}} \int_{0}^{1}(t|\xi| s)^{2}\left(1-s^{2}\right)^{\frac{n-3}{2}+\gamma} d s \widehat{h}(\xi) e^{2 \pi i \xi \cdot x} d \xi \\
& \preceq t^{2-\beta} B\left(\frac{3}{2}, \frac{n-1}{2}+\gamma\right) \int_{\mathbb{R}^{n}}|\xi|^{2} \widehat{h}(\xi) e^{2 \pi i \xi \cdot x} d \xi  \tag{5.1}\\
& =: t^{2-\beta} B\left(\frac{3}{2}, \frac{n-1}{2}+\gamma\right) g(x)
\end{align*}
$$

where $B(\cdot, \cdot)$ is the beta function, and $g \in \dot{\mathscr{S}}$ since we know the fact that if $h \in \dot{\mathscr{S}}$ then so does $\left(|\xi|^{z} \hat{h}(\xi)\right)^{\vee}$ for all $z \in \mathbb{C}$ (see [10, p. 4]). Also,

$$
\left|t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right)(x)\right| \preceq t^{2-\beta} B\left(\frac{3}{2}, \frac{n-1}{2}+\gamma\right)
$$

Then $t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right) \rightarrow 0$ pointwise as $t \rightarrow 0^{+}$for $0<\beta<2$ and $\gamma>-\frac{n-1}{2}$. On the other hand, from (5.1) we know that if $t<1$, the functions $t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right)(x)$ are pointwise controlled by the function $g \in \dot{\mathscr{S}}$. Invoking (2.2), the Lebesgue dominated convergence theorem implies that $t^{-\beta}\left(S_{t}^{\gamma}(h)-h\right)$ converges to 0 in $\dot{F}_{p, q}^{\alpha}$. Finally, using (1.2) and the results in Theorem 1.3, a standard $\varepsilon / 3$ argument yields $t^{-\beta}\left(S_{t}^{\gamma}(f)-f\right) \rightarrow 0$ in $\dot{F}_{p, q}^{\alpha}$ for general $I_{\beta}\left(\dot{F}_{p, q}^{\alpha}\right)$ functions $f$. This completes the proof.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing,adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the articles Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the articles Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## References

[1] J Bourgain. Averages in the plane over convex curves and maximal operators, J Analyse Math, 1986, 47: 69-85.
[2] W Cao, J Chen, D Fan. Boundedness of an oscillating multiplier on Triebel-Lizorkin spaces, Acta Math Sin (Engl Ser), 2010, 26(11): 2071-2084.
[3] W Cao, H Jia. Boundedness of certain oscillating multiplier operator related to wave equation in the Triebel-Lizorkin space, Chinese Ann Math Ser A, 2012, 33(6): 759-768.
[4] A Carbery, J L Rubio de Francia, L Vega. Almost everywhere summability of Fourier integrals, J Lond Math Soc(2), 1988, 38(3): 513-524.
[5] Y-K Cho. Continuous characterization of the Triebel-Lizorkin spaces and Fourier multipliers, Bull Korean Math Soc, 2010, 47(4): 839-857.
[6] F Dai, Z Ditzian. Combinations of multivariate averages, J Approx Theory, 2004, 131(2): 268-283.
[7] D Fan, F Zhao. Approximation properties of combination of multivariate averages on Hardy spaces, J Approx Theory, 2017, 223: 77-95.
[8] I M Gelfand, G E Shilov. Generalized functions. Vol I: Properties and operations, Translated by Eugene Saletan, Academic Press, New York-London, 1964.
[9] L Grafakos. Classical Fourier Analysis, Graduate Texts in Mathematics(GTM, volume 249), Springer, New York, 2014.
[10] L Grafakos. Modern Fourier Analysis, Graduate Texts in Mathematics(GTM, volume 250), Springer, New York, 2014.
[11] E M Stein. Maximal functions: Spherical means, Proc Nat Acad Sci USA, 1976, 73(7): 2174-2175.
[12] E M Stein. Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton University Press, 1993.
[13] E M Stein, G Weiss. Introduction to Fourier analysis on Euclidean spaces, Princeton University Press, 1971.
[14] R S Strichartz. Multipliers on fractional Sobolev spaces, J Math Mech, 1976, 16: 1031-1060.
[15] R S Strichartz. $H^{p}$ Sobolev spaces, Colloq Math, 1990, 60/61(1): 129-139.
[16] H Triebel. Theory of function spaces, Monographs in Mathematics, Birkhäuser Verlag, Basel, 1983, 78.
[17] J Zhao, D Fan. Certain averaging operators on Lebesgue spaces, Banach J Math Anal, 2020, 14(1): 116-139.
${ }^{1}$ College of Mathematics and Computer Science, Zhejiang Normal University, Jinhua 321004, China.

Email: jyzhaomath@zjnu.edu.cn
${ }^{2}$ Department of Mathematics, School of Information, Huaibei Normal University, Huaibei 235000, China.

Email: panlijiyang@163.com


[^0]:    Received: 2020-02-11. Revised: 2021-10-14.
    MR Subject Classification: 42B15, 41A35, 46E35, 47B38.
    Keywords: spherical mean, Triebel-Lizorkin spaces, norm convergence, saturation of approximation, Bessel function, wave operator, oscillatory integrals.

    Digital Object Identifier(DOI): https://doi.org/10.1007/s11766-022-4035-3.
    Supported by the National Natural Science Foundation of China(12071437, 12101562), the Natural Science Foundation of Zhejiang(LQ20A010003) and the Natural Science Foundation from the Education Department of Anhui Province(KJ2017A847).

    * Corresponding author.
    (C)The Author(s) 2022.

