
Vol.:(0123456789)1 3

Production Engineering (2023) 17:847–859 
https://doi.org/10.1007/s11740-023-01209-3

COMPUTER ASSISTED APPROACHES IN PRODUCTION ENGINEERING

Deep representation learning and reinforcement learning 
for workpiece setup optimization in CNC milling

Vladimir Samsonov1   · Enslin Chrismarie1 · Hans‑Georg Köpken2 · Schirin Bär1 · Daniel Lütticke1 · Tobias Meisen3

Received: 16 September 2022 / Accepted: 12 May 2023 / Published online: 29 June 2023 
© The Author(s) 2023

Abstract
Computer Numerical Control (CNC) milling is a commonly used manufacturing process with a high level of automation. 
Nevertheless, setting up a new CNC milling process involves multiple development steps relying heavily on human expertise. 
In this work, we focus on positioning and orientation of the workpiece (WP) in the working space of a CNC milling machine 
and propose a deep learning approach to speed up this process significantly. The selection of the WP’s setup depends on the 
chosen milling technological process, the geometry of the WP, and the capabilities of the considered CNC machining. It 
directly impacts the milling quality, machine wear, and overall energy consumption. Our approach relies on representation 
learning of the milling technological process with the subsequent use of reinforcement learning (RL) for the WP positioning 
and orientation. Solutions proposed by the RL agent are used as a warm start for simple hill-climbing heuristics, which boosts 
overall performance while keeping the overall number of search iterations low. The novelty of the developed approach is the 
ability to conduct the WP setup optimization covering both WP positioning and orientation while ensuring the axis collision 
avoidance, minimization of the axis traveled distances and improving the dynamic characteristics of the milling process with 
no input from human experts. Experiments show the potential of the proposed learning-based approach to generate almost 
comparably good WP setups order of magnitude faster than common metaheuristics, such as genetic algorithms (GA) and 
Particle Swarm Optimisation (PSA).

Keywords  CNC Milling · Deep representation learning · Learning-based optimization · Process optimization · 
Reinforcement learning · Workpiece setup optimization

1  Introduction

Mass production with large series over long periods provides 
the possibility of investing more time and expert knowledge 
into process optimization. However, a modern trend towards 
customized products with shorter lifecycles [17] makes it 
crucial to be able to frequently set up new, efficient produc-
tion processes with little effort. Setting up a CNC machine 
requires a high level of human involvement in the design 
and subsequent fine-tuning of the manufacturing process. 
Nevertheless, due to the high degree of automation, CNC 
machines are used frequently. For this reason, we investi-
gate how to increase the level of automation of the initial 
setup process by methods of deep learning. This initial setup 
process comprises several substeps. Firstly, based on the 
required workpiece (WP) geometry and the chosen milling 
strategy, an expert generates a Numerical Control (NC) pro-
gram defining the movement of the cutting tool in relation 
to the WP. For the processing on the CNC milling machine, 
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it is essential to decide upon the WP setup in terms of WP 
positioning and orientation, as this has a significant influ-
ence on the machining process [30]. Depending on the cur-
rent orientation and positioning of the WP, the CNC milling 
machine might realize the relative trajectory of the milling 
tool for the WP with different axes movements, resulting 
in varying levels of total axes traveled distances, speeds, 
and accelerations. Those directly influence energy consump-
tion, machine wear, and machine oscillations during the pro-
cessing [14]. Therefore, finding a WP setup that minimizes 
energy consumption, machine wear, and oscillations during 
the milling process is essential and selected as our study’s 
main application use case. Selection of a WP setup requires 
understanding the WP geometry, machining strategy, and 
machine kinematics. Currently, the WP setup is commonly 
defined by a CNC programmer or an experienced machine 
operator.

Considering the fast development of learning-based 
methods for optimization tasks [24, 29, 41], we hypothesize 
that deep learning is well-suited for finding a suitable WP 
setup. The possibility to use Reinforcement Learning (RL) 
for estimation of near-optimal WP positions and orienta-
tions has been shown by [35] and [7]. It is demonstrated that 
learning-based methods require a considerably smaller num-
ber of optimization iterations compared to metaheuristics 
and yield good results. Nevertheless, all previous approaches 
require a handcrafted description of the WP geometry and 
the related machining process, such as an explicit description 
and coordinates of all geometrical features of the WP. While 
this approach is suitable for initial viability studies, it lacks 

generalization possibilities and cannot account for a wide 
variety of possible WP geometries and machining strategies.

In this work, we introduce a learning-based approach 
that significantly increases generalization possibilities for 
the definition of the WP setup. This approach enables the 
learning of useful and generic representations of the milling 
process without the need for any human input (see Fig. 1). 
The learning process is divided into two stages. In the first 
step, we propose the usage of ordered point clouds describ-
ing the movements of the Tool Center Point (TCP) as a 
representation of milling processes. This enables the gen-
eration of compact representations of various milling pro-
cesses with a Variational Autoencoder (VAE). Subsequently, 
compact representations of the milling process, generated 
with the VAE, are provided to the RL agent as a description 
of the optimization tasks. This allows the trained RL agent 
to suggest near-optimal WP positioning and orientation, 
even for previously unseen milling tasks. Finally, we use 
the solution suggested by the RL agent as a warm start for 
a hill-climbing heuristic search, leading to a refined qual-
ity of the WP positioning and orientation according to the 
current goal. Our evaluation experimentally shows that the 
proposed hybrid learning-based optimization approach finds 
near-optimal WP setups that eliminate axes collisions and 
minimize total axes traveled distances and accelerations. The 
comparison performed in this study against common optimi-
zation methods such as genetic algorithms (GA) and Particle 
Swarm Optimization (PSO) shows that the proposed method 
achieves a higher search efficiency while maintaining a good 
overall quality of WP setups.

Fig. 1   Overview of the hybrid learning-based optimization method 
for finding near-optimal WP setups: it involves learning compact 
and generic representations of WP geometries and related machin-
ing strategies with the subsequent use of an RL agent for suggesting 

a near-optimal WP positioning and orientation, augmented with sev-
eral simple heuristics for quick refining of the solutions. The given 
approach leads to finding near-optimal solutions within a small num-
ber of search iterations
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As demonstrated in the analysis of the current state of 
the art, our solution delivers a viable contribution towards 
enabling automated WP setup by addressing five important 
problem aspects simultaneously: 

1	 Axis collision avoidance covering axis limit violations, 
collisions between the tool assembly and the WP, as well 
as collisions between moving parts of the CNC machine

2	 Minimization of total traveled distances of the machine 
axes

3	 Improvement of dynamic characteristics of the milling 
process, e.g., minimization of the total axes accelera-
tions

4	 Generalization to new, previously unseen WP geom-
etries with no expert input

5	 Fast solution generation

2 � State of the art

The first section concentrates on analyzing the current state 
of the art for WP setup optimization. It demonstrates that 
no available solution is capable of simultaneously ensur-
ing the avoidance of axis collision of different complexity, 
minimization of the axis traveled distances and improving 
the dynamic characteristics of the milling process. This 
motivates the importance of developing alternative solution 
methods covering all those optimization aspects. The second 
section motivates the use of RL for WP positioning optimi-
zation by outlining the advantages of the RL-based optimi-
zation methods and looking at the successful use of learning-
based methods in other complex optimization domains.

2.1 � Optimization of WP setup

Optimization of the milling process in complex CNC appli-
cations by adjusting WP position and orientation receives 
broad attention from the research community. [37] propose 
to minimize the total X-, Y-, and Z-axis movements by find-
ing a suitable WP position on the rotation table of a 5-axis 
CNC milling machine. The toolpath in WP coordinates is 
generated by using CAD/CAM software and split into seg-
ments. For each point of the tool trajectory, inverse kine-
matic calculations are used to transform the WP coordinates 
into machine coordinates. Subsequently, movements of the 
machine axes are calculated by linear interpolation between 
the neighboring trajectory points. The sum of interpolated 
segments of machine movements serves as the objective 
function, which is minimized with the help of a GA pro-
gram. Axis collision avoidance, WP orientation, and optimi-
zation of dynamic characteristics of the milling process are 
not included in the scope of the study by Shaw.

A similar idea is implemented by [43], with inverse kine-
matics derived for 5-axis CNC milling with two rotary axes. 
The WP setup is optimized regarding both WP position and 
orientation to minimize the traveled axes distances. Under 
the assumption of convex optimization, a gradient descent 
algorithm is deployed to solve the optimization task. Axis 
limit violations and collision avoidance between the tool 
assembly and the WP are considered. Nevertheless, it is not 
elaborated on what methods are used to detect axis collisions 
reliably. Collision avoidance between moving parts of the 
CNC machine is not explicitly mentioned. The optimization 
of dynamic characteristics of the milling process are not 
addressed by Wei.

[16] propose a method for finding tool orientation and 
WP setups with low angular accelerations of rotating axes 
for a 5-axis milling process. The central idea of the approach 
is the use of numerical differentiation of inverse kinematic 
equations to estimate angular accelerations, combined with 
a GA search for WP positioning and a custom-made heuris-
tic for tool orientation. Again, axis collision avoidance and 
optimization of axis traveled distances are not considered.

[28] look at the WP setup problem as a two-stage process 
aiming to minimize the traveled distance of the rotary axes. 
Firstly, WP orientation is evaluated by determining all orien-
tations resulting in a violation of axis limits, with a consecu-
tive exhaustive search of the remaining discretized solution 
space for a suitable orientation. Similarly, the WP position 
is defined in the second stage of the WP setup optimization. 
Avoidance of collisions between moving parts of the CNC 
machine and optimization of dynamic characteristics of the 
milling process is out of the scope of the study.

[4] demonstrate the potential to decrease the energy 
consumption of finishing milling operations by selecting a 
suitable WP orientation. The work proposes to estimate the 
power consumption of a milling machine through weight, 
accelerations, and weight coefficients on every axis involved 
in the process. The part related to optimization of WP ori-
entation involves a grid search over the solution space. Axes 
collision avoidance and WP positioning are not considered.

A study by [10] proposes to model the kinematic behav-
ior of a 3+2-axis CNC milling machine with polytopes. 
The resulting models can determine well-suited tool and 
WP orientations, resulting in higher feed rates with low 
accelerations and fewer jerks. The returned solutions can be 
checked for violations of axis limits via inverse kinematics 
of the CNC machine. While offering reasonable solutions for 
optimizing dynamic parameters of the milling process, the 
given approach does not optimize the WP positioning and 
axes’ total traveled distances. Additionally, axes collision 
avoidance does not account for possible collisions caused 
by moving parts of the milling machine.

As demonstrated in the overview from [39], it is hard 
to develop an analytical method universally suited for axes 
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collision detection and avoidance that accounts for both axes 
limit violations and possible collisions of various parts of the 
CNC machine. For this reason, [42] proposed to use super-
vised learning to predict WP setups resulting in collisions. A 
training dataset is generated via multiple milling simulation 
runs for a single WP geometry with different positions and 
orientations on simulation software. The generated dataset is 
suitable for training K-Nearest Neighbour (KNN) and Sup-
port Vector Machine (SVM) classifiers capable of predicting 
possible collisions for the given WP geometry as a function 
of the WP setup. The general idea offers low inference time 
and allows for an efficient search for a suitable WP setup. 
While valuable on the conceptual level, the idea has limited 
application value because of the missing capability to gen-
eralize to new WP geometries without rerunning extensive 
simulations for the particular milling task.

As previously introduced, [35] and [7] apply RL for both 
WP positioning and orientation. The proposed solution is 
demonstrated to be capable of avoiding axis limit violations 
and collisions while minimizing total axes traveled distances 
and accelerations. A SinuTrain simulation of the CNC mill-
ing machine is used to simulate milling with reliable detec-
tion of axes collisions and limit violations, as well as precise 
milling process dynamics. The achieved results show that a 
trained RL agent can propose near-optimal WP setups for 
previously unseen WP geometries. Using previous experi-
ence, a trained RL agent can conduct a far more efficient 
search of a large solution space than the alternative solu-
tions based on Simulated Annealing (SA) and GA methods. 
However, both works rely on a handcrafted description of 
WP geometries (e.g., coordinates of a particular geometrical 

feature on the WP) that cannot be universally transferred to 
other WP geometries.

The summary of the current state of the art, provided in 
Table 1, demonstrates that addressing WP setup optimization 
covering both dynamic characteristics of the milling process 
and total axis traveled distances via WP orientation and 
positioning, while accounting for axis limit violations, 
collisions between tool assembly and the WP, and collisions 
between moving parts of the CNC machine is a relevant 
research question.

2.2 � Applicability of learning‑based methods 
to optimization

Research interest in broad applications of learning-based 
methods for optimization tasks is continuously growing. 
Compared to common metaheuristic approaches, learning-
based approaches do not rely on human experts to design the 
procedure of generating solutions. Suitable solution strate-
gies can be derived from provided examples or be discovered 
via a trial-and-error approach [3]. A trained learning-based 
solution can anticipate good results for new yet similar prob-
lem instances without an intensive search of the solution 
space. This can lead to state-of-the-art performance while 
maintaining an overall low computation time.

Learning-based optimization is widely applied for opti-
mization across wide variety of domains. ML approaches in 
engineering and manufacturing fields have been successfully 
applied, for example, to discover and optimize mechanical 
properties of new materials [21], process parameter optimi-
zation [27, 44], quality prediction [8, 40], process monitor-
ing and control [36, 46], predictive maintenance [33, 47], 

Table 1   Overview of the State of the Art for WP setup optimization

Heavy check mark-capability is given
Bold times-capability is not available
1  Missing capability to generalize to new WP geometries
2  Handcrafted description of WP geometries cannot account for a wide range of possible variations in real milling applications

 Source WP Axis collision avoidance Optimization

Orientation Positioning Axis limit 
violations

Between tool 
and WP

Between moving parts 
of CNC machine

Axis traveled 
distances

Dynamic char-
acteristics of 
milling

[37] × ✔ × × × ✔ ×
[43] ✔ ✔ ✔ ✔ × ✔ ×
[16] ✔ ✔ × × × × ✔
[28] ✔ ✔ ✔ ✔ × ✔ ×
[4] ✔ × × × × ✔ ✔
[10] ✔ × ✔ ✔ × × ✔
42]1 ✔ ✔ ✔ ✔ ✔ ✔ ×
[35]2 ✔ ✔ ✔ ✔ ✔ ✔ ✔
[7]2 ✔ ✔ ✔ ✔ ✔ ✔ ✔
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design optimization [5, 19], chip design [25], production 
planning [9, 45] and design of optimal control strategies in 
robotics [22, 31, 32].

In combinatorial optimization, methods of supervised 
Machine Learning (ML) and RL are successfully applied 
to such canonical tasks as the Traveling Salesmen Problem 
(TSP) [2], Vehicle Routing Problems (VRP) [26], Mixed 
Complementarity Problems (MCP) [23] or Max-Cut 
Problems [1].

The provided brief outline of learning-based optimization 
demonstrates that RL methods have the potential to demon-
strate good results in the domain of WP setup optimization 
by utilizing the ability of RL to transfer the previous experi-
ence to new tasks and anticipate good solutions without hav-
ing to search through the whole solution space. An interested 
reader is invited to refer to dedicated literature reviews [24, 
41], offering more examples and details on learning-based 
optimization solutions.

3 � Problem description and approach

3.1 � Milling process and related setup

The investigation is conducted on a group of WP geom-
etries requiring 5-axis milling. The basic WP geometry 
can be modified by changing certain geometrical features, 
referred to as the tower and the milling slot. The tower rep-
resents a spiral-shaped surface milled into the WP with 
sides inclined towards the center. By moving the tower 
and changing the orientation of the milling slot, a new WP 
geometry can be generated requiring different WP setups, 
as demonstrated in Fig. 2b. In this work, WP geometry is 
changed with the following parameters: slot angle range 0°: 
360, tower position range Xtower ∈ [55mm ∶ 145mm] and 
Ztower ∈ (60mm, 235mm) (see Fig. 2a and b). The Z range for 
tower position consists only of two discrete values to avoid 
intersections with the milling slot. Milling is conducted on 

a CNC machine with a rotary table and a swiveling spindle 
head as illustrated in Fig. 2c. The CNC machine requires all 
five axes to produce the WP geometry. Depending on the 
WP position in the working space of the CNC machine, the 
same relative movements of the milling tool around the WP 
will be realized with different axes, potentially resulting in 
excessive axes moves, accelerations and collisions.

The milling process is simulated with SinuTrain soft-
ware, allowing for a realistic approximation of the entire 
milling process, from collisions detection to the determi-
nation of dynamic characteristics of axes movements. A 
simulation run can take up to 15 s, making it infeasible to 
repeatedly conduct multiple RL experiments requiring mil-
lions of runs directly on the SinuTrain software. We collect 
data over 80.000 SinuTrain simulations with various WP 
geometries and WP setups and train an ensemble of ML 
models to address the issue. Firstly, a Light Gradient Boost-
ing Machine (LGBM) classifier decides if there is any axis 
collision based on WP geometry (tower position and mill-
ing slot angle) and WP position and orientation. If no col-
lisions are expected, four LGBM regressors independently 
predict accelerations and total traveled distances required 
for the optimization. Overall, the developed approximation 
of the SinuTrain software can predict the axis collision with 
an F1-score of 0.984, and the worst observed coefficient of 
determination ( R2-score) does not go below 0.984 for all 
three folds of cross-validation involved in the evaluation of 
the ML models. The outlined ML approximation is demon-
strated to deliver reliable results in a fraction of a second, yet 
it is valid only for the considered family of WP geometries 
and the given CNC milling machine. To save computational 
resources and enable the envisioned training and benchmark-
ing, all reported results in this work are conducted on the 
ML approximation of the SinuTrain software.

Fig. 2   Milling setup
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3.2 � Problem formalization

Firstly, we define the problem domain of the WP setup 
problem by Ω ⊂ ℝ

4 , such that Ω represents the working 
space of the 5-axis milling machine. The four input elements 
that can be controlled are the placement coordinates of the 
WP in the working space along the X-, Y-, and Z-axis, as 
well as the rotation angle (Rot) of the rotary table. There 
also exists a space Si ⊂ Ω for each NC program, i = 1, 2, ... , 
that does not violate any of the boundary constraints of the 
milling machine and where no axis collisions occur.

The WP setup task is formalized as a continuous 
multi-objective optimization problem. We wish to mini-
mize a set of milling process measures {D1, ...,DM} (for 
example, accumulated velocities or traveled distances) 
s.t. Dm = fm(X,Y ,Z,Rot ∣ NC) , Dm ∈ ℝ , fm ∶ Ω ↦ ℝ , 
m = 1, 2, ...,M , fm(. ∣ NC) is dependent on the WP-specific 
NC-program, ∀ (X, Y , Z,Rot) ∈ Ω . The functions fm(. ∣ NC) 
represent the actual milling process, taking the WP setup as 
input and each returning a specific milling process measure-
ment. We define an indicator function,

such that the constrained multi-objective optimization is sub-
ject to 1m(X, Y , Z,Rot ∣ NC) = 0 . To facilitate the application 
of RL, the multi-objective optimization is transformed into a 
single-objective optimization via an aggregation function for 
optimal milling N = g(D1,D2, ...,DM) , where g ∶ ℝ

M
↦ ℝ.

The Dm-values that are of further interest for the given mill-
ing case are defined by domain experts as the integral over 
squared acceleration (e) and the distance traveled (d) along 
the Z- and X-axis, therefore (eZ , eX , dZ , dX) ∈ ℝ

4
+
 are the 

values to be considered for minimization. These terms are 
normalized in such a way that the minimization problem 
becomes a maximization problem through:

where e′ and d′ are normalized values and e.,min , e.,max and 
d.,min , d.,max are the respective minimum and maximum val-
ues for eZ and eX and dZ and dX.

(1)1m(X, Y , Z,Rot ∣ NC) =

{

0, (X, Y , Z,Rot) ∈ Si

1, (X, Y , Z,Rot) ∉ Si,

(2)e�
Z
= (eZ,max − eZ)∕(eZ,max − eZ,min),

(3)e�
X
= (eX,max − eX)∕(eX,max − eX,min),

(4)d�
Z
= (dZ,max − dZ)∕(dZ,max − dZ,min),

(5)d�
X
= (dX,max − dX)∕(dX,max − dX,min),

3.3 � Learning WP representations

When choosing a WP setup that minimizes the axes trave-
led distances and related axes accelerations, it is essential 
to understand how the cutting tool is moved around the 
WP during processing. The milling strategy and resulting 
WP geometry are defined in the form of an NC program. 
In previous studies [7, 35] NC programs are identified via 
handpicked parameters for a set of geometrical features of 
considered WP geometries (e.g., orientation of the milling 
slot and coordinates of the tower position). The practical 
applicability of such a formalization is limited since it does 
not account for possible changes in the milling strategy and 
lacks the flexibility to cover a wide range of geometries. 
Instead, we propose expressing an NC program as a history 
of TCP positions during the whole milling process repre-
sented by an ordered point cloud.

We place a WP in a fixed position in the CNC machine’s 
working space and record the TCP’s positions with constant 
time intervals. This approach generates an ordered point 
cloud (see Fig. 3) with detailed information on the milling 
process. The sequence of positions of the TCP provides an 
insight into the WP geometry and the involved milling strat-
egy. The distance between the recorded neighboring TCP 
positions is a proxy for the TCP speed, whereas a change in 
the distance between the TCP positions enables the deriva-
tion of tool acceleration.

The resulting representation of the milling process can 
contain thousands of TCP position observations and is 
hard to comprehend for any downstream learning tasks. A 
meaningful compact representation of the milling process 
can be learned by using a Variational Autoencoder (VAE) 

Fig. 3   Representation of TCP movements as an ordered point cloud is 
a chronological record of the milling process. It contains information 
on the milling strategy, TCP’s traveled directions, distances, speeds, 
and accelerations
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[6]. A VAE is a technique used for deep representation 
learning [18] which is trained in an unsupervised manner 
by compressing the input into a latent space by its encoder 
part and reconstructing it by the decoder part. The training 
loss is derived from the deviations between the input and 
reconstructed instances. Unlike the common Autoencoder 
architecture, a VAE maps each input observation not to a 
single point in the latent space but to a certain probabilistic 
distribution. This allows for the regularization of the latent 
space distribution and learning latent space representations 
preserving both the local and global structure of the input 
space. Therefore a trained VAE can generalize to new input 
instances unseen during the training process. Our custom 
VAE setup is depicted in Fig. 4.

The input to the VAE is a tabular representation 
of the ordered point cloud with the TCP observations 
chronologically ordered in rows. The duration of the milling 
process varies from WP geometry to WP geometry resulting 
in a varying number of observed TCP positions. The longest 
observed milling process for the considered case contains 
496 TCP positions. To make sure no other milling process 
recordings exceed the VAE expected input size, the length 
of each TCP recording is augmented to the size 550. The 
padding values are equal to the last TCP observation of the 
given milling process. All data is normalized with a min-
max normalization in a range between zero and one. The first 
two layers of the VAE encoder consist of 1D convolutions 
and pooling operations followed by one fully connected 
layer compressing the information into a latent space. 1D 
convolutions are similar to 2D convolutions, commonly 
used in computer vision to detect patterns independent 
of their position on the image. Sliding 1D convolutions 
along the tabular representation of an ordered point cloud 
with TCP positions allows detecting TCP movement 
patterns, e.g., covered distances, speeds, accelerations and 
decelerations, and changes in the movement direction. As a 
result, a trained VAE can create meaningful projections of a 

multidimensional point cloud describing a milling process 
into a smaller latent space and generalize to unseen milling 
tasks.

3.4 � RL setup, training and evaluation process

The RL setup is related to the main design choices in the 
state space, action space, reward function, training, and eval-
uation procedures. If required, an interested reader is invited 
to refer to the work of [38] for more details on the mentioned 
basic concepts of RL. State space is a vector that includes 
the VAE generated compact representation of the milling 
process for which the WP setup needs to be optimized. We 
include information regarding the current WP placement 
in the working space of the CNC milling machine: X, Y, Z 
coordinates and rotation angle. Additionally, information on 
the sum of axis accelerations ( eX , eY , eZ ), traveled distances 
( dX , dY , dZ ), and any collisions are provided for the current 
WP setup. Besides, state space includes the embedding of 
ordered point cloud ( D1,D2,D3 ) for the current milling 
task generated by the encoder part of the trained VAE (see 
Sect. 3.3).

Action space is a vector of length five ( ΔX,ΔY ,ΔZ,ΔRot , 
search_stop) allowing to freely move the WP along the X-, 
Y-, and Z-axis and to change its orientation. The last element 
of the action space is designed to stop the search as soon as 
the RL agent assumes the current WP position represents a 
good solution.

Reward is a value defining the goodness of the solution. 
The reward function is designed in a way to depict the objec-
tives of the optimization problem defined in subsection  3.2 
and serves as the primary performance indicator in the study. 
The reward function is formulated as a weighted sum of 
milling process measures:

(6)R =

{

0.7(2e�
Z
+ e�

X
) + 0.3(2d�

Z
+ d�

X
), no collisions

−1, collisions

Fig. 4   VAE featuring 1D convolution layers trained on ordered point clouds of TCP positions enables the learning of compact representations of 
milling processes in an unsupervised manner
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The given reward formulation is not designed to be univer-
sal. It can be adjusted by changing the weight coefficients 
and adding further terms. Properties of the CNC milling 
machine primarily dictate the weight coefficients (in our 
case, the Z-axis is heavier, therefore movement minimiza-
tion along this axis is prioritized) and priorities defined by 
milling experts. In case of a changed reward function, the RL 
agent will need to be retrained to generate solutions satisfy-
ing the adjusted requirements.

The RL training is conducted in episodes. Within each 
episode a new WP is generated by randomly selecting the 
slot angle from the range [0°: 40] & [50°: 360°] and tower 
position from the range  and Ztower ∈ (60mm, 235mm) . The 
selected WP is placed in an arbitrary location and orienta-
tion in the CNC machine working space. A simulation run is 
conducted to detect possible collisions and characteristics of 
the milling process with the given WP setup. Based on the 
provided information, the agent can freely move and rotate 
the WP up to two times before the episode is terminated. 
After each WP setup change, the evaluation of the setup with 
a simulation run is repeated. As soon as the maximum num-
ber of optimization iterations is achieved or the RL agent 
activates the stop action, the current WP setup is considered 
to be the final solution and the episode ends. Only at the 
end of the episode the RL agent is provided with a non-zero 
reward calculated as defined in [6]. The use of sparse reward 
ensures that the agent concentrates on the quality of the final 
solution and not on the intermediate search steps.

A fixed set of testing WP geometries from the defined 
training range (seen WP geometries) is used to evaluate the 
current RL performance during the training process every 
100,000 training steps. An RL agent from the training stage 
with the best performance on the test set is selected for fur-
ther evaluations. The selected RL agent is validated on an 
unseen WP geometry with the slot angle SA = 45°, tower 
position Xtower = 95mm , and Ztower = 60mm . It should be 
noted that for the evaluation of the generalization capa-
bilities of the whole system to new WP setup optimization 
tasks, both VAE and RL agent do not get exposed to any 
WP with geometry from the range SA ∈ [40◦ ∶ 50◦] and 
Xtower ∈ [90mm ∶ 100mm] at the training stage and during 
the selection of the best RL agent for validation.

4 � Experimental results

4.1 � Learning compact representations for WP 
geometries and related milling strategies

To train our VAE we create ordered point cloud repre-
sentations of the milling process (as presented in Fig. 3) 
for 8,000 randomly generated WP geometries with 
SA ∈ [0◦ ∶ 360◦] , tower position Xtower ∈ [55mm ∶ 145mm] 

and Ztower ∈ (60mm, 235mm) . Any WP geometries within 
the range of SA ∈ [40◦ ∶ 50◦] and Xtower ∈ [90mm ∶ 100mm] 
are excluded from the training to eliminate potential infor-
mation leakage related to the validation task.

The architecture of the VAE encoder consists of two 1D 
convolutional layers with 256 and 64 filters, respectively. 
Kernel size is set to five, and the average pooling of size two 
is applied after each convolutional layer. A fully connected 
layer compresses the information extracted by convolutional 
layers to a vector of size 70 before the last transformation to 
the intended embedding size is generated with the second 
fully connected layer. The proposed architecture is decided 
upon from a limited number of trial-and-error iterations and 
can be enhanced through more elaborate tuning.

The VAE training is executed for 200 epochs with a batch 
size of 32. All RL experiments in this study are conducted 
with the size of the latent space equal to three. The con-
sidered size of the latent space is sufficient for considered 
milling tasks and can be extended in the case of more com-
plex WP geometries. To look into a learned latent space of 
a trained 1D VAE, we encode and visualize a set of ordered 
point cloud representations of milling processes (see Fig.  5).

In the provided example, only the slot orientation is var-
ied, leading to a simple visualization of the latent space. A 
change of the slot angle results in a proportional shift of the 
corresponding WP representation in the latent space. This 
indicates the possibility of the proposed approach of learn-
ing meaningful representations of the WP geometries and 
related milling processes with no human supervision. The 
satisfactory RL training results presented in the next chapter 

Fig. 5   Latent space encodings of the WP geometries and milling 
strategies with the encoder part of a trained 1D convolutional VAE. 
Each point represents a milling process of a separate WP. The only 
variation from WP to WP in this example is the orientation of the 
milling slot. The VAE encoder learns meaningful representations 
with a clear structure
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prove that the assumption of a good WP representation holds 
for other variations of the WP geometry considered in this 
study’s context.

4.2 � WP setup optimization with RL

We conduct RL training and validation as described in 
subsection 3.4. A Soft Actor-Critic (SAC) RL agent [11] 
is used as it demonstrated promising results in previous 
works involving RL for WP setup optimization [7, 35]. 
One major difference is that the RL agent is not depend-
ent on an explicit description of the WP geometry and 
milling strategy. Instead, a single simulation run repre-
sents the current milling task as an ordered point cloud 
encapsulating the TCP movement. Using our trained 
VAE encoder, the ordered point cloud is reduced to a 
compact representation used as a part of the state space. 
Another modification is the increase of the search space 
f ro m  X ∈ [−200mm:0mm], Y ∈ [−50mm:0mm] and Z
∈ [−300mm:0mm]  t o  X ∈ [−400mm:400mm], Y Z
∈ [−50mm:0mm] and Z ∈ [−400mm:400mm] in order to 

bring it closer to the actual size of the working space of a 
CNC milling machine. The total number of training steps 
is set equal to 1,200,000. We chose the Stable Baselines 
RL framework [15] as a basis for the RL implementation 
in this work.

All evaluations are conducted on a validation WP geom-
etry located in the middle of the range excluded from the 
VAE and RL agent training process: SA ∈ [40◦ ∶ 50◦] and 
Xtower ∈ [90mm ∶ 100mm] . Ztower is set equal to 235mm . A 
trained RL agent is required to solve 20 evaluation episodes 
with the previously unseen validation WP initialized with 
random orientations and positions in the working space of 
the CNC machine. To evaluate the stability of the RL train-
ing process and exclude particularly good or bad results 
by chance, the training and evaluation are independently 
repeated with three different random seeds defining the ini-
tialization of the RL actor and critic neural networks along 
with the WP positions and orientations.

We compare the quality of found solutions by looking 
at the resulting value of the optimization function (reward) 
representing the resulting axes collisions, traveled distances 
and accelerations. The same optimization function guides all 
compared methods. This is motivated by the multi-objective 
nature of the considered optimization task, which makes it 
hard to make a judgment on the quality of the solution by 
simply looking at separate parameters of found solutions. 
The resulting solutions are WP positions in the machine’s 
workspace that are problematic to judge by the human expert 
without running a simulation. Even looking at accelerations 
and traveled distances along different machine axes is hard 
to compare directly because of the different importance 
weights for different machine axes. For this purpose, while 

analyzing experimental results we operate with the aver-
age reward value and show reward distributions to compare 
considered solution methods against each other directly. The 
absence of reward values equal to -1 ensures no axis colli-
sions. The closer reward gets to 1, the smaller the overall 
axis movements and accelerations.

Figure 6 provides a comparison of the absolute perfor-
mance for different solution methods. Each box plot encap-
sulates twenty independent runs with different WP initializa-
tion points. The first approach relies on the unmodified use 
of a trained RL agent that learned to avoid axes collisions 
and generate WP setups resulting in high rewards. Averaged 
over all attempts and random seeds, the RL agent achieves a 
reward of 0.924. Depending on the initial WP position, the 
RL agent tends to come up with different solutions resulting 
in noticeable deviations in solution quality.

WP setups found by a trained RL agent are close to the 
optimal solutions and can serve as a warm start for local 
search heuristics. We run an aftersearch with the mlrose 
[13] implementation of a hill-climbing algorithm [34] on 
top of solutions provided by the RL agent. The search is 
terminated as soon as five consecutive search iterations 
yield no improvements compared to the current solution. 
The combination of the RL agent with subsequent use of a 
local search results in an average solution quality improve-
ment from 0.924 to 0.950.

The observed variation of the RL solutions depending 
on the WP setup initialization in the working space of the 
milling machine can be used to improve generated WP setups 
as demonstrated by [7]. In this case, the RL agent is asked 
to solve the validation tasks not only once but several times 
with different initializations. The solution with the highest 
reward is adopted as the recommended WP setup. We give 
the RL agent 20 attempts with different WP initializations 
and refer to the approach as the 20 attempts RL agent. As 
demonstrated in Fig. 6, this leads to an improvement of the 
average reward up to 0.948.

Fig. 6   Comparison of different solution methods for WP setup opti-
mization
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Both the aftersearch and the 20 attempts RL approaches 
are not mutually exclusive. Initialization points generated 
with the 20 attempts RL method can serve as a better warm 
start for the local search heuristic. Combining both methods 
proves to yield small improvements in the overall solution 
quality with an average reward of 0.953.

We chose GA and PSO metaheuristics to create a baseline 
for the optimization tasks. Both methods are commonly 
used for similar optimization tasks and are capable of 
yielding state-of-the-art results [12, 20]. We use the GA 
implementation from the mlrose and PSO implementation 
from the PySwarms Python libraries. Both methods are 
allowed to conduct up to 45,000 interactions with the milling 
environment to find a suitable WP setup that maximizes the 
reward considered in this work. Similar to the RL evaluation 
scheme, we conduct three sets of 20 independent runs for 
each metaheuristic. On average, GA and PSO heuristic 
surpass the absolute performance of most RL-based 
evaluation runs and achieve a mean reward of 0.955 and 
0.957, respectively. Deviations of solution quality generated 
by the PSO heuristic are particularly low. We opt to run 
all benchmarking runs on the ML-based approximation 
of the milling process since the developed ML models 
demonstrate high levels of accuracy for the range of milling 
tasks considered in this work. Running metaheuristic 
optimizations directly on the SinuTrain simulation 
is considerably slower. Additionally, this ensures the 
comparability to results achieved with RL-based methods. 
Therefore it is essential to evaluate how long each of the 
proposed solutions would require in a scenario without the 
availability of fast ML approximation.

Figure 7 summarizes the results of quantitative com-
parative analysis of the RL-based methods with GA and 
PSO methods in terms of the number of search iterations 
required to generate comparable results and, as a result, 
the convergence speed. Figure 7a shows that a trained RL 
agent will require one initialization run of the simulation to 
represent the milling task and up to two WP setup changes 
controlled by the RL agent resulting in three simulation runs 
in total. The use of the 20 attempts RL approach results 
in an increased number of required search iterations, up to 
40 simulation runs, as well as one initialization simulation. 
Adding on top of it heuristic aftersearch requires up to 50 
additional iterations. Independently of the selected RL-based 
method, the average runtime of the search process with Sinu-
Train do not exceed 11.6 min.

Figure  7b demonstrates the number of search steps 
required for each metaheuristic run to match the average 
performance of a 20 attempts RL approach augmented 
with the aftersearch heuristic. Averaged over three random 
seeds, GA requires 11,160 interactions with the milling 
environment to match the performance of the given 
learning-based optimization methods. PSO demonstrates 
higher search efficiency even though it still requires 5,654 
interactions on average with the milling environment. 
According to our estimations, one average GA run could 
require 30.5 h of computation time to solve a new WP setup 
task directly on SinuTrain. An average WP optimization run 
for the validation task with PSO could take 15.4 h. This by 
far exceeds the observed average runtime for 20 attempts RL 
approach augmented with the aftersearch heuristic.

Fig. 7   Comparison of RL-based 
methods with GA and PSO 
heuristics in terms of search 
iterations
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5 � Conclusion

In this work, we investigated how to automate the selection 
process of WP setup in the working space of a CNC mill-
ing machine. Our approach builds on the works of [35] and 
[7] and demonstrates for the first time a fully automated 
learning-based solution with no dependence on expert 
knowledge. We suggest using an ordered point cloud as a 
3D representation of a new milling process. The latent space 
encodings of a trained 1D convolutional VAE are demon-
strated to deliver compact and generic representations of 
complex milling processes. Generated compact representa-
tions describe the considered milling process to the RL agent 
and enable it to propose a near-optimal WP positioning and 
orientation.

The provided evaluations demonstrate the following capa-
bilities of learning-based methods augmented with simple 
search heuristics:

–	 Generating WP setups ensuring the axis collision avoid-
ance, covering the axis limit violations, collisions 
between the tool assembly and the WP, as well as colli-
sions between moving parts of the CNC machine. There-
fore problem aspect 1 formulated in the introduction is 
addressed.

–	 Generating WP setups comparable to state-of-the-art 
metaheuristics in terms of minimization of total traveled 
distances of the machine axes and total axis accelera-
tions, resulting in the fulfillment of problem aspects 2 
and 3.

–	 Generalizing to new, previously unseen WP geometries 
with no expert input. As a result, problem aspect 4 is 
satisfied.

–	 Offering an order of magnitude increase in search effi-
ciency by utilizing the RL agent’s previous experience 
during the training phase and extrapolating it to new, pre-
viously unseen, milling tasks. Therefore, problem aspect 
5 is addressed.

At the time, the achieved search efficiency of the final solu-
tion comes at the cost of a computationally intensive train-
ing phase. Such RL training is a challenging engineering 
task. Training directly on SinuTrain is infeasible due to long 
runtimes. The studies of [35] and [7] have demonstrated how 
to approximate realistic milling simulations with ML for 
a range of milling tasks. This study demonstrates that the 
combination of VAE with RL enables a generic understand-
ing of complex milling tasks without requiring expert input.

However, all demonstrated results should be considered 
as proof of concept. Although the SinuTrain simulation is 
able to simulate traveled axes distances, axes accelerations 
and axes collisions very accurately, physical experiments 

are an addition to the validation scheme we aim for in the 
future. While having defined and tested the steps required for 
creating a learning-based optimization system, a production-
ready solution would need to cover a far more extensive 
range of milling tasks and is only possible with considerably 
higher computational resources during the training phase. 
At the same time, a fully trained production-ready RL agent 
will have to remain lightweight in terms of the required 
computational resources and search-efficient enough to 
run on computationally intensive and realistic commercial 
milling simulations.
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