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Abstract
As markets demand targeted products for highly differentiated use cases, the number of variants in production increases, 
whilst the volume per variant decreases. Different product variants result in differences in work content on workstation 
level which cause takt time losses and result in a poor utilization. In this context, matrix-structured production systems 
with neither temporal nor spacial linkage emerged to reduce the effects of different work content on the entire production 
system. However, matrix-structured production systems require far more complex production control. To that end, this paper 
presents a scheduling approach. The proposed scheduling system considers variable process sequences and their allocation 
to different workstations in order to optimize scheduling objectives. This contribution presents a Monte Carlo tree search 
based optimizer combined with local search as post optimizer to derive schedules in a short time span to enabling reactive 
scheduling. The application of the scheduler to a benchmark problem and an industrial scheduling problem demonstrates 
the quality of the results and illustrates how the scheduler reassigns the work content dynamically.

Keywords Scheduling · Matrix production · Monte Carlo tree search · Production systems

1 Introduction

State-of-the-art production systems strive to reconcile prod-
uct individualization with short delivery times and the cost 
and quality of mass production [1]. Product individualiza-
tion often results in an increased number of variants with 
different work content per workstation. In this setting, rigid 
production lines with temporal and spacial linking suffer 
from a loss of efficiency due to the unequally distributed 
work content between the different workstations [2]. Sub-
sequently, new concepts are emerging which aim to over-
come the takt time dependency with flexible production sys-
tems without temporal or spacial linkage. These concepts, 
known as matrix production [3], line-less assembly [4], 
modular assembly or cubeTec rely on placing multi-purpose 

workstations in a matrix-like structure in space without hav-
ing a common takt time for the entire production system. 
This flexible production structure opens new possibilities to 
distribute workload in the production system as the schedul-
ing system can vary the order of the required processes steps 
within the flexibility that the individual precedence graph 
of each variant offers [5]. At the same time, the free mate-
rial flow makes it possible to optimize different production 
objectives for each order. On the downside, the complexity 
for the scheduling system increases significantly with each 
further degree of freedom. To achieve a reactive scheduling 
that is capable of using these degrees of freedom, highly 
efficient scheduling approaches are needed. Depending on 
the market characteristics, different objectives, e.g. mini-
mal delay, high output or high utilization, are relevant for 
the production. These objectives should be optimized, even 
in a highly dynamic environment with disturbances in the 
production system. This paper presents thus a hybrid reac-
tive scheduling approach capable of optimizing different 
objectives.

In the following, the relevant literature will be presented 
(Sect. 2) before the hybrid scheduling system is introduced 
(Sects. 3.1, 3.2) along with means to improve its perfor-
mance and interaction with the base optimizer (Sect. ref-
searchstrategy). Section 4 provides the results of the different 
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modifications (Sects. 4.2–4.5) and shows the performance 
of the scheduling system on a benchmark problem as well 
as on an industrial use case (Sects. 4.6 and 4.7). This paper 
concludes with a conclusion and outlook.

2  Literature review

The scheduling task of a matrix production system consists 
of three sub-decisions. First, selecting one of the feasi-
ble operations for each product respecting the restrictions 
defined by the precedence graph. Second, allocating the 
selected operation to a workstation. Third, scheduling the 
start of the operation on the selected workstation. These 
decisions can be taken sequentially or simultaneously. Trans-
port, setup and cycle times as well as the status and possible 
processes of the workstations are restrictions to the problem. 
Relevant scheduling objectives are for instance the minimi-
zation of tardiness, throughput time or makespan and the 
maximization of utilization [6].

Scheduling is known as an NP hard problem (non-deter-
ministic polynomial-time) [7]. Therefore, exact optimization 
approaches are mostly used to generate optimal solutions for 
static reference problems. Research in this field addresses 
the challenge of finding efficient problem representations 
[8]. Since the reactive scheduling task at hand requires a 
short computing time and a feasible solution at all times, 
exact optimization procedures are unsuitable and, thus, not 
discussed further.

Dynamic scheduling addresses the problem of deriving 
a schedule in the context of dynamic events e.g. when a 
break-down occurs, a processes takes longer than expected 
(resource-related event) or a new order arrives (job-related 
event) [9]. In this context, predictive-reactive scheduling 
describes a scheduling approach where a schedule is derived 
based on assumptions of the future. However, when a devi-
ation occurs, the schedule is either partly or completely 
revised [9]. Due to the resulting time constraints, heuristics 
play a predominant role.

Problem-specific heuristics, also known as priority rules, 
are a well-researched field. It could be shown that the choice 
of the priority rule depends on the optimization objectives 
[10] and that their performance degrades with increasing 
system complexity [11]. A matrix production system offers 
many degrees of freedom, therefore approaches purely based 
on problem-specific heuristics are not advisable.

Meta-heuristics such as genetic algorithms (GA) or sim-
ulated annealing (SA) play an important role for solving 
highly complex problems. Balancing search speed with the 
potential pitfall of early convergence against a local mini-
mum and thorough search are very challenging [12]. To 
counterbalance the global search of a GA, local search is 
often applied as a post-optimizer to enhance the local search 

abilities. This combination is known as memetic algorithm 
[13].

The domain of games also features highly complex 
markov decision problems and as such has brought forth 
promising approaches that can be adapted to solve complex 
problems in other domains such as scheduling. Inspired by 
the game-play of two opposing players, bi-objective schedul-
ing problems can be modeled as a game between two play-
ers competing to optimize their respective objective. This 
approach has favorable properties regarding complexity 
growth and thus reduces solution time [14]. Alternatively, 
the scheduling problem can be modelled as N + 1 game 
where n production orders try to optimize their cycle time 
and the production system as single player thrives for high 
utilization [15]. Lately, Monte Carlo tree search (MCTS) has 
gained a lot of interest as means to solve complex problems 
in gaming [16] but also in the domain of scheduling [17–19]. 
Monte Carlo tree search as an algorithm is an iterative 
anytime approach using search trees to represent Markov 
decision problems. The four-phase approach consists of a 
selection phase, in which a node (Markov state) is selected 
for expansion. In the expansion phase, one of the possible 
actions is executed. In the following rollout phase, random 
actions are applied until a terminal state is reached. In the 
fourth phase, the backpropagation, the reached terminal state 
is evaluated with respect to the objectives and the nodes 
on the path to the terminal state are updated accordingly. 
These four steps are repeated until a time or iteration-based 
termination criterion is reached [17]. MCTS can be used to 
solve multi-objective scheduling problems and, as domain-
independent approach, does not require the transformation 
of the problem to a specific form other then a markov deci-
sion problem.

Local search designates optimization approaches that 
evaluate neighboring solutions around an initial solution in 
the search for an improved result [20]. The neighborhood 
is defined by a neighborhood structure. Even though there 
are many different neighborhood structures, in the context 
of scheduling, most structures rely on shifting and swap-
ping of operations. For scheduling problems, local search is 
mostly applied to the critical path. The critical path denotes 
a sequence of operations without a temporal buffer between 
operations. Any deviation on the critical path leads to an 
overall deviation [21].

Especially hybrid MO-MCTS approaches have demon-
strated their abilities by solving the Pareto Kacem bench-
mark problem [19, 22, 23]. However, the Kacem benchmark 
problem does not cover important restrictions (transport, 
setup) and does not offer process flexibility. Therefore, the 
MCTS approaches found in literature as well as the local 
search methods do not cover these restrictions. This paper 
proposes a hybrid multi-objective MCTS (MO-MCTS) 
combined with local search (MO-MCTS + LS) tailored for 
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scheduling of a matrix production with transport, setup and 
process flexibility. The focus lies on the interaction between 
base-optimizer and local search as well as on the search 
strategy applied.

3  Approach

The scheduling system consists of two main components. 
First, the MO-MCTS optimizer that generates a complete 
schedule and secondly the local search to explore the neigh-
borhood around one or several solutions generated by the 
MO-MCTS optimizer. In the following, the base optimizer 
is introduced shortly before the local search is presented as 
well as several measures to improve the search performance.

3.1  MO‑MCTS base optimizer

To model the scheduling problem as search tree, it is trans-
ferred into nodes and edges. Each node represents a state 
which is defined by a schedule with operations allocated 
to workstations in a specific time periods. Each edge of 
the graph represents an action of adding one operation to a 
workstation’s schedule.

The optimization run begins with the currently fixed 
schedule as the starting point. At the beginning of the period 
the schedule is empty. For subsequent runs, started opera-
tions as well as operations that cannot be changed any more 
are already included in the schedule. MO-MCTS is given 
an iteration budget until the run terminates. The optimiza-
tion objective is the maximization of the Pareto front. The 
Pareto front is quantified by the hypervolume of dominated 
space under the Pareto points [24]. During selection, the 
node with the highest UCT-value (Upper Confidence bounds 
applied to Trees) [25] is chosen based on hypervolume. The 
UCT-value is composed of two terms. First the hypervol-
ume of the Pareto front (Exploitation) and secondly a score 
based on the number of visits of this state in relation to the 
overall number of visits. The second term, also known as 
exploration term, takes high values for states with few visits. 
Exploitation and exploration is balanced by a factor. In the 
second MO-MCTS phase, an action is added to the selected 
node based on the mechanism described in [26]. The roll-
out phase used the same selection mechanism to determine 
actions until a terminal state is reached. During backpropa-
gation the Pareto front of each node is updated. These four 
phases are repeated until the iteration limit is reached.

3.2  Local search post optimizer

Local search by moving one operation (LSONE) [27] com-
bined with MO-MCTS [22] has achieved remarkable per-
formance on the Kacem benchmark problems. However, 

LSONE does not consider transport and setup times since 
the original Kacem problem is only a simplified form of a 
matrix production. For LSONE, an operation is critical if 
the earliest starting point sE and the latest starting point sL 
are identical. A critical path consists only of critical opera-
tions and defines the makespan of the schedule. LSONE 
uses directed graphs to represent the scheduling problem. 
In the first step, the first critical operation is deleted from 
the Graph G to obtain the reduced graph G− . Then, a new 
position for the previously deleted operation is determined 
that fulfills all time constraints. If an interval is found, the 
operation is inserted to obtain a complete schedule again. 
This is repeated until it is no longer possible to find a new 
interval [27]. LSONE has been applied by several authors 
in combination with MCTS [22]. The local search is usu-
ally executed after each roll-out. An important modifica-
tion of LSONE has altered the original criteria applied to 
identify intervals to be more restrictive [22].

To accommodate transport and setup restrictions, 
changes have to be made regarding the definition of the 
critical path and the identification of suitable intervals. 
First, the definition of the critical path needs to be revised. 
The earliest starting time of operation v is given by sE(v) . 
The earliest finishing time is equal to the cycle time of 
operation v at workstation w plus the earliest starting time 
s
E(v) . The latest start and finishing time are respectively 

defined as cE and cL . To determine the earliest starting 
time, it is necessary to verify both the earliest finishing 
time of the previous operation of this order cE(PJ(v)) as 
well as the earliest completion time of the previous oper-
ation before operation v at the workstation w given by 
c
E(PM(v)) . The maximum denotes the earliest starting time 

of operation v. Setup operations are regarded as previous 
operations on workstations and transport operations are 
modelled as previous operations of the order.

Secondly, the identification of possible intervals has to 
be adapted to account for additional or no-longer-needed 
setup or transport operations. The approach will be illus-
trated using the example in Fig. 1.

Figure 1 shows how the interval of operation v is deter-
mined. In this particular case, additional setup operations 
and a transport operation is needed. Starting point (a) is 
the reduced graph G− without operation v of process OP2. 
To determine whether v(OP2) can be placed between the 
operation PM(u)(OP1) and u(OP1), the earliest finishing 
time of the predecessors and the latest start of the suc-
cessors have to be calculated. Both for the workstation as 
well as for the production order. The earliest starting time 
is restricted by the maximum of the earliest finishing time 
of the predecessor operation of the workstation cE−(PM(u)) 
and of the production order cE−(PJ(v)) . Therefore, the ear-
liest starting time is given by Eq. 1.
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The second restriction of the interval is given by the latest 
starting time of the predecessors, both on the workstation 
s
L−(u) and of the production order sL−(SJ(v)) . Thus, the latest 

starting time is denoted by Eq. 2.

In the last step, additional setup and transportation opera-
tions need to be added to the graph. In the case illustrated, 
the production order needs to be transported t

m
v
,m

u
 and an 

additional setup operation is needed before t
OP1�→OP2 and 

after the process OP2, t
OP2�→OP1 . As a result t1 is updated to 

Eq. 3. t2 is changed respectively, see Eq. 4.

(1)t1 = max{cE−(PJ(v)), cE−(PM(u))}

(2)t2 = min{sL−(SJ(v)), sL−(u)}

(3)t
�
1
=max{cE−(PJ(v)) + t

m
v
,m

u
, c

E−(PM(u)) + t
OP1���→OP2

}

The limits t′
1
 and t′

2
 are the borders of the assignable interval 

for the critical operation v.

3.3  Search strategy and interaction of local search 
and MO‑MCTS

In this section two approaches will be presented to guide the 
local search. The first approach influences the order in which 
critical orders are considered and which assignable intervals 
are evaluated first. The second approach provides a means 
to undo changes that have not lead to the desired outcome.

3.3.1  Sorting of intervals and critical operations

Given a local search problem, there might exist several 
critical operations as well as several assignable intervals 

(4)t
�
2
=min{sL−(SJ(v)), sL−(u) − t

OP2���→OP1
}

Fig. 1  Illustrative example to 
demonstrate how to determine 
the interval for operation v
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for each operation. The main idea is to use domain knowl-
edge when choosing the intervals as well as operations to 
evaluate more promising alternatives first. This approach 
is in line with existing approaches in literature, e.g. pre-
ferring alternatives with shorter cycle times [28] or sort-
ing the workstations according to the cycle time [29].

To sort critical operations, the following exemplary 
criteria has been tested. Other criteria can be applied as 
well:

• Duration.
• Earliest starting time.
• Ratio between setup times and cycle times.
• Delay.
• Waiting time.

To sort available assignable intervals similar criteria can 
be applied:

• Size of the interval.
• Earliest starting time.
• Ratio between setup times and cycle times.
• Setup state.
• Workload of the workstation.
• Idle time.

To save time by eliminating setup times, it is advisable to 
first test critical operations which belong to orders with 
a high ratio of setup time to cycle time and to evaluate 
assignable intervals with the required setup state.

3.3.2  Reallocation

In case of several assignable intervals for a critical opera-
tion, the choice of the assignable interval can be influ-
enced by sorting, see Sect. 3.3.1. An alternative approach 
is to test multiple intervals in one iteration before select-
ing an allocation. To evaluate the resulting solution, the 
objective value of the resulting schedule can be com-
pared to the initial objective value of the original sched-
ule. To accept a solution, both static as well as dynamic 
thresholds are valid approaches. In case of local optima, 
sometimes a slight deterioration of the solution has to 
be accepted in one iteration to be able to leave the local 
optimum. The following criteria have been evaluated:

• Constant tolerance.
• Linear declining tolerance depending on the iteration 

count.
• Non-linear decline by Simulated annealing where the 

iteration count is used as temperature substitute.

3.3.3  Interaction of local search and base optimizer

In this section, the interaction between MO-MCTS as base-
optimizer and local search are discussed. In general, local 
search can be ran on any complete schedule. Accounting 
for the fact that only minor improvement is to be expected 
by a neighborhood search, a pre-selection of the solutions 
to execute local search on is advisable. In literature [19, 22, 
23] local search is executed on rollout states. To improve the 
efficiency of the entire optimizer, the following strategies 
have been developed:

• Rollout sampling: execution of local search after each 
rollout

• Intermediate Pareto states: This approach interrupts the 
execution of MO-MCTS after a fixed number of itera-
tions or a fixed time budget and executes local search on 
a set of Pareto states.

• Final Pareto states: this approach executes local search 
on a set of Pareto states after the MO-MCTS execution 
has finished.

4  Results

This section discusses the effects of the modification of 
LSONE and assess the performance by applying the sched-
uler to a benchmark problem and an industrial use case. 
First, the modifications of LSONE to take setup and trans-
portation into account are evaluated. Secondly, the effects 
of sorting of intervals and critical operations are assessed. 
Thirdly, the reallocation mechanism to test several moves in 
one iteration is discussed. To compare the scheduler to other 
approaches, it is applied to the Kacem benchmark problem. 
Lastly, the interaction of the scheduler and the production is 
demonstrated using an industrial application.

4.1  Use case

To evaluate the effects of the different approaches, the matrix 
production assembly of a supplier for electric drives for 
industrial applications has been taken as basis. The assem-
bly process starts with the gearbox, followed by oil injection, 
motor assembly, testing and painting. In the real production 
system the gearbox assembly has to take place at a dedicated 
assembly station to simplify logistics. To represent a matrix 
production the assumption has been made that the logistics 
system of the gearbox assembly has been improved lead-
ing to a free choice of the assembly workstation. The cycle, 
setup and transport times are based on estimations from the 
planning phase [26].
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4.2  Influence of LSONE modifications

LSONE has been modified compared to the original ver-
sion [27] to account for transport and setup operations. 
To evaluate the effects of the modifications, the hypervol-
ume and the equally-weighted objective value for delay, 
throughput time, makespan, total workload and maximum 
workload are compared.

Figure 2 shows the boxplots of 10 executions. The plot 
shows an improvement of the hybrid approach compared 
to the stand-alone optimizer in terms of hypervolume and 
equally-weighted objective values. The modified LSONE 
achieves superior results. The original LSONE criteria 
does not take into account setup and transportation times 
leading to the wrong identification of assignable inter-
vals. It is worth noticing that the variance of the solution 
increases in both hybrid approaches. Compared to MO-
MCTS, local search is less targeted and, thus, the solutions 

identified in the neighborhood of the starting point vary 
also in quality.

4.3  Sorting of critical operations and intervals

In this section, the influence of priority rules to sort critical 
operations and intervals are evaluated. Two different sorting 
schemes are discussed. First, the rules for sorting the critical 
operations and critical intervals are selected randomly. Sec-
ondly, matching rules for sorting are selected, e.g. if opera-
tions are prioritized according to the setup times then the 
equivalent rule is applied to sort the intervals.

Figure 3 shows the result of no sorting and the afore-
mentioned sorting schemes regarding hypervolume and 
regarding the ratio of moves that lead to an improvement. 
It is evident, that sorting improves both hypervolume and 
the ratio of moves that lead to an improvement in terms of 
solution quality. Random sorting results in a comparable 

Fig. 2  Hypervolume (a) and equally-weighted objective value (b) for hybrid MO-MCTS with LSONE [27], modified LSONE and MO-MCTS 
as stand-alone optimizer

Fig. 3  Hypervolume (a) and ratio of moves (b) that leads to an improvement for different sorting schemes
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performance as forced combinations. Random sorting even 
outperforms the forced combinations in rare cases. Regard-
ing the success rate however, forced combinations lead to a 
more stable ratio of successful moves. The results suggest 
that forced combinations are a good approach in most local 
search situations but at the same time there remain many 
cases where additional effects across multiple machines and 
orders are not captured by these simple rules.

4.4  Reallocation

Before discussing different limits for reallocation, the 
effects of different definitions of an acceptable solutions are 
evaluated.

Figure 4 shows positive as well as negative constant tol-
erance values. Negative values mean that a decrease of the 
solution quality is permitted. It is clearly visible, that a tol-
erance of zero, thus, the acceptance of any solution that is 
at least as good as the previous solution leads to the highest 
hypervolume. Being to demanding (positive values) means 
that in case there are only marginal improvements possible 
no solution will be accepted. Regarding dynamic tolerance 
values, both simulated annealing with different starting val-
ues and linear functions have been tested. Both approaches 
show a comparable performance which is however inferior 
to the results of a constant tolerance level of zero. Therefore, 
a constant tolerance level of zero will be adopted for all 
further experiments.

The remainder of this section discusses the effects of 
a shallow compared to a thorough search. Three different 
influence factors are varied. First, the number of Pareto 
points to be considered as starting point for local search. 
The Pareto points are sorted by their equally-weighted objec-
tive value. The second influence factor is the total number 

of local search iterations to be performed. A value of 5 
means that five different moves are performed. Each new 
move starting from the schedule resulting from the previ-
ous move. Lastly, the number of reassignments per iteration 
is defined. This value defines how many reassignments in 
one iteration starting from the same solution are conducted 
before the best one is selected. This variable determines the 
search thoroughness.

Figure 5 shows the result for the different combinations. 
The comparison of the extreme points (All, 1 × 5) and (5, 7 
× all) reveals that a thorough search with seven iterations and 
maximum reassignment leads to better results compared to 
a shallow search. Thus, a thorough search on only 5 Pareto 
points leads to better results than a search with only one 
iteration on all Pareto points. Regarding the solution qual-
ity, a thorough search on fewer points is recommended. To 
compare the execution time, configurations which lead to the 
same hypervolume can be compared. Looking at the execu-
tion time, it is evident, that a thorough search not only leads 
to better results but also to a shorter execution time. The 
points (20, 3 × 10) and (10, 5 × all) have almost an identical 
hypervolume but the thorough search is 24% faster. Hence, 
a thorough search favoring iterations and reallocations is 
recommended.

4.5  Interaction with MO‑MCTS

To demonstrate the different effects of local search depend-
ing on the quality of the base optimizer, the experiments 
have been conducted with different numbers of simultane-
ously considered orders by MO-MCTS. This parameter is 
a complexity driver and has a significant impact on perfor-
mance [26].

Fig. 4  Effect of different values for accepting solutions on the hypervolume
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Figure 6 shows the results in terms of hypervolume for 
MO-MCTS alone, the three interaction strategies of local 
search combined with MO-MCTS and a combination of all 
three depending on the number of simultaneously considered 
orders. Under regular circumstances, this parameter would 
be determined autonomously [26], for the purpose of dem-
onstrating the varying effects of local search fixed numbers 
have been used in this experiment. The first observation is 
that the effect of local search is more pronounced when the 
MO-MCTS is not properly configured. For approximately 
seven orders, the improvement of the hybrid scheduler com-
pared to MO-MCTS alone is less important. Intermediate 
sampling, here every 80 iterations, and final Pareto states 
sampling leads to very comparable results as the two curves 
demonstrate. Rollout sampling with a probability of 0.1 
leads to improved results especially for non-ideal param-
eters of MO-MCTS. This is likely due to the fact, that taking 

random terminal states as a starting point for local search, 
increases the variability of the starting solutions. The combi-
nation of all three schemes results in a slightly better hyper-
volume for a well-tuned MO-MCTS but lower performance 
on the edges.

Overall, the experiment shows that in conjunction with 
a well-configured MO-MCTS all schemes lead to improve-
ments. Rollout sampling slightly dominates the other alter-
natives at this point. However, final Pareto states sampling 
reduces the overall complexity of the scheduling system 
significantly as the Pareto points are handed over the local 
search at the end of the run and there is no effort for merg-
ing and restarting MO-MCTS required. If the interaction on 
both systems has been solved however, rollout sampling is 
recommended.

4.6  Application to Kacem benchmark

The Kacem benchmark problem is a widely-used scheduling 
problem in literature. Even though the Kacem benchmark 
lags some important characteristics of a matrix production 
such as transport and setup times, it is nonetheless a valu-
able means to compare different approaches. Besides the 
aforementioned shortcomings, the Kacem benchmark does 
neither provide alternative process sequences nor due dates. 
Additionally it has a strong focus on resource-related objec-
tives (total workload and maximum workload) and on the 
makespan as overall performance indicator. Regarding the 
matrix production, the Kacem benchmark can be modelled 
as a simplified matrix with setup and transport times being 
zero and due dates in the far future.

Table  1 shows the results of relevant approaches on 
the five different instances of the Kacem benchmark. The 
approaches from literature are tailored to solve the Kacem 
benchmark whereas no modifications have been made to the 
scheduling approach presented in this paper.

The last line shows the results obtained by the given 
approach. 15 of the 18 known Pareto points can be identi-
fied in a 120 seconds run on an ordinary dual core laptop. 
The Pareto points of the largest instance are missed by one 
unit ((12, 91, 11) and (13, 93, 10)). Taking (12, 92, 11) as a 
starting point, local search can improve the result to obtain 
(11, 93, 11).

The application to the Kacem benchmark shows that the 
given approach leads to good results even compared with 
approaches that are tailored to the Kacem problem structure 
and objectives.

4.7  Industrial use case

To illustrate the reactive behavior of the scheduler, it is 
applied to an industrial use. The real production system is 
represented by an discrete-event simulation model.

Fig. 5  Hypervolume (a) and execution time (b) depending on the 
number of iterations and number of reallocations and the number of 
Pareto points considered. The darkness of the colour gradient high-
lights large hypervolumes or longer execution times
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The production system consists of six gear assembly 
workstations (GA1–GA6), followed by oil filling, motor 
assembly (MA1–MA6), testing (T1–T4) and painting 
as introduced in Sect. 4.1. This production system also 
serves as basis for the generic system used to evaluate the 
scheduler in the preceding sections. In this real-life sce-
nario, break-downs occur and operations can be delayed. 

To account for the inflexibility due to material transport, 
production orders are not allowed to be reallocated within 
the next 20 min, unless a break-down occurred. The hybrid 
scheduling system determines the best schedule and trans-
fers it to the simulation. The simulation system returns 
the current state each time an operation has finished or 
should be finished, a new order arrives or a machine status 

Fig. 6  Hypervolume depending 
on the number of simultane-
ously considered orders and the 
interaction of local search with 
MO-MCTS

Table 1  Results on the Kacem 
benchmark [30] not found
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changes. The hybrid scheduling system then verifies if the 
current state is still in line with the planning. If this is not 
the case, a new schedule is calculated based on the current 
situation.

Figure 7 shows the schedule at two different points 
in time. On the bottom line is the first schedule that has 
been generated at the beginning. The second line depicts 
a schedule of a later iteration after a break-down at GA5 
occurred. The reassignment of the impacted operations to 
different workstations is clearly visible. GA3 demonstrates 
how the hybrid scheduler reacts to deviations within the 
20 minutes corridor of reduced flexibility. In this scenario, 
local search improves makespan by 12.7% on average.

5  Conclusion and outlook

This paper addresses scheduling of a matrix production tak-
ing into account realistic restrictions such as transport and 
setup times. Building on the findings that hybrid MCTS 
schedulers have achieved remarkable results on the related 
but simpler Kacem benchmark problem, this paper con-
tributes a hybrid MO-MCTS approach for matrix produc-
tion. Core of this paper is the adaption of the local search 
approach LSONE to incorporate setup and transport as addi-
tional restrictions. The modifications of LSONE are ana-
lyzed in detail and the obtained scheduler is tested on the 
Kacem benchmark and on an industrial problem to illustrate 

Fig. 7  Initial schedule and inter-
mediate schedule for an indus-
trial example in the context of 
break downs and delays
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its behavior in the context of break-downs and delays. It can 
be shown that the hybrid scheduling system performs well 
on the benchmark and is able to react on disturbances in the 
industrial use case. A thorough evaluation of the scheduling 
approach in the context of an industrial production system 
cannot be provided and should be addressed in a separate 
study. Whilst the MO-MCTS base optimizer improves all 
given objectives, by design, the local search approach mainly 
reduces makespan. This weakness is worth addressing in 
future work by applying dedicated swap and shift strate-
gies in order to target other objectives likewise. Regarding 
further research, different strategies of interacting with the 
production could be evaluated. In the current example, dis-
turbances are not anticipated. An analysis of an appropri-
ate strategy depending on the disturbances (break-downs, 
delays) would be beneficial to pave the way for a real appli-
cation. Building on the finding, that sorting of intervals and 
critical operations based on domain knowledge improved the 
results, further research could focus on an adaptive approach 
to identify suitable problem-specific heuristics.
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