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Abstract
An emerging challenge in swarm shepherding research is to design effective and efficient 
artificial intelligence algorithms that maintain simplicity in their decision models, whilst 
increasing the swarm’s abilities to operate in diverse contexts. We propose a methodology 
to design a context-aware swarm control intelligent agent (shepherd). We first use swarm 
metrics to recognise the type of swarm that the shepherd interacts with, then select a suita-
ble parameterisation from its behavioural library for that particular swarm type. The design 
principle of our methodology is to increase the situation awareness (i.e. contents) of the 
control agent without sacrificing the low computational cost necessary for efficient swarm 
control. We demonstrate successful shepherding in both homogeneous and heterogeneous 
swarms.

Keywords Context-aware swarm · Information markers · Swarm analytics · Swarm 
control · Shepherding

1 Introduction

Contemporary approaches to swarm guidance and control often assume that swarm agents 
are homogeneous in their response to external influence vectors. This manifests in the 
design of control algorithms, such as herding, often operating directly on the raw positional 

 * Adam J. Hepworth 
 a.j.hepworth@unsw.edu.au

 Aya S. M. Hussein 
 aya.hussein@canberra.edu.au

 Darryn J. Reid 
 darryn.reid@dst.defence.gov.au

 Hussein A. Abbass 
 h.abbass@unsw.edu.au

1 School of Systems and Computing, University of New South Wales, Northcott Drive, Canberra, 
ACT  2600, Australia

2 Defence Science and Technology Group, Adelaide, SA 5111, Australia
3 School of Information Technology and Systems, University of Canberra, Bruce, ACT  2617, 

Australia

http://crossmark.crossref.org/dialog/?doi=10.1007/s11721-024-00235-w&domain=pdf


 Swarm Intelligence

1 3

data of swarm agents to compute influence vectors, where simple interaction rules may 
not require complex assessments to determine optimal behaviours. Herding-based models, 
such as shepherding, have been implemented for over 25 years, with classic control meth-
ods typically operating on simple transformations of raw data (Hasan et al., 2022). Swarm 
shepherding is an example of a swarm control herding-based method where one or more 
external actuators (sheepdogs) operate on low-level information by calculating primitive 
statistical features from raw data. These models often use static behaviour selection poli-
cies for the control agent to guide a swarm to a goal location (Debie et al., 2021). As a bio-
logically inspired approach to swarm control, shepherding has applications across different 
domains, such as the guidance and control of crowds (Lee and Kim et al., 2012), herding 
biological animals (Paranjape et al., 2018), guiding teams of uncrewed system (UxS) (Hep-
worth, 2021), and controlling a group of robotic platforms (Lee & Kim, 2017; Cowling and 
Gmeinwieser, 2010).

Classic swarm intelligence systems rely on reactive, mostly memoryless, models. Reac-
tivity implies that the agent does not use sophisticated cognitive functions such as pre-
dicting future system states, projecting the consequence of actions, or planning to make 
a decision. Instead, reactive models sense the environment and use simple functions to 
directly project sensed information onto actions. They are memoryless when they only rely 
on immediate sensed information to create their actions; technically, we say they fulfil the 
first-degree Markovian assumption where immediate transitions depend only on the current 
states. These characteristics make reactive models computationally efficient and act signifi-
cantly faster than cognitive models, which attempt to add more sophistication in the pro-
cessing layers between sensors and actuators. The simplicity of reactive models, though, 
comes with drawbacks as they are agnostic to contextual and situational circumstances 
and fail when the complexity in the environment increases  (El-Fiqi et  al., 2020). Com-
mon examples of when they fail include the presence of noise in sensed data and increased 
diversity (heterogeneity) in the swarm contexts they need to operate within.

There are common nested sets of assumptions amongst most swarm control models. 
Examples of these assumptions include cases where sensor data are restricted to binary, 
restricting decision models to linear cases, limiting the continuity of the dynamics to event-
based simulations, considering all agents in the swarm to be homogeneous, and assuming 
that all parameters are known in advance (Long et al., 2020). Furthermore, the most preva-
lent approaches to shepherding employ rule-based policies, with relatively few examples 
of swarm control systems that allow policies to switch behaviours (Hussein et al., 2022), 
see, for example, Go et al. (2021), Zhi and Lien (2021), and Debie et al. (2021). Whilst the 
simplicity of reactive models offers many benefits in their application, more complex indi-
vidual- and team-level behaviours could be achieved by improving agent’s perception with-
out necessarily complicating an agent’s decision-making model  (Bredeche & Fontbonne, 
2022).

Few studies consider heterogeneous agents, particularly swarms where behaviours of 
the collective and individuals may change over time  (Hepworth et  al., 2020), or employ 
context-aware approaches  (Abbass et al., 2018). Still, the predominant research direction 
follows work such as Strömbom et al. (2014), where members of the swarm are assumed 
to be homogeneous and there is a single sheepdog (actuator-agent) guiding the swarm. 
Swarms containing heterogeneous agents are known to increase swarm control complexity 
and unpredictability (Özdemir et al., 2017).

When agents in the swarm exhibit a wide variety of behaviours, the control agent needs 
to be able to recognise these behaviours to deploy the right decision-making model for 
the particular situation it is facing. In other words, the control agent needs to be able to 
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recognise and classify situations and contexts. Such an ability will still allow the agent 
to use a reactive model. However, the model could get parameterised differently or could 
be structurally different in different contexts. The recognition of these contexts is an open 
research problem.

Recognising distinct contexts and group dynamics is crucial as one agent’s actions can 
have a significant impact on the entire group (Jolles et al., 2020), limiting the effectiveness 
of the control agent. A control agent needs to effectively categorise the profile of members 
and the overall dynamics of the swarm, select an appropriate response/tactic, and act on 
this tactic. The primary research question we ask in this manuscript is: how can context be 
used to adapt behaviour? Specifically, we would like to design a methodology that allows 
the control agent to recognise swarm characteristics, then select the most effective herd-
ing tactics to guide the swarm. Our objective is to integrate context-awareness into the 
decision-making process for a rule-based swarm control agent. Our hypothesis is that by 
recognising a context and parameterising the control strategy accordingly, the control agent 
will operate successfully in more situations.

Rule-based shepherding is often criticised for its inability to address dynamic and 
unknown swarm contexts; we address this research gap by designing a context-aware sys-
tem. The control agent is extended with two abilities for context recognition and tactic 
selection. We first evaluate the performance of various herding strategies across a range of 
homogeneous and heterogeneous swarms in a shepherding context. We seek to answer the 
question: how do different herding strategies impact mission performance across differ-
ent shepherding contexts? In the second phase, we consider the context-aware adaptation 
of the control agent’s behaviour by monitoring the swarm in real-time to select a herding 
strategy based on the inferred swarm characteristics. Put simply, we want to know how can 
context be used to influence behaviour selection?

Our previous work  Hepworth et  al. (2023) designed a set of information markers for 
swarm analytics. The contribution was at the level of context analysis and identification 
without using these markers to improve the decision making of the control agent. These 
shortfalls form the main contributions of the current manuscript. In particular, the contri-
butions of this paper are as follows: 

1. We extend our previous work on information markers with new metrics for evaluating 
swarm performance. The combined set of metrics is then used to categorise the differ-
ent types of agents in a swarm. We then present a classifier that takes the information 
markers and outputs a behavioural category of agents.

2. We present a methodology to systematically assess the relationship between the behav-
ioural categories of agents and performance under diverse shepherding behaviours in 
both homogeneous and heterogeneous swarm scenarios. The methodology leads to the 
design of a mapping between the situation and state of the swarm and the control policy 
that needs to be adopted to that situation.

3. The previous two methodologies formed the basis for designing a library of situations 
and behaviours to support the control agent to guide the swarm. The library approach 
allows the control agent to be reactive, whilst the reactive model used could change 
based on the real-time analysis of the situation.

In Sect.  2, we review approaches to swarm control and influence, surveying essential 
model-type formulations and critically assessing the underlying assumptions of these 
models. Then, in Sect. 3, we present our context-aware system and formulate the problem 
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space. Next, Sects. 4 and 5 cover the systematic analysis of the problem space to derive the 
sensor data into actionable-information (S2AI), followed by the actionable-information to 
actuation (AI2A) design that transforms that analysis into context-aware actions. Finally, 
we conclude the paper in Sect.  6 with a discussion on future research opportunities for 
context-aware swarm control.

2  Swarm control

Swarm control encompasses a wide range of approaches to swarming, typically categorised 
as centralised or decentralised, with examples of each in both simulations and on physical 
systems (Long et al., 2020). The most prominent algorithms to swarm control are based on 
the notions of influence zones utilising reactive decision models, typically characterised 
with spatial features (Vicsek et al., 1995). Biologically inspired approaches feature promi-
nently within the literature, for instance, the natural flocking of birds (Reynolds, 1987), the 
predator–prey interactions of sheep and sheepdogs  (Strömbom et al., 2014), and hunting 
methods of a wolf pack (Hu et al., 2022).

The current approaches to swarm control often focus on problems where swarms of 
agents possess homogeneous sensors, reactive decision processes, and limited action 
sets  (Hepworth et  al., 2020). Centre of mass, also known as centre of gravity, -based 
approaches are a standard method to control a swarm, with few assumptions around agent 
homogeneity or influence distribution within the swarm. The current approaches are often 
data-driven, operating on spatially derived features to calculate the next move of an agent, 
for instance, Mohamed et al. (2021) and El-Fiqi et al. (2020). Biologically inspired models 
use derivations from empirical research as the basis for agent parameterisations.

One approach to centralised control is shepherding, “inspired by sheepdogs and sheep, 
where the shepherding problem can be defined as the guidance of a swarm of agents from 
an initial location to a target location" (p. 523) (Long et al., 2020). Proposals to solve the 
shepherding challenge include bio-inspired algorithms, heuristic-based rule algorithms, 
and machine learning solutions, including neural networks and reinforcement learning 
approaches (Hasan et al., 2022). The predominant approach to extensions of rule- or heu-
ristic-based methods employs arc, line, or circle formations, usually relying on the centre 
of mass and exact position of agents to conduct guidance. Few studies research the impact 
of limited sensing ranges and the use of only local information by the control agent, for 
instance, Mohamed et al. (2021) and El-Fiqi et al. (2020).

2.1  Shepherding

Shepherding behaviours use an external control agent to guide the swarm. Strömbom 
et al. (2014) introduce a shepherding model of interactions between a flock of sheep and a 
sheepdog based on empirical field trial data. The heuristic model employs a self-propelled 
particle approach to reproduce the attraction and repulsion interactions of the two agent 
types. The model describes N swarm agents (sheep, � ) placed within an L × L area (pad-
dock) with M control agents (sheepdogs, � ). Swarm agent behaviour is generated as a force 
vector that combines attraction to their local centre of mass, repulsion from other � and 
repulsion from � agents. The task of � agents is to move � agents to a particular location, 
a goal area. Two behaviours are presented for the control, being collect and drive, derived 
from side-to-side movements introduced by Lien et al. (2004). The control agent collects 



Swarm Intelligence 

1 3

members of the swarm within a radius (f(N)) and then drives the swarm towards the goal 
location. The mission is considered complete when the swarm centre of mass is within a 
distance � from the goal, signifying that the flock is within the target goal area.

These usually operate on the raw positional data of swarm agents, or simple transfor-
mations of these, relying on diverse control models for shepherding. For example, Cowl-
ing and Gmeinwieser (2010) employ a hierarchical and stack-based finite state machine. 
Fujioka (2017) discusses a hybrid control method based on positional data that combines 
formation and collection control methods. The method utilises a V-formation control to 
guide a V-shaped notch towards a goal location, where collecting via centre (CvC) sees the 
shepherding agent collect with one of the three position-cases, being left, right, or centre. 
Tsunoda et al. (2018) demonstrate that aiming for the furthest sheep to the goal produces 
a more superior performance to the one proposed by Vaughan et al. and Strombom et al.

Zhang and Pan (2022) propose a control agent employing a distributed collecting 
algorithm that does not require the centre of mass to be calculated and that drives using 
a density-based method instead of using the convex hull of the flock. The approach has 
robustness over classic methods, which may be able to address adversarial agents, such 
as non-cooperative members or threats external to the swarm. Auletta et  al. (2022) pro-
pose a set of local control rules for a small group of herding agents to collect and herd a 
swarm. The primary difference in the model proposed considers the situation where some 
swarm agents do not possess the ability to cooperate with other members of the swarm 
(unable to flock), increasing the complexity of the problem space for the swarm control 
agent. The solution developed is implemented as a distributed approach where each herder 
agent selects a strategy based on local feedback, driving their decision selection for what 
targets to follow.

Varadharajan et al. (2022) consider a variation of the shepherding problem in which a 
particular pattern is maintained during movement to the goal, noted as crucial for applica-
tions such as nanomedicine or smart materials or where spatial configurations may have 
functional implications. Also considered is that the shepherds can modulate interaction 
forces between the sheep. Himo et  al. (2022) consider the response where some swarm 
agents are unresponsive to the herding agent. These heterogeneous traits of some swarm 
members are parameterised through modification of an agent’s repulsion forces to the con-
trol agent. An unresponsive agent is encoded with a lower response weight than the stand-
ard swarm agent, and a non-responsive agent repulsion force coefficient is set to zero.

Özdemir et al. (2017) address physical space and energy constraints through a method 
that offers a reduced compute requirement, minimising the information collected and 
processed by individual agents. Hu et al. (2022) address challenges of flexibility and effi-
ciency when herding large numbers of sheep, proposing a novel coordination protocol that 
requires fewer herding agents to complete the task. Hu et al. note that this foundation pre-
sents an opportunity to extend this work in real-world environments and further optimise 
protocol parameters.

Existing rule-based algorithms lack adaptability to respond in changing environments 
(obstacles) or with changing swarms (non-homogeneous); however, they are shared, in 
part, due to their simplicity and potential application in real robotic systems (Zhang et al., 
2022). Recent shepherding models consider using learning-based control algorithms, 
addressing some shortfalls of rule-based algorithms. For example, Zhi and Lien (2021) 
propose a method of shepherding to herd agents amongst obstacles using a deep reinforce-
ment learning approach. Hussein et  al. (2022) consider curriculum-based reinforcement 
learning and propose an algorithm that demonstrates superior performance to that of the 
classic rules-based agent. Mohamed et  al. (2021) introduce a graph-based approach that 
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promotes cohesion between swarm members, improving shepherding performance and 
mission success outcomes.

2.2  Critical assessment of swarm control methods

Common amongst methods identified throughout the survey of Long et al. (2020) is the use 
of similar control model formulations. These include that the control agent decision model 
is often rule-based, initiating primitive force-vector behaviours based on raw data or simple 
transformation of this. Long et al. highlight that the values of the weights for different force 
vectors depend on context. He further goes on to discuss that modulation of these weights 
may be required in different environments structures or in settings where uncertainty exists 
in either the sensing or decision-action output of an agent. For contexts where the swarm 
agents need increased intelligence, the agents need to be equipped with the skills to rec-
ognise the activities they observe in the contexts they operate within. Research on activity 
recognition is missing with the swarm literature. A discussion on heterogeneous swarms 
is absent. Long et  al. (2020) indicate that future shepherding control systems could be 
complemented by expanding on the current methods with additional capabilities, such as 
goal planning and path planning, as well as considering new behavioural sets to enhance 
dynamics complexity.

It is difficult to select and/or know when to execute those behaviours that will lead to 
effective shepherding, especially that the swarm is operating under increased uncertainty. 
Predominantly, proposed control methods assume that the control agent has access to per-
fect information for the position of the swarm agents (Lee & Kim 2017). In this paper, we 
require adaptive behaviours to cater for uncertainty in the swarm behaviour and the state; a 
summary of models and swarm control implementations is contained in Table 1.

In simple settings, limited cognition elements are required, and the swarm control agent 
can often act on the raw positional information. However, in settings where the homogene-
ity assumption is relaxed, enhanced cognition of the swarm control agent may be required 
to determine agent characteristics and understand how these manifest as a source of control 
imbalance in the swarm. This point of differentiation in approaches to typical explorations 
of swarm control models allows us to consider a more comprehensive range of scenarios 
that could include adversarial agents, additional collaborating control agents, and environ-
mental complexities.

Zhang et al. (2022) highlight that typical herding patterns require two behaviours: col-
lecting and driving. A central assumption is that swarm agents are collected and, once 
aggregated, driven towards a goal location. Focussing on the task execution sequence may 
introduce fragility to reactive shepherding models, limiting the possible strategies for a 
control agent to implement. In settings where the swarm constituent agents possess hetero-
geneous properties, it may be desirable to collect and drive sub-groups of agents, or one at 
a time, to the goal location. In such a scenario, the swarm may only be collected at the goal 
location as the final agent arrives.

The above review suggests an open research gap for recognising swarm and swarm 
agent characteristics. Without such a capability, a swarm control agent cannot understand 
the cumulative impacts of influences on and in a swarm and subsequently act on this infor-
mation to determine the most appropriate control strategy. Furthermore, this approach 
requires integrating contexts to develop increased situational awareness.
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3  Context‑aware intelligent system

Pajares Ferrando and Onaindia (2013) define three requirements for a context-aware sys-
tem: information extraction, interpretation of extracted information, and ability to adapt 
system’s functionality to current use. Our motivation for a context-aware system is to pro-
vide a control agent with the ability to select and modulate autonomous behaviours for 
swarm control. Often rule-based swarm control agents receive information from the envi-
ronment that leads to a new autonomous behaviour being selected. For example, a swarm 
agent could alternate between collect and drive actions when one sheep is zigzagging 
around the threshold for considering this sheep as an astray one. These cases can result 
in a decision deadlock in which the control agent continuously changes its implemented 
behaviour, leading to limited or no progress towards the mission goal. Our idea is to inte-
grate time-based behaviour modulations to maintain performance stability. We hypothe-
sise that the combination of time-based behaviour modulation and contextual awareness 
will increase performance and decrease observed instability across the swarm in control 
settings.

In our previous work  Hepworth et  al. (2023), an AI observer aimed to reveal one or 
more hidden states of the swarm. In our current work, the observer’s role extends to sup-
porting the shepherding agent by providing contextual information to parameterise the 
shepherding agent’s behaviours for an observed situation. The observer perceives the envi-
ronment to infer the context, characterising the type of agents and swarm. Upon classifying 
the context, the context-aware system parameterises the behaviours available to the control 
agent to best guide the swarm to the goal location. The context-aware system constrains 
the autonomous behaviours available to the control agent, modulating its impact on the 
swarm. The context-awareness system observes the environment for a fixed window to 
detect changes in the situation.

Figure  1 conceptualises our extension of the work presented in  (Fig.  2) by bringing 
together the primary categories of concepts used by the observer to reason.

Fig. 1  Conceptual linkages of definitions, expanded on that presented in Hepworth et al. (2023)
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Fig. 2  Overview of the methodology schema. The S2AI system observes the swarm and develops 
actionable-information, with the AI2A system acting on this information within the swarm environment 
and moving agents to the goal location. The AI2A system core is implemented as per Algorithm 1. The left 
hand side of this figure, data libraries, represents the offline system setup, whilst the middle (experimental 
conduct) and right hand side (analysis) represent the online use of context information

Fig. 3  Conceptual architecture depicting the flow of information for the context-awareness system presented
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The reasoning architecture for the context-aware system is presented in Fig.  3,the 
methodology is depicted in Fig.  2. The context-aware system goes through two phases: 
sensor data to actionable-information phase (S2AI) and actionable-information to actuation 
phase (AI2A). Our previous work in Hepworth et al. (2023) offered the indicators used in 
S2AI, whilst the contribution of this paper is the AI2A phase.

The proposed architecture augments a classic shepherding agent with cognitive capabil-
ities to operate above a reactive level such as the one described in Strömbom et al. (2014). 
The two phases function as follows:

• Sensor data to actionable-information phase (S2AI)

– Summarise The summarise function is based on the information markers method 
presented in Hepworth et al. (2023). Information markers ( M ) use position infor-
mation of all �i agents to derive state information on Π . As described in Fig.  1, 
we use the information markers as features for a classifier to recognise contexts. 
Marker states uncover particular aspects of agent’s characteristics ( M�i

 ). Individual 
states get aggregated to categorise the swarm ( MΠ ), for instance, the distribution of 
agents and type of homogeneity or heterogeneity observed.

• Actionable-Information Phase to Actuation (AI2A)

– Trigger The trigger function fuses individual and collective characteristics about the 
swarm to enable the reasoning engine ( Ψ ) to infer situations and contexts. The rea-
soning engine longitudinally takes the output of the classifier as an input to estimate 
the most likely situation that the swarm is facing. We then use the estimated situa-
tion to select behaviours for the control agent ( Σ∗).

– Prepare The prepare function determines how often an autonomous behaviour 
should be executed ( �c2 ), as well as how frequently the selected behaviour should 
be re-parameterised ( �c3 ). The modulation of these behaviour elements enables the 
control agent to consider multiple periods of swarm response, designed to address 
the often high levels of sensorial noise. The final aspect of the prepare function is to 
parameterise the control agent with the behaviours available for execution ( �∗ ) and 
the constraints for their employment ( �c2 , �c3).

Algorithm 1 describes the functions depicted in Fig. 2. The system has two user-defined 
inputs: the observation window length ( � ) and the proportion of overlap between two suc-
cessive context windows ( � ∈ [0, 1] ), as given on Line 1. In our previous work, we opti-
mised these parameters, where � = 60 and � = 0.75 Hepworth et al. (2023). The system 
continues to operate until the mission success criterion is achieved; that is, the distance 
between the goal location and the centre of mass of the swarm is below a threshold, 
||PΠ − PG|| ≤ RG (Line 2).

During the observation period window ( Δ� ), the context-awareness system observes 
the coordinate position of each � , given as PΔ�

�i
 (Lines 3–4). These recorded observations 

are used to first calculate the information markers ( M , Line 5) for each � , classifying each 
agent as a particular type (A, Line 6), as given in Table 2. Finally, each probabilistic classi-
fication is summarised as a state vector ( A∗ ) that reports that the likelihood each agent type 
has is observed; the state vector A∗ is the empirical swarm distribution (Line 8).

For each known scenario in Table 3 ( s ∈ S , Line 9), we then calculate the L2-norm 
distance between s and A∗ , given as ||s − A∗||2 (Line 10). We employ a modified inverse 
distance weighting procedure inspired by the work of  Shepard (1968) to estimate the 
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likelihood that our observed A∗ is scenario s, generating a probability likelihood state 
vector for all S (Line 11). We calculate the swarm markers state ( ||MΠ||2 , Line 13) using 
the same technique for MΠ and probabilistically classify the marker state as a particular 
swarm type (Line  14). We combine the outputs of this and the previous method into 
an ensemble to classify the most likely observed swarm scenario ( ̂Π ). We select Π̂∗ by 
selecting the most likely scenario overall context windows observed from t = 0 to the 
current observation period, considering probabilistic variability. In practical terms, we 
select the scenario that returns the maximum likelihood as argmax(mean(Π̂) − var(Π̂)) 
(Line 15).

We conduct pair-wise statistical tests to determine the significance of Π̂∗ , comparing 
to all other Π̂ (Line 16). For the case where Π̂∗ is significant (i.e. has statistically higher 
likelihood than all Π̂ ) and the tactic pair (TP, � ) currently employed is significant 
(Line 17), then we parameterise � with � (Line 18). In the case where � is not assessed 
as significant, then we select a new � from Σ library that maximises the likelihood of 
mission success, for the given scenario (Line 20). In the case where Π̂∗ is not assessed 
as significant (i.e. does not have a higher likelihood than Π̂ ), we select the highest like-
lihood scenario type as a two-class problem between heterogeneous or homogeneous 
Line 23 and parameterise � in either of these forms (i.e. not for a specific scenario but 
a class of scenarios, Line  24). Our final tasks are to determine �c2 (Line  26) and �c3 
(Line 27) from Π̂∗ and � , then parameterise � for the next context period to influence 
the swarm (Line 28).

3.1  Multi‑agent reasoning for swarm control

Our system architecture consists of three agent types: the context-aware observer agent, 
cognitive agent, and shepherding agent. Each agent is independent and specialises in a 
single task; we have discussed the context-awareness system and now describe cognitive 
and shepherding agent functions.

• Observer agent The observer agent is responsible for sensing the environment, deriving 
the information markers, and classifying the situation facing the agent. It then provides 
parameterised behaviours to the cognitive agent.

• Cognitive agent In the architecture, the cognitive agent determines which behaviour 
from the context-aware agent’s parameters should be conducted, selecting between 
�1 and �2 , consistent with prior shepherding models. The function of the cognitive 
agent is to calculate f(N) to select a behaviour, �∗ , to be conducted, determined to 
be either �1 or �2 . The cognitive agent makes this decision with the parameterised 
behaviours provided by the context agent and the positions of all swarm agents in 
the environment.

• Shepherding agent The shepherding agent is the actuator that delivers force vectors to 
influence the swarm to move to the goal location. The shepherding agent decides on a 
behaviour �∗ and how to conduct it, calculating the position ( Pt

��
 ) at which the agent 

will deliver the influence vector associated with its selected behaviour. The function of 
the shepherding agent is to calculate the behaviour position point and execute a force 
vector to influence the swarm based on the behaviour selected and the configuration of 
the swarm.
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Algorithm 1. Context-aware decision shepherding agent (ω, τ)

1: Set context window length ω and context window overlap τ
2: while ||PΠ − PG|| > RG do
3: Observe P∆ω

πi
∀ πi ∈ Π

4: for πi ∈ Π do
5: Calculate Mπi

6: Classify π̂i : Mπi → A
7: end for
8: Summarise A∗ = mean(A) � ∀ A
9: for s ∈ S do

10: Calculate ||s−A∗||2
11: Calculate inverse weighting distance to obtain Pr(A∗) → s
12: end for
13: Calculate ||MΠ||2
14: Classify Π̂ : MΠ → S
15: Π̂∗ = argmax(mean(Π̂)− var(Π̂))
16: if Π̂∗ significant then
17: if Tt significant then
18: Continue Tt

19: else
20: Select argmax(TP → s∗)
21: end if
22: else
23: Classify Π̂∗ → S = argmax(sHe, sHo)
24: Set T to S∗

25: end if
26: Calculate σc2 ∼ Π̂∗,T
27: Calculate σc3 ∼ Π̂∗,T
28: Parameterise β = < σc2 , σc3 ,T >
29: end while

4  S2AI: Sensor to actionable‑information

This section aims to examine the effectiveness of different collect and drive behaviours 
in Strömbom et al. (2014) on the success of shepherding. We introduce two points of 
departure from the original model: the modulation of the control behaviours available 
to the shepherding agent and the inclusion of heterogeneous swarm agents. Our intent 
in systematically varying these aspects of the model is to investigate the performance 
of distinct combinations of autonomous control behaviours (collect and drive actions), 
across different homogeneous and heterogeneous swarm scenarios.
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4.1  Shepherding agent behaviours

A single instantiation of each behaviour is usually presented in the majority of shepherding-
based models, for instance,  Lien et  al. (2004) and Strömbom et  al. (2014), often activated 
through a linear rule-based switching mechanism that operates on low-level positional infor-
mation of each of the swarm agents. This study introduces an expanded set of five collect and 
five drive behaviours. The driving position for the drive behaviour ( �1 ) as given in Strömbom 
et al. (2014) is calculated by the function

where f (N) = R��N
2∕3 . Pt

��1
 is the position for agent � to execute behaviour �1 at time t; Λt

�
 

is the local centre of mass for the swarm to be controlled by agent � at t; and 
Λt

�
− Pt

G
∕||Λt

�
− Pt

G
|| is the direction in which the driving point needs to be oriented. The 

driving behaviour is triggered if the following inequality, signifying that the swarm is well-
grouped, is satisfied.

where Ωt
��

 is the set of � agents that the � agent operates on. We summarise the algorithm 
by Strömbom et al. (2014) in Algorithm 2.

Algorithm 2. Reactive shepherding agent

1: while ||PΠ − PG|| > RG do � RG is the goal radius
2: Observe P t

πi
∀ i

3: Set Ωt
βπ = min{Ωt,Ωβπ} of πi agents to β

4: Set Λt
β as the centre of mass

5: Calculate f(N) = RππN
2/3

6: if ∀ πi ∈ Ωt
βπ, ||Λβt − P t

π|| ≤ f(N) then
7: Conduct driving behaviour, σ1
8: else ∃ π∗

i ∈ Ωt
βπ, argmaxi(||Λt

β − P t
πi
|| > f(N))

9: Conduct collecting behaviour, σ2
10: end if
11: end while

Note that in Algorithm 2, the inequality for f(N) is calculated at every time step. We modify 
the term f(N) by including a threshold L that modulates N. This serves as a constraint on the 
number of agents � operates on to determine whether Π is clustered for the purpose of driving. 
The resulting inequality is now given as

where we set L = {1.00, 0.75, 0.50, 0.25, 1∕N} to generate the additional four behaviours. 
We abbreviate each behaviour as drive-100 (D100, L = 1.00 ), drive-75 (D75, L = 0.75 ), 
drive-50 (D50, L = 0.50 ), and drive-25 (D25, L = 0.25 ). The final drive behaviour is a 
special case that we call drive-one (D1N, L = 1∕N ), being the selection of a single agent 
for driving. The collecting point behaviour ( �2 ) can be given by the function

(1)P
t

��1
= Λt

�
+ f (N) ⋅

Λt

�
− P

t

G

||Λt

�
− P

t

G
||
,

(2)∀ �i ∈ Ωt
��
, ||Λ� t − Pt

�
|| ≤ f (N),

(3)∀ �i ∈ Ωt
��
, ||Λ� t − Pt

�
|| ≤ f (LN),
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The attention of the swarm agent is focussed on the agent furthest from the swarm, acti-
vated by the inequality.

We introduce additional collect reference points to generate four different behaviours, mod-
ifying the selection of a single �i to collect. The collecting behaviours available to the shep-
herding agent include:

• select the �i closest to the � shepherding agent (C2D, closest-to-dog),
• select the �i closest to the herd of sheep, Π , (C2H, closest-to-herd centre of mass),
• select the �i furthest to � shepherding agent (F2D, furthest-to-dog),
• select the �i furthest to goal position, PG , (F2G, furthest-to-goal), or
• select the �i furthest to the herd of sheep, Π (F2H, furthest-to-herd centre of mass).

Algorithm 3 summarises changes to Algorithm 2. The key changes between these algo-
rithms include: 

1. initialising �1 to an element of the set {D100, D75, D50, D25, D1} and
2. initialising �2 to an element of the set {C2D, C2H, H2D, F2G, F2H}.

Algorithm 3. Multiple-behaviour reactive shepherding agent ( �i
1
, �

j

2
σi1, σj2)

1: while ||PΠ − PG|| > RG do
2: Observe P t

πi
∀ i

3: Set Ωt
βπ = min{Ωt,Ωβπ} of πi agents to β

4: Set Λt
β as the centre of mass

5: Calculate f(N) = RππN
2/3

6: if ∀ πi ∈ Ωt
βπ, ||Λβt−P t

π
|| ≤ f(LN) then

7: Conduct driving behaviour, σ1
8: else based on the collect reference point,
9: Conduct collecting behaviour, σ2

10: end if
11: end while

We parameterise the primitive behaviours of collect and drive for the control agent, 
implemented in a behaviour library and summarised in Table 4.

Our shepherding model instantiates a one collect and one drive behaviour employed by 
� to control Π . We denote a pair of behaviour as a tactic pair (TP); that is, TP = {�1, �2} ; 
in the remainder of this paper, we use a unique TP label instead of behaviour combinations 
using such as {�D100

1
, �F2H

2
} . Our objective with all TPs is to evaluate the combinations of 

collect and drive behaviours, consisting of 25 TPs (TP1,…,25 ). Table 5 introduces the param-
eterisations of collect and drive behaviours in this study.

(4)Pt
��2

= Pt
�∗
i

+ R�� ⋅

Pt
�∗
i

− Λt
�

||Pt
�∗
i

− Λt
�
||
.

(5)∃ 𝜋∗
i
∈ Ωt

𝛽𝜋
, argmax

i

(||Λt
𝛽
− Pt

𝜋i
|| > f (N)).
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4.2  Swarm heterogeneity

Similar to Hepworth et al. (2023), we adopt three weights for �-agents and a speed differ-
ential. Specifically, we vary

• W�Λ : strength of attraction for a � to their local centre of mass, Λ.
• W�� : strength of repulsion for a � to another �.
• W�� : strength of repulsion for a � to the shepherding agent �.

• 
s�

s�
 : speed differential between a � agent and a � agent.

The seven �i agent types and parameterised weights in this study are given in Table 2, as 
originally presented in Hepworth et al. (2023). The parameterisation of agent A7 is as ini-
tially presented by Strömbom et al. (2014).

The �-type agents are allocated to different swarms as the constituent members of 
11 scenarios, consisting of four heterogeneous and seven homogeneous swarms, pre-
sented in Table  3 of Hepworth et  al. (2023) and summarised here in Table  3. Ström-
bom et  al. (2014) employ swarm exclusively S5 in their study, a homogeneous scenario 
with agent type A7. We include an additional seven homogeneous swarms scenarios 
(S5, S6, S7, S8, S9, S10, S11), one for each agent type, as shown in Table 2. The scenarios 
represent the different contexts that the control agent must recognise and act upon. We 
also parameterise four heterogeneous swarm scenarios (S1, S2, S3, S4), as first presented 
in Hepworth et al. (2023).

Note that the swarm agent behaviour model remains unchanged, ensuring that the low-
computation principle of swarm robotics is maintained. The swarm agents do not possess 
knowledge of the particular context or other swarm agent interactions rules, responding per 
individual parameterisations.

4.3  Experimental design and analysis

Our experimental design aims to evaluate each TP’s performance in both homogeneous 
and heterogeneous swarm settings. We assess the performance of each TP for a particular 
scenario 30 times, resulting in a total of 8,250 trials (30 trials for 25 TPs in 11 scenarios); 
20 � agents and 1 � agent were used similar to Debie et al. (2021). In addition, we collect 
a range of summary statistics on TP performance, summarised by the metrics presented in 
Table 6.

Rizk et al. (2019) discuss the development of standardised evaluation metrics, highlight-
ing that “the evaluation criteria include specific domain performance metrics and domain 
invariant criteria", offering examples such as spatiotemporal, complexity, load, fairness, 
communication, robustness, scalability, and resource-based metrics. Selecting appropriate 
evaluation metrics depends on the desired characteristics of the model at hand, which can 
include characteristics such as autonomy, complexity, adaptability, concurrency, distribu-
tion, and communication (Shehory & Sturm 2001).

Various methods have been proposed to evaluate the performance of swarm control 
methods. These methods often compare the performance of one control approach to another 
or to understand the sensitivity of particular parameter settings; for instance, see variations 
of Strömbom et al. (2014) such as El-Fiqi et al. (2020), Zhang et al. (2022), and Singh et al. 
(2019). However, measures to evaluate the inclusion of cognitive capabilities as outlined 
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by Long et  al. (2020) are yet to be widely established, highlighting the requirement for an 
evaluation approach to account for the contribution of new capabilities within the agent.

To address this gap, we adopt six new metrics. Table 6 summarises the metrics we use 
to evaluate tactic pairs. The three selected task performance metrics are well established for 
the analysis of swarm shepherding systems; see, for example, El-Fiqi et al. (2020), Strömbom 
et  al. (2014), and Debie et  al. (2021), who further discuss measures of this class; they are 
defined below: 

1. Mission Success indicates whether the overall goal was achieved.
2. Mission Completion Rate measures the effectiveness of a selected control strategy for 

a mission, indicating proximity to the goal location from the starting position of the 
swarm.

3. Mission Speed indicates the effectiveness of a selected control strategy in terms of the 
average speed of the control agent to move the swarm throughout the mission.

In addition to the three task performance measures discussed above, we present three meas-
ures of stability. The two adaptability aspects include: decision changes and separated agents. 
Exploring the number of decision changes is an established metric, for example, to bound the 
computations of an agent (Martinez-Gil et al., 2012) or investigate the effect of environmen-
tal conditions on decision frequency (Mills et al., 2015). In our setting, we use this metric to 
quantify the impact a swarm context has on the number of decision changes a control agent 
needs to make. In addition, quantifying spatially separated agents can help understand col-
lective decision processes and their impacts on a group, for example, the evolution of dis-
tinct population groups or agent couplings (Mills et al., 2015). Finally, we use the number of 
separated agents to measure the impact of the control agent’s influence on the stability of the 
swarm.

The first stability metric is mission decision stability, highlighting whether a small change 
in the system will result in a large decision space change. We define the function �1 as

which acts as a flag for when the control agent switches between behaviours in � . For 
example, if the behaviour at t is �2 and subsequently at t + 1 is �1 , then � returns the value 
of 1. If � does not change for t + 1 , then 0 is returned.

The second stability metric is decision swarm stability, which reports the relationship 
between the number of separated swarm agents and the number of decisions made by the 
control agent, highlighting whether swarm instability (fracture) is related to control decision 
changes. We define the function �2 as

where Π∗ is the cluster size with the largest number of � agents, calculated using the 
k-means algorithm. We evaluate the position of each �i to determine whether a swarm 
agent is separated from this cluster; if the agent is assessed to be separated, we return the 
value 1 and 0 otherwise.

(6)�1(�(t), �(t + 1)) =

{
1, if �(t) ≠ �(t + 1)

0, otherwise
,

(7)�2(�i,Π
∗) =

{
1, if �i ∉ Π∗

0, otherwise
,



Swarm Intelligence 

1 3

Table 7  A comparison between the performance of TP5 and the tactical pair with the highest mean in each 
scenario

(a) Metrics M1-M2

MS MCR

Best TP TP5 Best TP

Ŝ 0.68 ± 0.47 (TP4) 0.64 ± 0.48 0.02 ± 0.02 (TP4) 0.91 ± 2.90

S1 0.90 ± 0.31 (TP4) 0.73 ± 0.45 0.02 ± 0.02 (TP4) 0.42 ± 0.80
S2 0.87 ± 0.35 (TP4) 0.33 ± 0.48∗ 0.02 ± 0.02 (TP4) 3.81 ± 7.79∗
S3 0.50 ± 0.51 (TP5) 0.50 ± 0.51 0.02 ± 0.01 (TP4) 0.81 ± 2.23∗
S4 0.90 ± 0.31 (TP9) 0.62 ± 0.49∗ 0.02 ± 0.01 (TP4) 0.97 ± 1.87∗
S5 1.00 ± 0.00 (TP5) 1.00 ± 0.00 0.01 ± 0.00 (TP9) 0.01 ± 0.01
S6 0.83 ± 0.38 (TP4) 0.37 ± 0.49∗ 0.02 ± 0.01 (TP4) 2.05 ± 4.19∗
S7 1.00 ± 0.00 (TP4) 1.00 ± 0.00 0.01 ± 0.01 (TP21) 0.01 ± 0.01
S8 0.30 ± 0.47 (TP4) 0.07 ± 0.25∗ 0.02 ± 0.01 (TP4) 1.81 ± 0.77∗
S9 0.81 ± 0.40 (TP5) 0.81 ± 0.40 0.03 ± 0.01 (TP4) 0.18 ± 0.54∗
S10 1.00 ± 0.00 (TP4) 0.37 ± 0.49∗ 0.01 ± 0.01 (TP24) 0.66 ± 0.60∗
S11 0.97 ± 0.18 (TP25) 0.95 ± 0.23 0.01 ± 0.01 (TP25) 0.06 ± 0.19

(b) Metrics M3-M4

MSP MDS

Best TP TP5 Best TP

Ŝ 0.16 ± 0.12 (TP4) 0.09 ± 0.08 0.27 ± 0.23 (TP4) 0.13 ± 0.19

S1 0.23 ± 0.12 (TP4) 0.08 ± 0.06 0.37 ± 0.18 (TP4) 0.07 ± 0.13
S2 0.12 ± 0.07 (TP4) 0.04 ± 0.05∗ 0.33 ± 0.19 (TP4) 0.10 ± 0.19∗
S3 0.05 ± 0.04 (TP5) 0.05 ± 0.04 0.30 ± 0.47 (TP15) 0.09 ± 0.13
S4 0.21 ± 0.10 (TP9) 0.07 ± 0.08∗ 0.38 ± 0.19 (TP4) 0.06 ± 0.12∗
S5 0.26 ± 0.08 (TP9) 0.17 ± 0.07∗ 0.32 ± 0.23 (TP4) 0.06 ± 0.05∗
S6 0.23 ± 0.14 (TP4) 0.23 ± 0.14 0.32 ± 0.19 (TP4) 0.04 ± 0.11∗
S7 0.23 ± 0.04 (TP4) 0.19 ± 0.04 0.97 ± 0.18 (TP15) 0.50 ± 0.00
S8 0.04 ± 0.02 (TP24) 0.04 ± 0.04∗ 0.12 ± 0.20 (TP4) 0.02 ± 0.06∗
S9 0.05 ± 0.02 (TP5) 0.05 ± 0.02 0.43 ± 0.50 (TP11) 0.11 ± 0.12∗
S10 0.24 ± 0.10 (TP24) 0.06 ± 0.06∗ 0.40 ± 0.14 (TP4) 0.02 ± 0.05∗
S11 0.21 ± 0.10 (TP24) 0.15 ± 0.08 0.60 ± 0.50 (TP13) 0.16 ± 0.21∗

(c) Metrics M4-M6

DSS MSS

Best TP TP5 Best TP

Ŝ 0.29 ± 0.87 (TP25) 1.14 ± 1.81 0.12 ± 0.10 (TP5) 0.12 ± 0.10

S1 0.18 ± 0.26 (TP25) 0.83 ± 1.39 0.15 ± 0.10 (TP5) 0.15 ± 0.10
S2 0.03 ± 0.02 (TP25) 1.65 ± 2.20 0.14 ± 0.09 (TP4) 0.06 ± 0.10∗
S3 0.06 ± 0.05 (TP19) 1.74 ± 2.42∗ 0.07 ± 0.07 (TP5) 0.07 ± 0.07
S4 0.10 ± 0.14 (TP25) 1.02 ± 1.81 0.14 ± 0.07 (TP9) 0.13 ± 0.11∗
S5 0.14 ± 0.11 (TP25) 0.41 ± 0.42 0.18 ± 0.06 (TP1) 0.16 ± 0.03
S6 0.06 ± 0.06 (TP25) 0.45 ± 0.86 0.08 ± 0.04 (TP4) 0.05 ± 0.07∗
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The final stability metric is mission swarm stability, indicating whether the swarm 
control agent can overcome instability in the swarm, such as �i agents with considerable 
repulsion strengths for W�� or W��.

We evaluate and compare the performance of TPs in two ways. The first uses TP5 as a 
baseline because it resembles the algorithm by Strömbom et al. (2014). The best TP with 
the highest performance in each scenario is then chosen and is labelled as Best TP. The 
best TP is determined for each metric and scenario by calculating the mean and selecting 
the TP with the highest mean for the particular setting. We then conduct a t test to assess 
whether the difference between the results of TP5 and the best TP is statistically significant. 
Table 7 compares performance on each metric and scenario to that of TP5 . It can be seen 
that TP5 is outperformed by another TP across most scenarios and metrics. This demon-
strates that using a single TP for homogeneous and heterogeneous swarms parameterised 
per that of Strömbom et al. (2014) may not be suitable in all circumstances for swarm con-
trol, invariant of the metric used to compare performance. In fact, in the 66 cases shown in 
the table, TP5 was the best on nine occasions, and only on one of the six metrics in terms 
of average performance.

In this section, we have systematically explored the parameterisation of autonomous 
behaviours (atomic collect and drive actions) for a shepherding agent to control a swarm 
in both homogeneous and heterogeneous settings. We have uncovered that a rule-based 
approach with a fixed tactic pair in all scenarios is not optimal when scenarios deviate 
from the classic assumption of homogeneity; that is, the swarm becomes heterogeneous. 
However, through systematic variations of behaviour combinations, we have demonstrated 
that mission completion remains high when variations of autonomous behaviours are used, 
an invariant of the metric to assess performance. The upshot is that a slight variation in the 
parameterisation of the atomic collect or drive behaviour is sufficient to minimise perfor-
mance degradation across these scenarios. This quantifies that it can effectively and effi-
ciently control swarms with disparate agent type distributions in shepherding contexts. The 
remaining challenge for a control agent is to identify the swarm’s situation so that it can 
deliver meaningful real-time guidance from recognition (Bakar et al., 2016). In the follow-
ing section, we present an intelligent control agent. The intelligent control agent recognises 
the swarm context and uses this information to select an appropriate TP response.

The best performance is highlighted in a boldface font and statistical significance using an asterisk

Table 7  (continued)

(c) Metrics M4-M6

DSS MSS

Best TP TP5 Best TP

S7 0.41 ± 0.29 (TP16) 2.03 ± 0.43 0.32 ± 0.06 (TP18) 0.26 ± 0.06
S8 0.03 ± 0.02 (TP10) 0.25 ± 0.72 0.06 ± 0.12 (TP24) 0.01 ± 0.02∗
S9 0.06 ± 0.04 (TP19) 2.21 ± 3.44∗ 0.11 ± 0.06 (TP5) 0.11 ± 0.06
S10 0.11 ± 0.08 (TP25) 0.23 ± 0.37∗ 0.15 ± 0.04 (TP19) 0.06 ± 0.08∗
S11 0.30 ± 0.28 (TP25) 1.17 ± 1.69 0.18 ± 0.07 (TP5) 0.18 ± 0.07
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5  AI2A: actionable‑information to actuators

In this section, we take the findings a step further by integrating the metrics into the deci-
sion-making process of the control agent. We use three categories of measures of effective-
ness and efficiency for the control agent. These categories extend the metrics we present in 
Table 6 as discussed below.

The two measures of effectiveness categories are for mission and control, whilst the 
measures of efficiency category are for herding.

Mission effectiveness assesses the performance of the context-aware agent to reach the 
goal. Control effectiveness measures the impact of the context-aware control agent’s tac-
tic pair selection and behaviour modulation on the swarm and mission. Herding efficiency 
explores the impact of the context-aware system on the physical aspects of the system, such 
as distance travelled and speed of movement. Each of our lenses explores 11 scenarios 
(four heterogeneous, S1–S4, and seven homogeneous, S5–S11) for evaluation, comparing a 
reactive control agent with and without augmentation of the context-awareness system; 110 
trials were completed for each setting (with and without context-awareness), yielding 220 
trials across 11 scenarios with swarm size, N = 20 . Each scenario-pair setting (with and 
without context-awareness) is parameterised identically, such that both settings start with a 
classic reactive control agent ( �D100

1
, �F2G

2
, �c2 = 1 and �c3 = 1 ) per Strömbom et al. (2014). 

For trials with the context-awareness system present, the agent is parameterised after the 
initial observation period of �c1 . Table 8 summarises three hypotheses and the correspond-
ing category of measures used to assess each hypothesis.

5.1  Mission effectiveness

Our mission effectiveness analysis considers four aspects; these results are depicted 
in Table  9. The first is mission success rate, reported as the percentage of trials where 
||PΠ − PG|| < RG given t ≤ Tmax . The second is the mission length across all trials (suc-
cesses and failures); as with previous studies, this is the total number of simulation steps. 
The third measure is mission length across the sub-set of trials for the cases where mission 
success was achieved. The fourth and final measures of mission effectiveness are the num-
ber of �i agents influenced by � ; Goel et al. (2019) note that “A precise measure of influ-
ence using leaders or predators or a combination of leaders and predators to achieve the 
mission is not adequately studied" (p. 1). We use the interaction radius of � to determine 
whether a �i is directly influenced or not; the influence range parameterisation is consistent 
with that described in Strömbom et al. (2014).

We observe an overall improvement in mission success of 10% for the control agent 
with the context-aware system; most notably, the best mission success is achieved with het-
erogeneous swarm scenarios (S1-S4), outperforming the agent without the context-aware-
ness system for all heterogeneous settings. In addition, the context-aware agent observes 
a decrease in mission length for both all trials and only successful trials, with statistically 
significant improvement in 72.7% of all trials and 81.8% of successful trials. Finally, for 
our final mission effectiveness measure (number of � influenced by � ), we observe statisti-
cal significance in 100% of trials, indicating that the context-aware control agent influences 
a more significant number of swarm agents across all homogeneous and heterogeneous 
scenarios.
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5.2  Control effectiveness

We consider four metrics to analyse control effectiveness, including three metrics as pre-
sented in Table 6; these results are depicted in Table 10. The first metric is the mean num-
ber of separated �i agents from the central swarm cluster Π over each trial. We observe an 
overall lower mean number of separated agents for the control agent with context-aware-
ness. Mission decision stability effectively measures the sensitivity of the mission outcome 
to the number of behaviour changes, manifesting as the count of �1 → �2 and �2 → �1 
changes. We observe significance in favour of the control agent with the context-awareness 
system in 45% of scenarios, achieving the best outcome in 64% of all scenarios.

Decision swarm stability is the ratio between the number of separated �i and the num-
ber of decision changes � , averaged over the overall mission. The control agent without 
context-awareness performs marginally better in 55% of scenarios, although the signifi-
cance is only recorded in 27%. Of interest, the control agent with context-awareness has 
better aggregate performance across all scenarios; however, the results are not significant. 
The final metric is mission swarm stability, measuring the sensitivity of mission success 
to the number of separated swarm agents. As with decision swarm stability, we observe 
a marginal distinction between the control agent with and without context-awareness. In 
this case, the context-aware-enabled agent is best in 55% of scenarios, with significance 
recorded in 18%.

5.3  Herding efficiency

Our final perspective is herding efficiency, which captures the physical movements of the 
agents and the herd in the system; results are depicted in Table 11. The first metric is the 
total swarm distance moved, measuring the cumulative path distance from Pt=0

Π
 to Pt=T

Π
 . We 

calculate Pt
Π
= 1∕N

∑N

i=1
Pt
�i

 . We observe statistical significance across all scenarios, with 
the control agent without the context-aware system minimising the total distance travelled 
by the swarm. Comparing the settings with and without context-awareness, we note that 
the context-aware system results have a significantly lower deviation in the distance trav-
elled per scenario ( Z = 2.63, p < 0.01 ). This is an important finding in our work concern-
ing system energy utilisation. In a physical robotic system, it is crucial to ensure that 
energy use is predictable, enabling performance guarantees to be placed on the system. 
Whilst a control agent with our context-awareness system increases the distance that the 
swarm travels, the empirical variance is stable between scenarios. The control agent with-
out context-awareness observes a standard deviation that approximately equals the magni-
tude of the mean distance travelled (see S5 for example), with a lower bound approaching 
that observed for the control agent with context-awareness. The increased total swarm dis-
tance travelled of the context-aware system relates to the objective of this control agent to 
maintain a cohesive swarm. In the classic model, the agent is only concerned with the rela-
tive position of the centre of mass for the swarm and the goal. The second factor of further 
consideration here is regarding the control agent type implementation, particularly that for 
the control agent without context-awareness as defined conditions for �2 must be met prior 
to the execution of �1.

Our second metric is the control agent’s total distance travelled, calculated as per the 
swarm total distance travelled, however utilising only P� . For this metric, we see the statis-
tical significance in only one scenario; for all other settings, the total distance each agent 
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type moves is approximately the same. Our third metric is mission speed, in which we 
observe significance in over 90% of scenarios, with the context-aware-enabled agent dem-
onstrating higher speed over different scenarios. Our final metric is the mission completion 
rate. This metric provides insight into the efficiency of the control strategy, mainly when 
the mission is unsuccessful. The control agent with a context-awareness system achieves 
the best performance in 90% of scenarios, although the significance is recorded in only 
36%.

5.4  Discussion

We focus on synthesising results across the three lenses of mission effectiveness, control 
effectiveness, and herding efficiency, drawing insight from the metrics discussed earlier 
in this section. Our first discussion considers the relationship between mission length 
and the total swarm distance moved, considering each metric independently provides an 
understanding of the lenses we discussed previously. However, when compared directly, 
we observe where the shorter mission length is associated with further total distances 
moved, particularly where the control agent is augmented with the context-aware system. 
We found a strong negative correlation between mission length (all trials) and the swarm 
total distance moved for the control agent with context-awareness ( r(9) = −0.8, p < 0.01 ) 
and no significant correlation for the control agent without context-awareness 
( r(9) = 0.02, p > 0.05 ). Similar results are observed for mission length (successful trials) 
and the total swarm distance moved. We found a strong negative correlation for the con-
trol agent with context-awareness ( r(9) = −0.77, p < 0.01 ) and no significant correlation 
for the control agent without context-awareness ( r(9) = −0.05, p > 0.05 ). The statistically 
significant correlation for the control agent with context-awareness is unexpected as previ-
ous studies report that the likelihood of success decreases proportionally with the mission 
length (Strömbom et al., 2014), suggesting that the longer the mission continues, the lower 
the success rate will be. Further investigation is required to understand the nature of the 
relationship between the swarm’s total distance moved and the mission length.

One possible way to consider this outcome is to develop insight into this phenom-
enon when considering the distinct mission speeds. For the control agent with context-
awareness, there exists a strong negative correlation between mission length (all trials) 
and mission speed ( r(9) = −0.97, p < 0.001 ) and between mission length (successful tri-
als) and mission speed ( r(9) = −0.95, p < 0.001 ), as well as a solid positive correlation 
between swarm total distance moved and mission speed ( r(9) = 0.78, p < 0.01 ). On the 
other hand, for the control agent without a context-aware system, these results hold in the 
case of all trials ( r(9) = −0.98, p < 0.001 ) are weak negative correlated for successful tri-
als ( r(9) = −0.39, p > 0.05 ), although no significant correlation exists between the total 
swarm distance moved and mission speed ( r(9) = −0.06, p > 0.05 ). The strong negative 
correlation between mission speed and mission length metrics is expected for the control 
agent with context-awareness. This intuitively can be interpreted that the faster an agent 
moves the swarm, the less time the mission will take.

We hypothesise that the difference between the control agent with and without con-
text-awareness is due, in part, to frequency behaviour modulation. For the agent without 
context-awareness, a stall distance exists when a control agent becomes too close to any 
swarm agent (Perry et al., 2021).

We introduce behaviour parameterisations to address the stall distance gap by maintain-
ing the selected action modulation point invariant any �i response. As the control agent 
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without context-awareness does not have this capability and will stall when within a certain 
distance to a swarm agent, behaviour parameterisations could account for the incongruent 
observations between mission length and total swarm distance moved.

Our second point of discussion centres on the mean number of separated �i from the 
giant Π cluster. Our initial expectation was that the control agent with context-awareness 
would result in a statistically significantly lower (i.e. better) mean number of separated 
swarm agent as a function of the number of decision changes the control agent makes. 
Recall that in the context-aware setting, the upper bound of this rate is modulated. Correla-
tion analysis reveals a weak, non-significant correlation between these features for either 
the control agent with ( r(9) = 0.30, p > 0.05 ) or without ( r(9) = 0.30, p > 0.05 ) the con-
text-awareness system. We postulate that the introduction of L in Eq. 3 may contribute to 
an increase in separated swarm agent as we allow drive actions to occur prior to the behav-
iour transition threshold. What this means is that for the agent with the context-aware sys-
tem, we change the decision boundary to allow a drive action to occur prior to the bound-
ary condition being met for all members of the swarm. Whilst this does result in a greater 
number of separated swarm members, the overall mission length (all trials and successful 
trials) is significantly reduced. This outcome is expected as separated swarm agents may 
become isolated more easily for values of L ≤ 0.75 used in this study; investigation of sys-
tems with obstacles present is likely to provide further interesting results.

6  Conclusions and future work

Swarm control can be difficult due to the requirement to understand, control, and antici-
pate the expected responses of swarm members. Typically, environmental complexi-
ties with static decision models are used to evaluate swarm control model performance. 
These explorations often maintain the standard baseline model to evaluate its performance 
through a particular lens, such as where this model breaks down. We assert that environ-
mental influences that still impact the swarm agents continue to manifest as recognition 
and control problems for the swarm agent. By focussing on the individual agents within the 
swarm, their characteristics become the situations we identify. This enables us to determine 
the impact of the characteristic changes at individual or collective levels without specifying 
the properties of the surrounding environment.

In this paper, we have introduced a context-awareness system for a reactive shepherding 
control agent, demonstrating significant improvements in mission effectiveness. Our con-
text-awareness system is an information marker-based approach that focusses on the struc-
turing and organisation of information to understand disparate contexts and situations of a 
swarm. The context-awareness system is a decision algorithm that focusses the attention 
of the swarm control agent on particular aspects of the swarm, reducing the search space 
of possible behaviours in response to the actions of the swarm. To enable this system, we 
conduct a systematic behaviour study that investigates the applicability of disparate control 
actions across distinct homogeneous and heterogeneous scenarios.

There are several avenues of future work to refine our context-awareness system whilst 
building on the architecture presented. The first is related to the selection of the decision 
model. The implemented context-awareness decision model is a rule-based reasoning 
engine. Further research is required to select and evaluate alternative decision models suit-
able for the deployment of robotic platforms, particularly in settings where sensor noise 
will perturb normal system operations. The second avenue of future work is to study the 
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impact of incorrect context. In this work, we used a closed system with a static environ-
ment, defined agent types, and declared goal location. In real-world settings, this informa-
tion may not always be available to an AI control agent, for instance, where a new type of 
agent in the swarm is present. In a shepherding setting, this could be the evaluation of het-
erogeneous flocks with agents not previously observed. A third avenue is to investigate the 
development of distributions of each metric for the context-aware control agent. This could 
provide the context-awareness system with the ability to predict, in advance, the likelihood 
of success. The final avenue of future work is to consider adaptation and learning in the 
swarm and its effect on the control agent’s strategy. It is well established in biological set-
tings that cognitive agents adapt and learn over time. However, these impacts remain open 
questions for swarm research.
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