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Introduction

The extinction risk of a species is linked, among other 
factors, to its limited plasticity and capacity to adapt to 
rapid changes in environmental factors (e.g., temperature 
or precipitation; Walther et al. 2002). Slow adaptation to 
change (i.e., physiological and genetic responses) could 
be yet another limitation of species included in some risk 
categories (Bradshaw 1965; IUCN 2017), because some 
environmental variables fluctuate faster than the generation 
period of many species (Clements et al. 2004), which could 
result in a late genetic response and restricted geographic 
distribution.

Identifying variables that limit or enhance the presence 
or abundance of species with high conservation or eco-
nomic values is a valuable step in characterizing their habitat 
(Antúnez et al. 2017b), given the complex task of elucidat-
ing the behavior of each species in a multidimensional space 
(Hutchinson 1957; Zhu et al. 2021). Such information is 
essential for adequate monitoring of natural populations of 
high ecological, social, economic or any other value (NOM-
059 2010), for designing and promoting rational use and 
conservation actions, such as assisted migration in the face 
of progressive changes in the environment (Rice and Emery 
2003; Sáenz-Romero et al. 2012; Gómez-Ruiz et al. 2020).

At present, information concerning sensitivity of prior-
ity species for conservation (endemic, danger of extinction 
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or rare) to the individual fluctuations of some covariates 
is insufficient. For example, it is not known which of the 
species listed in the Official Mexican Standard for native 
species in a given risk category (NOM-059 2010), or in the 
IUCN Red List, are the most vulnerable to changes in the 
precipitation regime of any specific period of the year (e.g., 
April–September, the growing season precipitation), or to 
the reduction of the global average precipitation, which 
seems to be up to 3% in subtropical land areas (Watson and 
Albritton 2001). Nor has the response of these species to the 
change of a temperature variable been described (e.g., the 
minimum or maximum temperature of the warmest month).

A methodological approach which reinforces the biogeo-
graphic knowledge of plants, including the fundamental eco-
logical niche, is the correlational study between bioclimatic 
variates and an abundance indicator (Soberón et al. 2017). In 
this context, studies related to species distribution and abun-
dance are often approached mainly from two perspectives: 
(i) physical-geographical space and (ii) non-physical space 
(Hutchinson 1957; Colwell and Rangel 2009), which cor-
respond to the “area of distribution” and “ecological niche” 
in species distribution models (SDM) (Soberón et al. 2017).

In this study, we analyzed 25 species of trees and shrubs 
of high conservation priority in Mexico (endemic, rare, 
endangered or subject to special protection) and a total 
of 25 climatic and physiographic variables. The relative 
abundance relationships of each species and environmental 
variables were examined by identifying different statistical 
association indicators. To this, several analytical techniques 
were used, including covariation analysis by permutations, 

Boruta wrapper algorithm, multivariate analysis and regres-
sion analysis. The selected techniques provide quantitative 
indicators of the possible degree of individual incidence of 
the variables on the relative abundance of the species from 
different perspectives, including the strength and direc-
tion (positive or negative) of the relationship between the 
variables studied and an index or importance value of each 
predictor.

Materials and methods

Sampling area and data collection

We utilized data from 3610 sampling units (clusters), 
which were collected by the National Forestry Commission 
(CONAFOR) during the National Inventory of Forests and 
Soils (INFyS) for the 2004 − 2009 period. These sampling 
units were stratified and systematically distributed, trying 
to cover the most important wooded areas of Mexico. Each 
main sampling unit (cluster) consisted of four subunits of 
400   m2 each; the clusters were equidistantly distributed 
every 5 km in temperate zones and tropical and subtropical 
regions, every 10 km in semi-arid communities and every 
20 km in dry regions (CONAFOR 2009). Sampling and data 
record details on the main units and subunits can be found 
in the National Forest Inventory manual (CONAFOR 2009) 
(Fig. 1).

Fig. 1  Network of sampling 
units, where at least one of 
the 25 species studied were 
observed. This map is an 
adaptation of the potential 
vegetation map for Mexico by 
Rzedowski (1990), published 
by the National Commission 
for the Knowledge and Use of 
Biodiversity (CONABIO 2001)



1211Main environmental variables influencing the abundance of plant species under risk category  

1 3

Species and variables studied

A total of 25 species of high conservation value and classi-
fied in some risk category by the Official Mexican Standard 
(NOM-059-SEMARNAT) were selected (NOM-059 2010). 
Seventeen of the studied species (68%) appear also in one of 
the categories of the red list of the IUCN (2017) (Table 1).

Twenty-five explanatory variables were modeled, 
including maximum, minimum and average temperatures; 
precipitation at specific periods; freezing dates; and some 
physiographic variables (Table 2). We obtained the cli-
matic variables for each sampling plot from the USDA 
Forest Service Rocky Mountain Research Station Modeler 
(Rehfeldt 2006; Rehfeldt et al. 2006), which uses climate 
data for a 30-year period (1961−1990), with records of 
over 6000 weather stations in Mexico, South America, 
Guatemala, Belize and Cuba (Rehfeldt 2006; Crookston 

et  al. 2008; Sáenz-Romero et  al. 2010). The average 
slope of the terrain, the geographic aspect and elevation, 
important factors in the species’ distribution (Kebede et al. 
2013), were registered in the field (CONAFOR 2009) 
(Table 2). To integrate geographic exposure into quanti-
tative analyses, each geographic orientation of the main 
sampling plot was coded with numbers from one to nine: 
zenith = 1, north = 2, south = 3, east = 4, west = 5, north-
east = 6, southeast = 7, northwest = 8 and southwest = 9. 
Numerical coding was done during the gathering of field 
information (CONAFOR 2009).

In this study, the relative population density per plot 
was used as an indicator of the abundance, whose value 
was obtained by dividing the number of individuals 
recorded in each plot of a given species by the total num-
ber of individuals of that species in all plots (Brower et al. 
1998).

Table 1  Species studied, 
their classification categories 
according to the NOM-059 and 
the IUCN list, and vegetation 
type based on the climatic 
region

A is threatened; Pr, subject to special protection; P, danger of extinction; A-E, threatened and endemic; 
Pr-E, subject to special protection and endemic; P-E, in danger of extinction and endemic; DD, data defi-
cient; NT, near threatened; VU, vulnerable, LC, least concern; EN, endangered; SWR, species of tropical 
or warm regions; STR, species of temperate regions; SDR, species of dry regions. Important: Because the 
IUCN platform is continually updated, it is possible that the categories presented in Table 1 do not coincide 
with the IUCN categories

Species NOM-059 
category

IUCN red list 
category

Vegetation type

Astronium graveolens Jacq A DD SWR
Avicennia germinans L A LC SWR
Bursera coyucensis Bullock Pr SWR
Cedrela odorata L Pr VU SWR
Conocarpus erectus L A LC SWR
Cryosophila argentea Bartlett A NT SWR
Dioon edule Lindl P-E NT SWR
Guaiacum coulteri A. Gray A-E LC SWR
Guaiacum sanctum L A EN SWR
Guatteria anomala R. E. Fr A NT SWR
Laguncularia racemosa (L.) C.F. Gaertn A LC SWR
Licania arborea Seem A SWR
Rhizophora mangle L A-E LC SWR
Sideroxylon capiri (A.DC.) Pittier A NT SWR
Tabebuia chrysantha (Jacq.) G. Nicholson A SWR
Thrinax radiata Lodd. ex Schult. & Schult.f A SWR
Vatairea lundellii (Standl.) Killip ex Record P SWR
Carpinus caroliniana Walter A LC STR
Cupressus lusitanica Mill Pr LC STR
Litsea glaucescens Kunth P STR
Pinus quadrifolia Parl. ex Sudw Pr LC STR
Pseudotsuga menziesii (Mirb.) Franco Pr-E LC STR
Tilia americana var. mexicana (Schltdl.) Hardin P STR
Lophocereus schottii (Engelm.) Britton & Rose Pr-E SDR
Olneya tesota A. Gray Pr NT SDR
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Data analyses

Pearson, Kendall and Spearman correlations analyses; prin-
cipal component analysis (PCA); linear regression analyses 
(LRA); regression trees by random forest (RA-FOR); Boruta 
wrapper algorithm (BA); and a measure of covariation (C) 
were used as described by Gregorius et al. (2007) and Gil-
let and Gregorius (2008). In this last method, with 10,000 
permutations, the abundance of each species was correlated 
with each of the variables, assuming the rest remained con-
stant. The importance of the selected methods lies in (1) 
providing quantitative indicators on the strength and direc-
tion (positive or negative) of the relationships between the 
variables studied; (2) identifying those that explain the high-
est percentage of variability in the data of interest; and (3) 
providing values or indices of importance based on learning 
algorithm.

According to Kursa and Rudnicki (2010), the Boruta 
algorithm iteratively compares the importance of certain 
attributes with the importance of shadow attributes, which 
are created by shuffling the original ones. With the PCA, 

we identified the variables that explained the highest per-
centage of variability in the data (Dormann et al. 2007). 
We used a regression analysis to identify evidence of a 
causal relationship, but the results were not robust, and 
therefore, are not reported here. Likewise, the correla-
tion coefficients of Pearson, Kendall and Spearman were 
excluded because they were not significant. All analyses 
were done using R ver. 3.4.0 (R Core Team 2017).

Selection in RA-FOR was based on values from a sta-
tistical dispersion measure called the Gini coefficient or 
Gini index (Cutler et al. 2007). This index is effective and 
simple to estimate, and its value not only focuses on the 
heterogeneity reduction produced by a given variable, but 
also makes a correction to the bias produced in the model 
(Sandri and Zuccolott 2008). High Gini index values indi-
cate a greater contribution of a given independent variable 
to explain the variation of the dependent variable (Cut-
ler et al. 2007; Sandri and Zuccolotto 2008; Breiman and 
Cutler 2017). In the Boruta algorithm, the variables were 
filtered by the variable importance measure (VIM) (Kursa 
and Rudnicki 2010).

Table 2  Variables used as predictors in the analyses performed for this study

SD is standard deviation; Min, Minimum; Max, Maximum; Sk, Skewness value. Degree-days are sums of temperature above or below a thresh-
old value. Calculations for degree-days, freezing dates and temperature for specified period were described by Rehfeldt (2006)

Variable Acronym (unit) Min Max Mean SD Sk

Elevation above sea level ELEV (m) 1.00 3271.00 418.60 684.10 2.16
Mean slope of terrain ASL (%) 0.00 100.00 13.89 20.34 1.74
Dominant geographical aspect ASP 1.00 9.00 3.21 2.69 0.90
Mean annual temperature MAT (°C) 8.30 28.40 23.46 4.15  − 1.87
Mean annual precipitation MAP (mm) 70.00 4486.00 1159.83 578.47 1.21
Growing season precipitation (April-September) GSP (mm) 22.00 3153.00 808.93 417.04 1.12
Mean temperature in coldest month MTCM (°C) 2.50 27.50 19.72 5.31  − 1.44
Mean minimum temperature in coldest month MMIN (°C)  − 6.70 20.70 12.87 6.20  − 1.37
Mean temperature in warmest month MTWM (°C) 12.40 32.80 26.77 3.49  − 1.99
Mean maximum temperature in warmest month MMAX (°C) 17.90 40.90 33.81 3.33  − 1.42
Julian date of last freezing date of spring SDAY (Day) 0.00 182.00 16.82 35.53 3.02
Julian date of first freezing date of autumn FDAY (Day) 254.00 365.00 355.05 21.54  − 2.98
Length of frost-free period FFP (Days) 83.00 365.00 337.28 56.05  − 2.88
Degree-days > 5 ºC based on mean monthly temperature DD5 (Degree-Days) 1530.00 8409.00 6684.13 1449.55  − 1.83
Degree-days > 5 ºC accumulating within frost-free period GSDD5 (Degree-Days) 589.00 8431.00 6505.53 1659.20  − 1.85
Julian date for sum of degree-days > 5 ºC reaches 100 D100 (Degree-days) 5.00 85.00 10.10 12.18 3.93
Degree-days < 0 ºC based on mean monthly temperature DD0 (Degree-days) 0.00 79.00 1.40 7.24 6.27
Degree-days < 0 ºC based on mean minimum monthly temperature MMINDD0 (Degree-days) 0.00 1294.00 48.30 184.37 4.37
Summer precipitation balance: (Jul+Aug+Sep)/(Apr+May+Jun) SMRPB 0.59 53.33 4.15 5.59 3.03
Summer/Spring precipitation balance: (Jul+Aug)/(Apr+May) SMRSPRPB 0.19 137.00 8.87 14.58 3.44
Spring precipitation: Apr+May SPRP (mm) 0.00 433.00 104.93 64.35 -0.11
Summer precipitation: Jul+Aug SMRP (mm) 3.00 1515.00 343.34 182.50 1.71
Winter precipitation WINP (mm) 12.00 1146.00 196.12 123.59 1.79
Annual dryness index: sqrt(DD5)/MAP ADI 0.02 1.09 0.10 0.11 4.02
Growing season dryness index: sqrt(GSDD5/MAP) GSDI 0.02 3.46 0.17 0.25 6.24
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For evaluating if the high importance variables are 
the same in different types of vegetation, they were cat-
egorized into four groups: (1) Variables with strong evi-
dence; those occupying the first five places when sorted 
in descending order of importance in four analyses tech-
niques. (2) Variables with medium evidence; those that, 
sorted in descending order, occupied the first five places 
according to the order of importance in three analyses 
techniques. (3) Variables with poor evidence; those occu-
pying the first five places when sorting them in descending 
order in one or two techniques. (4) Variables with very 
poor evidence; those that did not appear among the first 
five places in order of importance in any of the techniques 
tested or that were not statistically significant.

Results

What variables showed the highest importance indexes?

The order of importance of the variables differs for each 
species and vegetation type. For example, according to 
the random forest method ELEV and ASL were detected 
as high-relevant variables for Cryosophila argentea (a 
tropical species), Olneya tesota (a dry region plant) and 
for Pseudotsuga menziesii (a temperate species) (Fig. 2; 
Table S1). In contrast, variables showing weak evidence 
of relationship to the relative abundance of these spe-
cies were: MMINDD0, D100 and DD0 (Table S1). When 
removing ELEV from the analyses, assuming that it could 
dilute the contribution of other variables, very few changes 

in the order of importance were observed in most cases 
(Table S2). Most of the replacements or alterations were 
observed in the results of the random forest method. Even 
so, 76% of the species retained at least three of the first 
five variables that headed the order of importance (Tables 
S1 and S2).

What types of relationships were observed?

In most cases, poor linear relationships were observed 
among the variables and the relative abundance of the spe-
cies, showing small coefficients or being not significant 
(P > 0.05). Regardless of the degree of correlation, most 
of the coefficients were positive. For example, the abun-
dance of Carpinus caroliniana, Astronium graveolens and 
C. argentea were negatively correlated with GSP (Fig. 3a 
and b). However, in some species, such as Tilia americana 
(var. mexicana), P. menziesii or Thrinax radiata, a positive 
correlation was observed among the same variable and the 
relative abundance (Fig. 3a and b).

Was any pattern of response identified?

The individual effect of each variable changed in both 
intensity and magnitude, contrasting in many cases 
(Table S4), even when comparing among species of the 
same vegetation type, as in the case of C. caroliniana 
whose response was negative to variation in summer pre-
cipitation (SMRP), while P. menziesii showed a positive 
relation to SMRP (Fig. 3a; Table S4).

In a species-by-species assessment based on the PCA 
results, variables GSDD5 and DD5explained the highest 
percentage of variability in the data, followed by MAP, 
GSP and ELEV, which usually appear among the first 
five most important variables in the first dimension of 
the principal components, accounting for over 80% of the 
studied species (Fig. 4a and b; Table S3).

When valuing the results of all the analyses techniques 
applied in this work, excluding ELEV (an underlying cli-
mate factor), there is strong evidence that MAP, GSDI, 
SMRP, FFP, SPRP, WINP, GSP, GSDD5 and DD5 had 
influence more on the species that grow in the tropical 
and warm regions. The measure of heating degree-days 
above 5  °C, SMRP, GSP, MAP, MTCM, MMAX and 
SDAY showed medium evidence on the species belonging 
to the temperate forest, while MMIN and MMAX were 
the most relevant for species from dry regions, although 
for this latter case, the evidence was moderate (Tables 
S1, S2, S4).

Fig. 2  The five variables with the highest values of importance 
according to random forest method for Cryosophila argentea, Olneya 
tesota and Pseudotsuga menziesii. The lines at the top of the bars are 
standard errors. ELEV is elevation above sea level; ASL, average 
slope of the terrain; GSDI, growing season dryness index; SDI, sum-
mer dryness index (GSDD5)0.5/GSP; MAP, mean annual precipita-
tion; PRATIO, GSP/MAP; WINP, winter precipitation
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Discussion

Response of the species to unitary change in variables

Considering the changing global climate, it is important 
to diagnose the spectrum of variables that will enhance or 
inhibit the decline in plant diversity, from a unitary and mul-
tivariate perspective. The results suggest that the variation of 
some variables can positively influence the abundance of a 
species and also affect other species of the same ecological 
affinity (Figs. 3 and 4a; Tables S1, S3 and S4). For example, 
with an increase in the precipitation from April to September 
(GSP), the most favorably affected tropical species, among 
those studied, would be Astronium graveolens, Avicennia 

germinans and Vatairea lundellii with absolute values of 
C equal to or greater than 0.94 (Table S4). On the contrary, 
the same variable has a poor correlation with the abundance 
of Guaiacum sanctum, Sideroxylon capiri or Olneya tesota 
(absolute values of C equal to or less than 0.22) (Table S4), 
which confirms that each climatic variable affects, in a dif-
ferent magnitude and intensity, the presence or abundance of 
a species (Thuiller et al. 2004; Toledo et al. 2012; Martínez-
Antúnez et al. 2013).

Similarly, the correlation values of species abundances 
regarding the different temperature records (minimum, max-
imum and average) fluctuated, suggesting that, if a causal 
connection exists, it is irregular, heterogeneous without a 
defined single tendency (Table S4). For example, although 

Fig. 3  a Representation of the 
summer precipitation (SMRP), 
elevation above sea level 
(ELEV) and growing season 
precipitation (GSP) in the facto-
rial plane for three species of 
temperate regions; b representa-
tion of the mean temperature 
in the coldest month (MTCM), 
growing season precipitation 
(GSP) and mean annual precipi-
tation (MAP) in the factorial 
plane for three species of tropi-
cal regions, with their respective 
correlation coefficients based 
from the measure of covariation 
with 10,000 permutations

Fig. 4  Two-dimensional PCA ordination of the first two principal 
components as a function of the explanatory variables: a results for 
Carpinus caroliniana, Pseudotsuga menziesii and Tilia americana, 

and b results for Astronium graveolens, Cryosophila argentea and 
Thrinax radiata. The ellipses show the covariance structure for each 
species, while the vectors show the projections of the original data



1215Main environmental variables influencing the abundance of plant species under risk category  

1 3

most correlation coefficients were small, increasing MTCM 
would negatively affect A. graveolens, A. germinans or Bur-
sera coyucensis (a negative and significant correlation was 
found), but would positively affect the relative abundance of 
V. lundellii, Lophocereus schottii or Cryosophila argentea 
(Table S4).

Role of variables from a multivariate perspective

When all the environmental variables were included in 
the analyses, we could not determine clearly whether the 
abundance increased or decreased as the value of a vari-
able changed. Such was the case for the variables related to 
the amount of heat available (important for the growth and 
development of plants species) based on mean monthly tem-
perature above 5 °C (GSDD5 and DD5), which appear in the 
first group of components of the PCA accounting for more 
than 95% of the species (Table S3), but their contributions 
in the random forest models and the correlation coefficients 
were not always significant (Tables S1, S4). Instead, winter 
precipitation (WINP), mean annual precipitation (MAP) and 
the physiographic variables, showed signs of a high causal 
relationship on at least 32% of the total species studied, 
according to the random forest.

Therefore, a single and categorical conclusion cannot be 
made from the multivariate analyses because their results 
do not always coincide. This result might be due to the fact 
that each method is based on different assumptions and that 
each method assesses a species’ response to variation in 
predictors from different perspectives. For example, PCA 
is designed to identify the variables that explain the high-
est percentage of variability of the data from a multivariate 
perspective excluding autocorrelation, and RA-FOR tries 
to detect the most relevant variables of a random vector 
whose selection is based on the degree of contribution of 
each variable to decrease the error, assuming that each one 
is independent of the other.

The negligible contribution of the values of the index 
of the amount of heat available calculated from the tem-
perature above 5 °C in most of the random forest models 
(unlike PCA analysis), might suggest an indirect effect or a 
nonlinear relationship. In similar studies, using correlative 
models, DD5 has been reported as one of the most impor-
tant climatic variables for several species of ecological or 
economic interest, such as Agave cupreata (Sáenz-Romero 
et al. 2010) or Pinus strobiformis, Pseudotsuga menziesii 
and Pinus arizonica (Martínez-Antúnez et al. 2013).

Other tools that may be applied are the regression tech-
niques excluding the collinearity, spatial and temporal auto-
correlation (Raxworthy et al. 2003; Martínez-Meyer and 
Peterson 2006), but it is very probable that each technique 
will continue to give different results. So, the methods where 
a single environmental variable is included (under a scenario 

of absence of spatial and temporal autocorrelation) could be 
more useful, in certain cases, to identify the degree of asso-
ciation or correspondence between two variables. Table S4 
shows the variables that have high correlation (positive or 
negative) with each of the species. Certainly, combination of 
methods (univariate and multivariate) might give a broader 
and clearer panorama on the relationship among each of the 
most relevant environmental variables and the abundance 
of species (Ter Braak 1986; Thuiller et al. 2004; Martínez-
Antúnez et al. 2015).

Considerations and possible applications

In this study, we tried to reduce the probability of a variable 
being misclassified as a high importance variable (Tables 
S1–S4) by contrasting the results of several techniques 
simultaneously, since all models have limitations and they 
each have a degree of uncertainty (Antúnez et al. 2017a). 
For example, a correlative model does not take into account 
variable interactions or human activities that are increasingly 
common (Hunter 2007; Crowther et al. 2015). In addition, 
the level of incidence that human activities have on each spe-
cies (in quantitative terms) is unknown, making it difficult to 
include them in the models with the appropriate weighting.

Likewise, there are other factors not taken into account, 
such as the properties of the soil and other physiographic 
variables (Berg and Smalla 2009; Webb and Peart 2000) and 
the presence/absence of invasive plants, which in many cases 
also play an adverse role for native populations in danger of 
extinction (Mooney and Cleland 2001; Traveset and Rich-
ardson 2006), although the intensity of affectation varies 
by species (Gurevitch and Padilla 2004). Furthermore, the 
presence or absence of factors and elements can enhance 
or inhibit the impact of a variable and cause a chain reac-
tion, like a change in the regional pluviometric regime as a 
result of fluctuations in continental precipitation (Watson 
and Albritton 2001).

At present, Mexico is home to globally significant biodi-
versity (Sarukhán et al. 2015). To sustain this biodiversity in 
the long term, the findings reported here could contribute to 
forming a scientific basis for strengthening the conservation 
actions and strategies implemented by the National Com-
mission of Natural Protected Areas of Mexico. The inclu-
sion of more taxa, listed in NOM-059 (2010) and IUCN red 
list, in the Action Programs for the Conservation of Species 
(PACE) is a pertinent action strategy, prioritizing those that 
are sensitive to extreme temperature variations, as they are 
most at risk in the face of climate change (Mo et al. 2019). 
For example, A. graveolens, A. germinans, V. lundellii, L. 
schottii and Guaiacum coulteri all showed signs of high sen-
sitivity to changes in the average temperature in both the 
coldest month and the warmest month (Table S4).
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Current action programs, in particular the Program for 
the Conservation of Species at Risk (PROCER), might also 
consider aspects like the most relevant variables based on 
the values or indices of importance, the types of associations 
(increasing, decreasing, linear or curvilinear), and environ-
mental values where the maximum probability of abundance 
occurs (Antúnez et al. 2017b; Antúnez 2021) to characterize 
and delineate current habitats and identify places susceptible 
to be occupied in the future. In general, the identification 
of the most important variables for the abundance of plants 
classified in some risk category is an important step in defin-
ing their actual environmental tolerance (Table S1, S2, S4) 
and could be used as a preliminary indicator of species’ sen-
sitivity to climate change (Hannah et al. 2002).

Conclusions

Our findings reveal that, the most important variables for 
most species, regardless of the type of forest they belong 
to—and excluding altitudes—are the amount of precipita-
tion in specific periods (mainly winter precipitation, grow-
ing season precipitation, and mean annual precipitation), the 
average slope of the terrain, and the dominant geographi-
cal aspect. We observed a significant change in the order 
of appearance of the variables (in their descending order), 
according to the values of importance of each method, but 
without a clear and conclusive pattern for each vegetation 
type, was because of the low number of species analyzed for 
some vegetation types (temperate forest and dry climate). 
Therefore, continuing and future efforts to find, conserve 
or enable suitable habitats (natural or artificial) for these 
species should focus on the variables with strong evidence 
of an impact on each species, taking into account both the 
analyses from a multiple perspective (Tables S1, S3) and the 
univariate results (Table S4).
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