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Type 300 austenitic stainless steel manufactured by hot isostatic pressing (HIP) has recently
been shown to exhibit subtly different fracture behavior from that of equivalent graded forged
steel, whereby the oxygen remaining in the component after HIP manifests itself in the austenite
matrix as nonmetallic oxide inclusions. These inclusions facilitate fracture by acting as
nucleation sites for the initiation, growth, and coalescence of microvoids in the plastically
deforming austenite matrix. Here, we perform analyses based on the Rice–Tracey (RT) void
growth model, supported by instrumented Charpy and J-integral fracture toughness testing at
ambient temperature, to characterize the degree of void growth ahead of both a V-notch and
crack in 304L stainless steel. We show that the hot isostatically pressed (HIP’d) 304L steel
exhibits a lower critical void growth at the onset of fracture than that observed in forged 304L
steel, which ultimately results in HIP’d steel exhibiting lower fracture toughness at initiation and
impact toughness. Although the reduction in toughness of HIP’d steel is not detrimental to its
use, due to the steel’s sufficiently high toughness, the study does indicate that HIP’d and forged
304L steel behave as subtly different materials at a microstructural level with respect to their
fracture behavior.
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I. INTRODUCTION

HOT isostatic pressing (HIP) is a component man-
ufacturing technique that employs the use of high
temperature and isostatically controlled pressure to
consolidate metal alloy powder of desired chemistry
into bulk metal under an inert (usually argon) atmo-
sphere.[1–3] A good analogy to this is when a child forms
a snowball with their hands.[4] The most significant
advantage of HIP over more conventional forging and
casting lies within its ability to produce components
with increasingly complex geometries, commonly
referred to as near-net shape, since the consolidation
of metal powder occurs within a prefabricated vessel, the
shape of which governs the geometry of the HIP’d
component.[5,6] This increased design freedom allows the
direct production of, for example, pipes with several
T-piece junctions, nozzles, and elbows, without the need
for additional machining or welding of subsequent
components.

The potential to reduce welded joints from compo-
nent manufacture is beneficial on several levels: the
ability to avoid welding issues such as the risk of hot
cracking, problems associated with having several

metallurgical zones (fusion line, heat-affected zone) in
a single component, and weld residual stresses, which
can provide the driving force for crack growth. Not
having to perform the welding procedure in the first
place also reduces the manufacturing time and, there-
fore, costs. In addition, the homogeneous and isotropic
microstructure and smaller grain size produced by HIP
lends itself better to nondestructive examination tech-
niques, since the smaller grains interfere less with the
ultrasonic inspection.[7]

In terms of mechanical properties, HIP typically
produces material with a higher yield stress and ultimate
tensile strength compared to equivalently graded forged
material, which is generally attributed to the smaller
grain size and isotropic nature of the HIP microstruc-
ture.[7] However, the authors recently showed that
HIP’d steels exhibit a slight reduction in impact tough-
ness over a substantial temperature range.[8–10] This has
been attributed to the observation that HIP’d austenitic
steel typically contains oxygen concentrations over an
order of magnitude higher than those of ‘‘chemically
equivalent’’ graded forged material. This significant
increase in oxygen is thought to arise as a result of
powder surface oxidation during one, or several, of the
many HIP stages, beginning with gas atomization of the
initial powder, during handling and storage of the metal
powder, to filling of the canister. Despite the HIP
procedure being performed under an inert atmosphere,
the several stages prior to the actual HIP of the
component currently make it extremely challenging to
produce material that has less than 100 ppm oxygen in
the bulk as-HIP’d material. For reference, the forged
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steels we have tested previously contained between 15
and 25 ppm oxygen,[8,9] typically an order of magnitude
lower.

We have previously shown that this excess oxygen
manifests itself as a fine array of nonmetallic oxide
inclusions distributed homogeneously within the austen-
ite matrix.[9] Since ductile failure mechanisms operate
via the initiation, growth, and coalescence of microvoids
in a plastically deforming matrix,[11–13] it follows that an
increase in initiation site volume fraction within the
matrix results in a greater number of nucleated voids
and, more significantly, a reduced distance over which
microvoids are able to grow under an applied triaxial
stress before they coalescence with neighboring voids
and fracture prevails.[14] This results in lower impact
toughness since the HIP’d material falls prey to an
unzipping effect, whereby closely spaced voids, initiated
at oxide inclusions, grow and coalesce as the crack
propagates through the ligament ahead of the notch.
More widely spaced voids are able to grow over larger
distances before coalescence occurs with neighboring
voids; therefore, the onset of coalescence is governed by
void spatial distribution.

Numerical simulation of ductile failure in plastic
voided materials typically focuses on the void growth
process of the ductile failure mechanism,[15] the more
well-known constitutive micromechanics based models
being proposed by Rice and Tracey,[16] McClintock,[17]

Cockroft and Latham,[18] and Gurson.[19] The models
generally share a similar foundation: the growth analysis
of voids in a plastically deforming matrix under a
remotely applied strain field, thus expressing the growth
of a pore of radius R as a function of incremental
equivalent strain,[20] with the models differing mainly in
terms of the initial void size and geometry and their
fundamental mathematical description of how the voids
grow.

However, these models are often unable to completely
describe the entire ductile fracture process accurately,
and instead, fracture initiation (the point at which two
neighboring voids meet and coalesce) is assumed to
occur when a critical value of such a proposed void
growth parameter is reached.[13] This approach was first
proposed by McClintock[17] but has since been found to
be an effective method when applied to other models.

Here we have employed the use of finite-element
numerical models combined with the Rice–Tracey (RT)
void growth model to simulate and characterize the
critical conditions for ductile failure in the different
materials in terms of the critical (maximum) void growth
prior to fracture. This has been achieved by calculating
RT parameters in close proximity to the tip of the Charpy
V-notch (CVN) at crack initiation, as well as the evolution
of the RT damage parameter and the complete loading
history of the tests. All experimental Charpy data have
been acquired in a previous study,[8] and the Charpy
impact energies and geometric dimensions of the failed
Charpy specimens have been used herein.

In addition, we have performed experimental J-resis-
tance (J-R) fracture toughness testing of HIP and forged
304L, showing that previously reported results obtained
from Charpy testing are also observed in more detailed

fracture toughness testing performed at ambient tem-
perature, and that the effects of oxygen are not only
detrimental to a material’s resistance to crack propaga-
tion, but also a materials fracture initiation toughness.
We repeat the RT analysis of the critical conditions for
crack initiation in HIP and forged compact tension
(C(T)) fracture mechanics specimens.

II. EXPERIMENTAL

Mechanical testing was performed on HIP’d
(HIP304L) and forged 304L (F304L) austenitic stainless
steel. HIP’d 304L material was supplied by Areva and
forged 304L stainless steel by Creusot Forge et Creusot
Mécanique, Areva (Le Creusot, France). For HIP304L,
stainless steel grade 304L powder was heated from
ambient temperature to 1123 K (1150 �C) at a rate of
633 K (360 �C) h�1 and held at 1123 K (1150 �C) and
104 MPa for a period of 180 minutes. Post-HIP heat
treatment of HIP304L was performed by heating from
room temperature to 1343 K (1070 �C) at 633 K (360
�C) h�1, held for 280 minutes, and water quenched.
Forged 304L pipe was subjected to similar heat treat-
ment as the HIP materials (1343 K (1070 �C), for ca. 250
minutes) and water quenched.
The materials’ elemental compositions (weight per-

cent) and grain sizes are tabulated in Table I. Grain size
measurements were conducted in accordance with
ASTM E112-96.[21]

The C(T) specimens were machined in accordance
with ASTM A370 recommended[22] dimensions (60 9
60 9 25 mm), and the notch was machined by electrical
discharge machining (EDM). F304L C(T) specimens
were extracted from a pipe section and machined with
CR orientation, where C is the circumferential direction
and R is the radial direction. HIP C(T) specimens were
extracted from square blocks and machined with LT
orientation, where L is the longitudinal direction and T
is the transverse direction.
The round bar tensile test specimens were machined in

accordance with ASTM E8/E8M recommended[23]

dimensions, with a gage length of 50 mm, gage diameter
of 8 mm, and M10 thread. Tensile testing was con-
ducted at a displacement rate of 0.5 mm min�1. The
C(T) specimens were machined in accordance with
ASTM A370 recommended[22] dimensions (60 9 60 9
25 mm), and the notch was machined by EDM. F304L
C(T) specimens were extracted from a pipe section and
machined with CR orientation. HIP C(T) specimens
were extracted from square blocks and machined with
LT orientation.
Fatigue precracking of the C(T) specimens was

performed using five precracking stages and a maximum
stress intensity factor Kmax of less than 20 MPa m�1/2

during the final crack growth to a final nominal a/W of
0.55, in accordance with ASTM E1820.[24] The CT
specimens were then side grooved to 20 pct of the
specimen thickness using a 90 deg angle. Fracture
toughness data were obtained for both types of 304L
materials using the multispecimen J-R curve approach
of ASTM E1820 (a total of five to seven specimens were
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tested corresponding to each material). Each material
J-R curve was characterized using a power-law regres-
sion curve fit through the valid data points, in accor-
dance with the ASTM E1820,[24] and forced through the
point corresponding to maximum crack blunting, as
described later. Fracture toughness testing was con-
ducted in displacement control, with a load rate of 1 mm
min�1, until a sufficient clip gage opening was observed.
Specimens were heat treated at 913 K (640 �C) for ca. 1
hour following testing, in order to aid inspection of
crack starting measurements, and opened by post-test
fatigue, after which final crack lengths were measured
using a nine-point average quantified by an optical
microscope.

The C(T) specimens that exhibited the least amount of
stable crack growth (Da) were prepared for metallurgical
analysis by sectioning lengthways at the specimen mid-
section and perpendicular to the crack plane. Several
Charpy specimens were also prepared in this fashion. All
specimen sections were ground and polished in accor-
dance with the recommended procedures in ASTM
Practice E3-01[25] and lightly etched in 10 wt pct oxalic
acid. Electronmicroscopy was performed on the polished
sections using an FEI Quanta 650 environmental scan-
ning electron microscope (SEM) and an FEI Sirion SEM
(FEI Company, Oregon), both equipped with field
emission guns and electron backscattered diffraction
detectors. Scanning electron microscopy was performed
under vacuum using a 20 kV accelerating voltage and a
spot size of 4.0 nm, at a working distance of ca. 10 mm.
Fractographywas also undertaken on selected failedC(T)
and Charpy specimens, using SEM and optical imaging.

The geometry of the blunted crack tip was measured
using a Keyence VHX-5000 digital optical microscope
(Osaka, Japan), which is able to build up a three-di-
mensional (3-D) map of the fracture surface through a
series of two-dimensional (2-D) images. In order to
compare the crack blunting geometry to crack-tip
opening displacement (CTOD) values extracted from
the numerical models, the z-height measurement of the
blunted crack region was multiplied by two in order to
account for both sides of the crack. A minimum and
maximum threshold focus was set, through which the
microscope recorded several images at specific incre-
ments, stitching together the individual 2-D images to
produce a final 3-D image composed of all the in-focus
snapshots. This process was repeated over a defined area
of interest using a magnification 500 times. On the
generated 3-D image, 15 profile lines were drawn, which
spanned all stages of the fracture surface. An example of
a generated height profile is shown in Figures 1(a)
through (c).

III. RESULTS

A. Microstructural Analyses

Figure 2 shows micrographs of the sectioned C(T)
and Charpy specimens viewed just below the fracture
surfaces of both F304L and HIP304L materials. Ductile
damage, in the form of voids, was observed ahead of the
C(T) blunted crack tips in both HIP304L and F304L.
The void population extended to varying distances
ahead of the blunted crack tips. It was difficult to
accurately quantify the characteristic distance over
which void growth was observed ahead of the blunted
tip in each material, but the extent of visible damage in
the HIP material was found to be evident over a larger
distance (200 to 300 lm) ahead of the blunted crack tip
in comparison to that visible in the forged material
(<100 lm). In addition, concentrated ductile damage is
visible close to the blunted crack tip and generally
consists of fewer, larger voids in the forged specimen
(Figure 2(a)), in contrast to the HIP specimen
(Figure 2(b)), which exhibits a greater number of
smaller voids.
The differences in void characteristics are more appar-

ent in theCharpy specimens. F304L (Figure 2(c)) exhibits
fewer, larger voids within 300 to 400 lm ahead of the
deformed notch profile and within close proximity to
the fracture surface (<150 lm), whereas HIP304L
((Figure 2(d)) exhibits a greater number of voids, which
appear to be smaller in size. Both Charpy specimens
exhibit elongated void growth in the direction of maxi-
mum plastic strain, which is characteristic of extensional
void growth. In contrast, the C(T) specimens show
comparatively spherical void growth more characteristic
of ‘‘dilatational’’ growth, as a result of the high triaxial
stress state at the crack tip.

B. Ductile Void Growth Criterion Methodology

Finite-element models of the Cv and C(T) fracture
toughness specimens were used to implement a theoret-
ical void growth model for ductile materials given by
Rice and Tracey.[16] This approximate solution was
derived in relation to growth (termed dilation, D) of a
spherical void of radius R in an infinite solid under a
remotely applied radial strain rate and subjected to a
range of different stress states:

D ¼
_R

_eR
¼ 0:283 � exp

ffiffiffi

3
p

rm
2s0

 !

½1�

where _e is the remotely imposed strain rate, rm is the
hydrostatic stress, and s0 is the yield stress in shear.

Table I. Elemental Compositions of Tested Materials

Grain Size Cr Ni Mo Mn Si C O (ppm) N (ppm)

304L specimen (wt pct) — 18.5 to 20.00 9.00 to 10.00 — <2.00 <1.00 <0.035 200 —
forged 94 lm 19.402 9.648 0.345 1.654 0.573 0.027 15 817
powder (wt pct) — 19.2 9.44 — 1.37 0.74 0.022 110 —
HIP (wt pct) 27 lm 19.5 9.45 0.01 1.33 0.72 0.022 120 840
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Expression [1] was previously simplified during an
investigation by Beremin[26] using the following equation:

ln
R

R0

� �

¼ 0:283

Z

ecrit

0

exp
3rm
2req

� �

deeq ½2�

where R0 is the initial radius of a nucleated void, req is
the von Mises equivalent stress, and deeq is the incre-
ment of equivalent plastic strain.

The ratio of hydrostatic stress to von Mises equivalent
stress defines stress triaxiality. The parameter ln(R/R0)
in expression [2] was used as a void growth rate
parameter during this study. Herein this parameter will
be referred to as the Rice–Tracey (RT) parameter to
determine the predicted evolution of R relative to R0

using finite-element analysis. The Beremin group[14]

compared void growth measurements obtained from
metallographic samples with inclusion size measure-
ments and numerical predictions, and the present work
follows a similar methodology.

The RT model describes spherical growth of a single
void and does not account for extensional void growth,
the interactions between neighboring voids, nor does it
predict ultimate failure.[27]

During this study, a postprocessing subroutine was
developed to calculate ln(R/R0) at each load increment
of the analysis at integration points of FE models. Void
growth characteristics associated with the Charpy spec-
imen notch tip and fracture toughness specimen crack
tip were evaluated using extrapolated nodal quantities
of ln(R/R0). Additionally, ln(R/R0) was defined directly
ahead of the notch and crack tips for each of the two
stainless steel materials.

C. Material Flow Properties

Material properties for postyield behavior were
defined by fitting the experimentally determined true
stress (r) and true strain (e) data relevant to ambient
temperature with a Ramberg–Osgood (RO) type hard-
ening rule for each type of the SS304L steels studied.
The RO expression is given by Reference 27

e
e0

¼ r
r0

þ a
r
r0

� �n

½3�

where e0 is the true strain corresponding to the limit of
proportionality of the stress-strain curve, r0 is the true
stress at the limit of proportionality, a is a constant
derived from curve fitting, and n is the strain-hardening
exponent.

The material parameters used for ambient room
temperature flow properties for forged 304L and HIP
304L are tabulated in the graph in Figure 3. Fitting of
the RO relationship was undertaken over 0.1< e £ 0.3
for the HIP material, and 0.3< e £ 0.45 filtered exper-
imental data were used within the model prior to these
strain ranges. The experimental test data and RO lines
for the materials are shown in Figure 3. Linear elastic
material properties of E = 208 GPa and m = 0.3 were
used for both materials.

The strain rate sensitivity of the 304L stainless steel
material was accounted for by fitting of the experimental
tensile results for 304L stainless steel using a simple
logarithmic expression fit to the data, which elevated the
material stress parameter r0 in the RO expression with
reference to the strain rate at material points in the
model.[28–31] Therefore, separate ratios of a dynamic
material stress parameter, r0,d, to the quasi-static r0
value in expression [3] were defined corresponding to the
range of strain rate to be encountered within the
specimen (quasi-static to 3000 s�1). Expression [4]
provides the derived formula defining the relationship
between r0 and r0,d with reference to the applied strain
rate:

r0;d
r0

¼ 0:0261 ln _eð Þ þ 1:2127 ½4�

D. CVN Impact Model

A 3-D finite-element model of the Cv specimen was
built and used to describe the deformation and fracture
initiation behavior of the material during testing. The
model was a quarter symmetry detailed representation
of the test specimen and loading arrangement, incorpo-
rating the anvil support and loading striker. The
geometry of the model was defined in accordance with
BS 10045.[32] Eight-node full integration elements were
used to represent the specimen geometry; layers of
elements were defined through the specimen thickness
and were biased in thickness toward the outer surface of
the geometry. A refined mesh arrangement was used
such that the aspect ratio of the elements surrounding
the V-notch tip was unity, with a minimum element size
of 24 lm 9 17 lm 9 1 mm. The equivalent cell size over
which ln(R/R0) was calculated was ca. 400 lm2. The
mesh arrangement for the specimen, striker, and anvil
support with imposed boundary conditions for the
complete Charpy test model is shown in Figure 4. The
aspect ratio of the elements surrounding the notch tip
was unity.
The FE analysis was undertaken using an implicit

incremental analysis, which accommodated large strain
gradient geometric effects within the ABAQUS 6.13
(Simulia, 2012, Dassault Systèmes, France) general
purpose commercial software. Isotropic hardening and
von Mises plasticity was adopted to describe the
material yield and flow behavior. Material properties
for postyield behavior were defined for each material
using the RO fitted parameters described in the previous
section and shown in Figure 3. Therefore, material
models corresponding to F304L and HIP304L materials
were implemented separately into two different models
and were analyzed.
The loading was simulated by an imposed displace-

ment of the loading striker to achieve deformation levels
consistent with the measured test conditions. The anvil
supports were fixed in position during the analysis. The
anvil and striker were defined using linear elastic
material properties typical of steel (E = 208 GPa,
m = 0.3). Contact constraints between the striker and
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specimen, and anvil outer support and the specimen,
were defined using a methodology that accounted for
the friction properties of the materials. For the surface
interaction properties to account for the contact
between the specimen and the anvils/striker, a friction
coefficient of 0.3 and slip tolerance of 0.005 were
employed. A refined mesh was defined on the specimen
contact surfaces to permit accurate description of the
specimen deformation history at the anvil support
location. The analysis was completed in ca. 150 loading
increments for each set of material properties. The
global reaction forces at the striker and the load line
displacement values were obtained at each loading
increment of each analysis. The Cv finite-element models
were validated with respect to the respective instru-
mented Charpy test data for the two materials of
interest. Figure 5 shows the experimental load vs
absorbed energy data measured during Charpy impact
testing at an applied initial loading rate of 5.23 ms�1 in
the two material types.

Approximate Charpy initiation energies, associated
with the beginning of ductile tearing, were determined
via measurement of the lateral contraction at the notch
root of the V-notch on failed Charpy specimens (this
dimension is shown in Figure 6). Since the exact point at

which the notch root ends and ductile tearing begins was
difficult to determine exactly, several contraction widths
were measured surrounding the notch root/fracture
transition for several specimens. As a result, the scatter
in this measurement is significant and has been high-
lighted in Figure 7 using shaded bands (blue for HIP,
red for forged). The contraction that occurs at this notch
edge position during loading up to the point of fracture
initiation was used, because it provided a reasonable
displacement deemed to be representative of notch
deformation at crack initiation and was reliably mea-
surable. It is assumed that once fracture occurred,
subsequent contraction at this point was limited as a
result of crack propagation, with this point being left
behind the propagating tip. Therefore, the increment in
each FE analysis that predicted an equivalent amount of
lateral contraction to that measured on the Cv specimen
was defined as the loading point corresponding to crack
initiation for both F304L and HIP304L specimens,
respectively. In reality, subsequent notch contraction is
likely to occur as a result of extensive plastic deforma-
tion of the Charpy specimen; therefore, it is possible that
the initiation energy values are slightly overestimated.
Since each increment corresponds to a different amount
of absorbed energy, it was possible to determine

Fig. 1—Fracture surface of a failed C(T) specimen showing (a) lines drawn from which height profiles were measured, (b) a 3-D generated image
of the fracture surface showing example profile lines, and (c) a typical height profile from which the average z height was calculated.
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approximate initiation energies: 78 J for HIP and 93 J
for forged 304L materials. These values of absorbed
energy are labeled on the experimental force vs absorbed
energy plots (Figure 5). For HIP material, the initiation
energy was ca. 22 pct of the total absorbed energy in the
test. For forged material, this energy was ca. 23 pct of
the total absorbed energy.

The numerical models appear to be within good
agreement with the experimental test data. For HIP
material, agreement between the FE analysis and
experimental data was within ca. 3 pct with respect to
load. For the forged material, agreement was within ca.
1 pct. The HIP 304L model predicts slightly lower
stresses than the experimental data, and we believe this
is due to slight differences in the strain-rate sensitivity of
the two materials. Since no strain-rate sensitivity behav-
ior was available for HIP’d steel, we used that for forged
304L stainless steel.

Figure 7(a) shows how ln(R/R0) evolves over the
loading history for the two materials. The growth rate is
comparable between HIP304L and F304L. The initia-
tion energy of each material is labeled and indicates
that, although the rate of void growth as a function of
absorbed energy between the two materials is compara-
ble, F304L exhibits a critical ln(R/R0), ln(R/R0)c, of
0.88, whereas HIP 304L exhibits ln(R/R0)c = 0.81, a
difference of nearly 10 pct. The value of ln(R/R0)c is a
measure of the maximum allowable void growth that
can occur prior to microvoid coalescence and fracture,
and it is this critical value of ln(R/R0) that we have
employed as an indicator for the beginning of fracture.

Figure 7(b) shows how ln(R/R0) varies as a function
of distance directly ahead of the notch tip, at each
material’s respective crack initiation energy. The distri-
butions from the notch tip follow a similar profile, but
HIP304L exhibits a consistently lower ln(R/R0)c over a
distance of ca. 2 mm from the notch root, suggesting
that less void growth has occurred at initiation in HIP
304L compared to that in F304L.

E. C(T) Model and J-R Fracture Toughness Test

Similar FE analyses were performed using 3-D FE
models of a C(T) fracture toughness specimen. Finite-ele-
ment analysis of a 1T C(T) specimen during loading was
conducted to study the ductile fracture initiation behavior
exhibited by both the F304L and HIP304L stainless steel
materials. The geometry of the 20 pct side-grooved C(T)
specimen was compliant with ASTME1820.[24] A quarter
model of the specimen geometry was defined and dis-
cretized using 20-node reduced integration elements by
ABAQUS 6.13 (Simulia, 2013). Concentric rings of
elements were used to define the crack-tip region, sur-
rounding an initial blunted crack tip of 10 lm radius.
Variable thickness layers of elements biased toward the
outer surface were defined through the specimen thick-
ness, and a continuous mesh arrangement was employed
along the crack front and side groove from the inner
symmetry plane to the outside surface of the specimen
geometry. The initial crack depth (a0) was defined to be
the average depth of precrack in the experimental test
specimens (nominal a0/W = 0.55). The material yield

and flow properties corresponding to quasi-static loading
conditions were identical to those adopted for the Charpy
impact test modeling for both HIP304L and F304L. The
test machine loading pin was modeled as integral to the
test piece, as shown in Figure 8 (the boundary conditions
and detail of the crack-tip mesh are also shown). A large
strain analysis of the test was conducted and validated
against experimental data up to the maximum loading
level exceeding the fracture initiation according to the
ASTM E1820 methodology. The analysis simulated the
crack-tip blunting processes that preceded fracture initi-
ation during testing. Crack-tip element size was
2.6 lm 9 3.3 lm 9 1 mm. Contour J-integral values,
J, were evaluated at each load increment along the crack
front, and these were averaged using the crack-front
element sizes to determine a single representative crack-
front J value, Jave, at each increment of the analysis. The
value of Jave was used as the loading measure for direct
comparison with experimental results for specimens with
small amounts of crack growth to determine the incre-
ment of the CT specimen analysis corresponding to
initiation, as opposed to the ASTM E1820 definition of
JIC (0.2 mm of ductile crack growth, Da). The numerical
models were also validated against the experimental load
vs load-line displacement data obtained from the individ-
ual fracture toughness tests, the results of which are
presented in Figure 9.
The experimental J-R curves obtained for the two

materials are presented in Figure 10. The J initiation, Ji,
toughness values were determined by measurement of
the crack-tip blunting zone geometry of the failed C(T)
specimens, as shown in Figure 1 (details are provided in
Section II), which were then compared to computed
CTOD values produced by the numerical models. The
increment corresponding to the computed CTOD value
was taken as the initiation increment, and the J-integral
associated with this increment, calculated in accordance
with ASTM E1820,[24] was taken to be the fracture
initiation toughness: the toughness of the material at the
point of crack initiation, rather than that corresponding
to a 0.2-mm crack growth more commonly employed
for the assessment of initiation toughness of austenitic
stainless steels. This procedure was performed with
respect to both materials. The corresponding crack
extension associated with the initiation value of the
J-integral was determined using a material-dependent
blunting line with gradient 3.75 ru,

[33] where ru is the
ultimate tensile strength. HIP 304L exhibited ca. 30 pct
lower initiation toughness than F304L: ca. 560 kJ m�2

cf. ca. 800 kJ m�2. The power-law regression curves
were then forced through these experimentally deter-
mined initiation J values in order to improve the
accuracy of Ji estimation. For reference, more conven-
tional J0.2BL values have also been determined for the
two materials using the same material-dependent blunt-
ing lines, as previously noted, and are presented in
Figure 10; however, we believe Ji values to be more
applicable to the results presented herein, since the
employed numerical models do not simulate crack
growth.
The different J-R curves indicate that not only does

HIP304L exhibit a lower initiation toughness than
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F304L (this is true for both definitions Ji and J0.2BL), but
that once the crack initiates, it experiences a lower
resistance to crack propagation. Since we observe
differences in both crack initiation and crack growth,
this explains why the differences in J0.2BL values are
greater than the difference between Ji values, since J0.2BL
incorporates the effects of both initiation toughness and
0.2 mm crack growth. The Ji data have been used
as a measure of crack initiation at which the corre-
sponding values of ln(R/R0) have been defined for each
material.
Values of ln(R/R0)c have been derived at the crack tip

corresponding to the initiation toughness values, Ji,
obtained from the material J-R curves. Figure 11(a)
shows how ln(R/R0) calculated at the crack tip evolves
over the loading history of the C(T) test for the two
materials, and the initiation J values have been high-
lighted to indicate approximate values of ln(R/R0)c at
the crack tip at the point of initiation. Again, like that of
the Charpy tests, it is of little surprise that ln(R/R0)

Fig. 2—Secondary electron images of (a) F304L C(T) microstructure, (b) HIP304L C(T) microstructure, (c) F304L Charpy microstructure, and
(d) HIP304L Charpy microstructure, showing damage and ductile void growth beneath the fracture surface of the respective test specimens. In
all of the figures, the notch/crack is on the right-hand side with the direction of crack growth from right to left.

Fig. 3—Tensile test results at ambient temperature for forged and
HIP’d 304L stainless steel materials with corresponding RO fits to
the respective tensile test data.
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evolution for the two materials is comparable, given the
similar load/displacement behavior from the experimen-
tal tests. However, because of the difference in initiation
toughness values between the two materials, the ln(R/
R0) values corresponding to initiation are different: the
critical ln(R/R0) is ca. 3 for F304L and ca. 2.8 for
HIP304L. These values of ln(R/R0) are in agreement
with the literature values of ca. 3.21[34] for 25 mm C(T)
grade 12NC6 stainless steel specimens, where ln(R/R0)
was determined over a comparable cell size of 0.2 mm.
Figure 11(b) shows how ln(R/R0) varies directly ahead
of the crack tip up to a distance of 2 mm, for both
HIP304L and F304L, at their respective initiation levels.
These data indicate that void growth is consistently
greater in forged than in HIP’d material over a distance
of ca. 2 mm from the crack tip.

F. C(T) and Charpy Comparisons

Figure 12 compares the evolution of ln(R/R0) over
the loading history (absorbed energy) for C(T) and
Charpy models, reflecting HIP304L and F304L material
properties. The values of ln(R/R0) for the C(T) speci-
mens have been plotted as a function of absorbed
energy, rather than J, where energy in Joules was
determined from the FE global force/displacement data.
In addition, the ln(R/R0) was recalculated for the C(T)
model using an equivalent cell size of ca. 400 lm2 so that
ln(R/R0) was calculated over the same areas for both the
C(T) and Charpy models, and the ln(R/R0) trends can be
seen to decrease slightly when compared to the data in
Figure11(a) as the analyses are performed over a slightly
larger area.

Fig. 4—Finite-element model details and mesh arrangement for the Charpy test specimen.

Fig. 5—Validation of finite-element models using instrumented Charpy test data for (a) forged 304L and (b) HIP 304L showing respective initia-
tion energy values determined from lateral contraction measurements.
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It can be seen in Figure 12 that the Charpy initiation
energies are higher than the C(T) initiation energies by
between 20 and 40 J. It is not clear why this increase in
apparent initiation toughness arises; however, it could
be attributed to the inertial effect, which stabilizes void
growth and plastic flow and becomes dominant at strain
rates in excess of 103 s�1.[35,36] As detailed earlier, it is
possible that the Charpy initiation energies are slightly
overestimated due to the possibility of subsequent notch
contraction during ductile tearing as a result of extensive
plasticity throughout the Charpy specimen. It is thought
that the high strain rate of the Charpy test (ca. 5000 s�1

at the notch root), and therefore the reduced void
growth rate associated with the inertial effect in the
Charpy test, coupled with the lower degree of triaxiality
ahead of the V-notch, should yield smaller void growth
when using RT model predictions; therefore, the lower
evolution trends in Figure 12 are considered sensible.

For these reasons, it could be rationalized that any
damage model employed to predict void growth in
Charpy specimens should predict smaller void growth
than C(T) specimens.
In order to make meaningful comparisons between

the Charpy and C(T) models at fracture initiation, the
average value of ln(R/R0), ln(R/R0)ave, has been deter-
mined over equivalent microstructural areas for the
geometries at their respective initiation increments.
Definition of the microstructural areas was conducted
using a concentric arrangement of rings of elements
emanating from the notch and crack-tip regions of the
models. This was achieved by determining the dimen-
sions of a segment of material directly ahead of the
notch/crack tip, which was equivalent in area between
the two models, denoted by Atotal. The segment of
material was composed of the notch symmetry line; an
outer radial line, which was defined using an included
angle of h = 45 deg; and an outer circumferential line
corresponding to the outer radius r0, as shown schemat-
ically in Figure 13. Within each segmented region
(corresponding to a single r0 value) of the finite-element
models, the values of ln(R/R0) were averaged by
weighting the area of each finite element relative to the
total area of the deformed region (on the specimen
longitudinal symmetry plane), and termed ln(R/R0)ave.
Concerning the CT specimen, ln(R/R0) averaging was
undertaken at a loading level corresponding to ductile
fracture initiation: an applied J-integral equal to JIC, as
described earlier. A parametric study of the values of
ln(R/R0)ave concerning the CT fracture toughness spec-
imens of the microstructurally dissimilar forged and
HIP stainless steel 304L material was undertaken to
determine the average value of ln(R/R0) over equivalent
microstructural areas, as shown in Figure 14.
From Figure 14, the ln(R/R0)ave values follow the

same patterns as shown earlier: F304L consistently
exhibits a slightly larger void growth than HIP304L at
the point of crack initiation. The ln(R/R0)ave for the CT
model is significantly larger at the crack tip but falls
away rapidly as the area surrounding the crack tip
increases. In contrast, ln(R/R0)ave for the Charpy model
is much lower at the notch tip and decays much more
gradually. Both models’ ln(R/R0)ave converge to ca. 0.2
as area increases. The data help to explain the nature of
the two competing phenomena controlling fracture
behavior: critical ln(R/R0) and microstructurally signif-
icant area. From Figure 14, it can be seen that if
materials have equivalently sized microstructurally sig-
nificant areas, then they must have different values of
critical ln(R/R0). Conversely, for the two materials to
have the same values of critical ln(R/R0), they must have
different microstructurally significant areas/lengths. The
microstructural work previously in References 8 and 10
indicates that the two materials have different
microstructurally significant distances, in terms of the
distance between particles, which act as initiation sites
for ductile void nucleation. However, the difference in
fracture surface characteristics[10] (ductile coalescence
radii), together with the different initiation toughness
values corresponding to different ln(R/R0) values, indi-
cates that the two materials also have significantly

Fig. 6—Comparisons between the finite-element model and the phys-
ical Charpy specimen after loading of (a) forged 304L and (b) HIP
304L, showing the lateral contraction measurement of the specimens.
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different critical ln(R/R0) values. In effect, it is likely that
the two materials actually have both different critical
ln(R/R0) values and microstructurally significant areas,
since a larger microstructural area results in larger
distances over which voids can grow and therefore, by
definition, a larger critical ln(R/R0). Consequently, HIP
and forged variants of Type 304L, despite having not
too dissimilar grain size and chemistry, behave as
fundamentally different materials during fracture. The
higher oxygen content of the HIP steel results in a

greater number of oxide particles in the microstructure,
which results in a significantly smaller microstructurally
significant area and also exhibits a smaller critical value
of ln(R/R0) at which fracture initiates.
Finally, Figure 15 shows the FE contour maps for

equivalent plastic strain, von Mises stress, and ln(R/R0)
for the C(T) specimen and Charpy specimen for the
forged 304L at initiation. Contours are shown to extend
over a larger distance from the notch root for Charpy
than they do for C(T), reflecting the localized plasticity

Fig. 7—(a) Ln(R/R0) evolution at crack tip with loading for HIP 304L and forged 304L showing their respective initiation energies; (b) distribu-
tion of RT ahead of the Charpy notch tip for HIP304L and F304L at their respective initiation energies.

Fig. 8—Finite-element model details and mesh arrangement for the C(T) test specimen.
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imposed by the high constraint geometry of the C(T)
specimen. Because the C(T) specimen’s plastic zone is
more local to the crack tip, and the stresses and strains
within the plastic zone are higher than those observed in
the Charpy specimen, this can help us visualize why
predicted ln(R/R0)ave values are significantly higher in
the C(T) specimen close to the crack tip and also why
the ln(R/R0)ave decreases much more rapidly with
increasing area than observed for the Charpy models,
where ln(R/R0)ave decays much more steadily.

IV. DISCUSSION

We have shown that HIP304L and F304L exhibit
similar void growth rate characteristics, shown by their
similar respective ln(R/R0) evolution over loading

history data (Figure 12). This was the case for both
Charpy and C(T) models and is a sensible result given
the similar stress/strain behavior of the two materials.
However, appreciable differences in void growth behav-
ior are observed between HIP304L and F340L when
considering the critical ln(R/R0) value required to cause
microvoid coalescence, i.e., fracture initiation. The
magnitude of the critical ln(R/R0) is governed by a
material’s fracture initiation toughness, or an elas-
tic-plastic material’s fracture initiation toughness is
governed by the magnitude of its critical ln(R/R0). By
physical examination of the fractured specimens (mea-
suring the extent of blunting zone for C(T) and lateral
contraction for Charpy), significantly different initiation
increments, and therefore critical ln(R/R0), were
obtained for HIP304L and F304L, with the F304L
model yielding significantly larger void growth ratio

Fig. 9—Experimental (solid lines) and numerical (dashed lines) load and displacement fracture toughness test results for (a) F304L and (b)
HIP304L stainless steel materials.

Fig. 10—Fracture toughness J-R curve for HIP (white data) and forged (black data) 304L stainless steel.
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values than the HIP304L model at the point of fracture
initiation. Since the maximum allowable void growth is
proportional to the intervoid spacing in a material’s
microstructure, and since a higher density of void
nucleation is possible in the HIP matrix due to the
greater number of initiation sites, it follows that voids in
forged 304L, in theory, should be permitted to undergo
growth over greater distances before falling prey to
microvoid coalescence and fracture.

The initiation energy values obtained for the Charpy
models were obtained by comparison of the finite-ele-
ment models to lateral contraction measurements of the
Charpy specimens at the notch root. The notch root was
selected since it was deemed representative of the notch
tip loading conditions and was easily measurable using a
high-resolution 3-D optical microscope. Since crack
growth occurs from the notch root, it was assumed that
once crack initiation occurs, the notch root is effectively
unloaded and any subsequent plastic deformation

occurs ahead of the notch root. However, this is not
strictly the case since the entire Charpy specimen
continues to deform plastically while simultaneously
undergoing crack growth, and it should be assumed that
the notch root undergoes at least a small amount of
further lateral contraction as the test proceeds. There-
fore, the initiation energies should be deemed a slight
overestimation, because of the continuing lateral con-
traction of the notch root with loading, and should be
treated with caution. Nonetheless, this methodology
serves to acquire approximate values of crack initiation
in a Charpy test without the need to perform numerous
interrupted Charpy impact tests.
The greater void growth predicted by the RT calcu-

lations for F304L is in agreement with the sectioned
fractured specimens shown in Figure 2, where voids
appear to have slightly larger radii than voids present
close to the crack tip/notch root in the HIP304L.
Furthermore, the sectioned specimens in Figure 2 gen-
erally exhibit fewer, larger voids in F304L than
HIP304L, which is also in agreement with the
microstructural and fractographic data reported previ-
ously in References 8 and 10, which show both fewer
inclusions in the microstructure of F304L and larger
ductile dimples on the F304L fracture surface. In
addition, the ln(R/R0) predictions are in agreement with
the significantly different void radii of the ductile
dimples on the fracture surfaces in Reference 10,
whereby F304L exhibits both larger ductile dimpling
on the fracture surface and a larger ln(R/R0)c.
As well as calculating ln(R/R0) at the crack tip/notch

root over the loading history of the models (Figures 7(a)
and 11(a)), we have studied how ln(R/R0) varies as a
function of distance ahead of the crack tip/notch root at
each respective crack initiation J-integral for a C(T)
specimen and absorbed energy for a Charpy specimen.
The C(T) model consistently yields much larger values
of ln(R/R0) than the Charpy model. Although the exact
reason for this currently has not been established, it is
believed to be due to several fundamental differences

Fig. 11—(a) Evolution of ln(R/R0) at the crack tip with loading and (b) distribution of ln(R/R0) ahead of the crack tip at the initiation incre-
ment, for the C(T) specimens.

Fig. 12—Comparison of ln(R/R0) at the crack/notch tip as a func-
tion of absorbed energy for F304L and HIP304L calculated from
Charpy and C(T) models.
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between the two testing configurations, namely, the
loading conditions, specimen size and geometry, triax-
iality at the tip of the crack/notch, and strain rate. All of
these conditions will play a role in the rate/extent of
growth a void can undergo prior to fracture. For
example, since ln(R/R0) is a function of stress triaxiality
and equivalent plastic strain, and given the differences in
stress-state triaxiality between the crack tip (root radius =
0.01 lm) in a C(T) specimen with a0/W = 0.55 and a
notch root (root radius = 0.25 lm) in a Charpy
specimen with a0/W = 0.2, this could account for the
much larger ln(R/R0) obtained from the C(T) models.

It appears that the differences in void growth char-
acteristics determined from Charpy and C(T) models are
not directly translatable, though both testing configura-
tions exhibit greater achievable void growth in F304L

than HIP304L. Interestingly, it can be seen that voids in
the Charpy specimens (Figures 2(c) and (d)) are elon-
gated in the direction of maximum plastic strain, in both
HIP304L and F304L. The degree of elongation (growth)
is clearly greater in F304L; however, since the RT
damage parameter assumes spherical void growth, the
results obtained from the Charpy models might be less
accurate than those obtained from the C(T) models.
Finally, by calculating the average ln(R/R0) over

equivalent microstructural areas, it is thought that larger
ln(R/R0) values are obtained in the C(T) models as a
result of (a) a denser, more localized plastic zone, which
is more confined to the crack tip, and (b) nonspherical
void growth in the Charpy specimen. Both of these
phenomena are governed by the higher triaxial stress
state at the tip of a crack when compared to a blunt
notch. In addition, the quasi-static strain rates of the CT
test are more favorable to void growth when compared
to the Charpy models, since inertial effects are not
present.

V. CONCLUSIONS

We have performed finite-element analyses on HIP’d
and forged 304L stainless steel for both C(T) fracture
mechanics models and Charpy impact models, in order
to characterize a material’s fracture initiation behavior
in terms of ductile void growth, through use of a void
growth damage model as proposed by Rice and Tracey.
We have performed experimental testing in order to (a)
to validate the numerical models, and (b) provide
experimental J1C- fracture toughness testing of the two
materials. By combining the experimental data and
numerical analyses, we have acquired fracture ‘‘initia-
tion energy’’ approximations for the two types of
stainless steel under two different loading conditions.
In the numerical simulations we have calculated ln(R/

R0) for both materials and test specimens, and we have

Fig. 13—Definition of crack tip weighted area used for analysis of RT parameter values for the CT specimen, not to scale.

Fig. 14—Ln(R/R0)ave values calculated over incremental areas from
the crack/notch tip for Charpy and CT specimens at their respective
fracture initiation toughness, as defined earlier.
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studied how this damage criterion varies as a function of
(a) loading history at the crack tip/notch root, and (b)
distance directly ahead of the crack tip/notch root at the
point of crack initiation, a value which we determined
experimentally. We have shown that, in general,
HIP304L and F304L exhibit similar void growth rate
characteristics. However, when considering a material’s
critical ln(R/R0)c, F304L exhibits a larger ln(R/R0)c than
HIP304L and indicates that void growth in HIP’d 304L
occurs over smaller distances than forged 304L before
reaching a critical void growth and resulting in
microvoid coalescence.

Finally, we have performed a comparison study
between the materials and test specimens by calculating
ln(R/R0)ave over equivalent microstructural areas (or
length) in HIP304L and F304L and found that the
average void growth is noticeably smaller ahead of the
notch root in the Charpy specimens than ahead of the
crack tip in C(T) specimens, which we believe is a result of
several differences in testing arrangements, namely, the
size of the plastic zone (governed by the triaxial
stress-state conditions ahead of the crack/notch), strain
rate of the tests, and nonspherical void growth observed
in the Charpy specimens. In conclusions, we show that
HIP304L and F304L stainless steel can be characterized
in terms of void growth behavior, and can help to explain
their differences in mechanistic fracture behavior.
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