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Abstract: Envelope analysis is an effective method for characterizing impulsive vibrations in wired condition monitoring (CM)

systems. This paper depicts the implementation of envelope analysis on a wireless sensor node for obtaining a more convenient and

reliable CM system. To maintain CM performances under the constraints of resources available in the cost effective Zigbee based

wireless sensor network (WSN), a low cost cortex-M4F microcontroller is employed as the core processor to implement the envelope

analysis algorithm on the sensor node. The on-chip 12 bit analog-to-digital converter (ADC) working at 10 kHz sampling rate is

adopted to acquire vibration signals measured by a wide frequency band piezoelectric accelerometer. The data processing flow inside

the processor is optimized to satisfy the large memory usage in implementing fast Fourier transform (FFT) and Hilbert transform

(HT). Thus, the envelope spectrum can be computed from a data frame of 2048 points to achieve a frequency resolution acceptable for

identifying the characteristic frequencies of different bearing faults. Experimental evaluation results show that the embedded envelope

analysis algorithm can successfully diagnose the simulated bearing faults and the data transmission throughput can be reduced by at

least 95% per frame compared with that of the raw data, allowing a large number of sensor nodes to be deployed in the network for

real time monitoring.
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1 Introduction

Condition monitoring (CM) is an effective strategy to

maintain the performance of modern industrial equipment.

As the equipment becomes increasingly complicated, its

maintenance cost has also rapidly increased. It is esti-

mated that approximately half of operating costs can be

attributed to maintenance in most processing and manu-

facturing operations[1]. Currently, wired online CM systems

have been successfully employed in industry. However, they

have been mostly restricted to large or critical machinery

due to prohibitively high deployment costs. The require-

ment for high quality cables and their installation in harsh

industrial environments contributes significantly to the sys-

tem cost. In the case of wired remote condition monitoring,

the installation cost may even be higher than the cost of

sensors[2]. Maintaining the condition of the cables is also

expensive as they often deteriorate or are damaged due to

temperature fluctuation, chemical corrosions and possible

incidents in a complicated working environment, which will

result in less reliable CM performances.

Recently, wireless sensor network (WSN) is gaining pop-

ularity in CM fields because of its inherent advantages,

such as ease of installation, low cost, low latency, self-

organization and high reliability. WSN has already been

successfully deployed for transmitting many measured sig-
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nals, such as temperature, voltage and current[3, 4]. Var-

ious standards have been developed for the wireless data

transmission[5]. Amongst these, Zigbee is a wireless proto-

col which is widely adopted in WSN and has been supported

by industry because of its low cost, extremely low power

consumption and potential to create large scale networks[6].

However, its bandwidth is limited to only 250 kilobits per

second (kbps). Therefore, real-time signals with sampling

rates above 250 kbps cannot be transmitted using Zigbee

systems without suffering data loss[6]. Moreover, if mul-

tiple channels or nodes coexist in the network, it will be

overburdened, creating network congestion and thus packet

collision.

Analysis of vibration signals have already been suc-

cessfully implemented in wired CM systems[7]. However,

its high bandwidth requirements limit its capabilities in

WSN. Recent progressions in processing the vibration data

locally[5] (on-sensor[2] or edge[8]) has been proposed to solve

the bandwidth problem. Instead of directly forwarding the

raw data to the sink node, the acquired data are firstly

processed onboard at the sensor node and only the ana-

lyzed results are sent through the wireless network. This

significantly reduces the transmission load, while all of the

useful information is extracted from the data to allow for

further analysis. In addition, the energy requirements for

transmission of the data are a lot greater than that of data

processing[5]. Therefore, local processing on the sensor node

also brings the benefits of reducing power consumption[2, 9].

Together with the various energy harvesting techniques[10],

the wireless condition monitoring becomes more attractive.
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Several methods have been implemented by researchers

on the wireless sensor node to reduce the amount of data

which needs to be transmitted through the wireless net-

work. Common techniques include down sampling[8], fast

Fourier transformation (FFT)[2], lossless compression[8−9]

and autoregressive (AR) coefficients[9]. Many leading in-

dustrial companies have developed wireless CM systems

embedded with local processing methods, such as CSI9420

from Emerson[11], WiMon 100 from ABB[12], ADIS16229

iSensor� wireless vibration sensor node from ADI[13] and

Echo� Wireless Vibration Monitoring System from PCB

piezoelectronics[14] .

As a classic diagnostic algorithm for extracting fault fea-

tures in rotational machinery, envelope analysis has been

extensively used for the early detection of faults in gear-

boxes and rolling element bearings[15, 16]. However, its ap-

plications have been restricted to wired CM systems. Suc-

cessful implementation of envelope analysis purely at the

wireless sensor node for CM and fault diagnosis is rarely re-

ported. Feng et al.[17] took envelope analysis as an example

of a local processing algorithm at the wireless sensor node

and proved the efficiency of embedding local algorithms for

data reduction through a wireless network. This paper pro-

vides a detailed theoretical background and implementation

of the envelope analysis at the wireless sensor node. Fur-

thermore, the performance is validated through two bearing

test cases.

The remainder of this paper is organized as follows. Bear-

ing fault mechanism and the envelope analysis algorithm

are briefly introduced in Section 2. Section 3 gives the

system architecture of the wireless CM system and a de-

tailed implementation of envelope analysis. The experimen-

tal evaluation and results analysis of the proposed system

are described in Section 4. Finally, Section 5 presents the

conclusions.

2 Theoretical background

2.1 Bearing fault mechanism

A rolling element bearing generally consists of four parts

(as shown in Fig. 1): an inner race, an outer race, rolling

elements and a cage which holds the rolling elements in

certain relative positions. Typically, the inner race of the

bearing is mounted on a rotating shaft, and the outer race

is fixed to a stationary bearing house.

Failure of a bearing can be attributed to a number of

mechanisms, such as mechanical damage, crack damage,

wear damage, lubricant deficiency and corrosion. Consider

an example where the outer race of the bearing has a spall

caused by one of the failure mechanisms. Each time the

spall is rolled over, a high-level short duration force is in-

curred that causes the bearing to vibrate at its resonance

frequency. As illustrated in Fig. 1 (T denotes the time in-

terval between impacts) the response decays quickly due to

damping[15].

When the bearing is rotating at a steady speed, a period-

ical vibrating response can be captured by an accelerometer

mounted on the bearing house. The frequency of this peri-

odical response is called the fault characteristic frequency.

The characteristics of this frequency depend on the faulty

component, geometric dimensions and the rotational speed.

The fault frequencies are varied for spalls on outer race, in-

ner race, balls, or the cage. It is the fault characteristic fre-

quency that is of interest in the detection of bearing faults,

rather than the large amplitude responses at the high fre-

quency resonance frequency of the bearing rings induced by

the short duration impacts. For a fixed outer race bearing,

its theoretical characteristic fault frequencies can be calcu-

lated using (1)–(4), and a derivation of these equations is

presented in [15].

Fundamental train frequency (FTF) is defined as

FTF =
S

2

(
1 − B

P
cosφ

)
. (1)

Ball pass frequency, outer race (BPFO) is defined as

BPFO =
NS

2

(
1 − B

P
cosφ

)
. (2)

Ball pass frequency, inner race (BPFI) is defined as

BPFI =
NS

2

(
1 − B

P
cosφ

)
. (3)

Fig. 1 Idealized vibration signature due to fault in outer race[15]
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Ball spin frequency (BSF) is defined as

BSF =
PS

2B

(
1 − B2

P 2
cos2φ

)
(4)

where B is the ball diameter, P is the pitch diameter, N

is the number of balls, φ is the contact angle and S is the

shaft rotation rate in Hertz. These equations are theoreti-

cal, and discrepancies arise when bearings carry significant

thrust loads or if there is any slippage.

2.2 Envelope analysis

As described above a spall on bearing components gener-

ates a characteristic fault signal which will modulate with

the bearing′s resonance signal. This early stage defective

signal tends to be masked by various noises such as inher-

ent misalignments and imbalances, which makes the fault

difficult to be detected by using the traditional spectrum

analysis alone.

Envelope analysis has been proven as an effective method

for extracting bearing fault signatures[16], where faults have

an amplitude-modulating (AM) effect on the characteristic

frequencies of the machinery[15]. It has been adopted ex-

tensively for detecting fault locations in rotating machines,

such as bearings, gearboxes, etc.

The procedure of implementing envelope analysis is

shown in Fig. 2, where xin is the measured signal and xenv

is the envelope spectrum. Firstly, the measured signal is

filtered using a bandpass filter which is centered in high fre-

quency range around the system resonance. After this step,

the low-frequency contents with high-amplitude caused by

imbalance or misalignment are eliminated and high fre-

quency noises from the measurement system will be sup-

pressed. Therefore, a good signal-to-noise ratio (SNR) can

be achieved[15].

Fig. 2 Procedure of envelope analysis

Secondly, the envelope of the signal is calculated by us-

ing Hilbert transformation (HT), which is a common and

effective method used to extract envelope signals[18] and

widely used in CM and other fields such as analyzing elec-

trocardiogram (ECG) signals in the medical field[19]. In this

method, an analytic signal xenv of the input xin is created

using Hilbert transform, as is given in (5)−(7).

Xin = fft(xin) (5)

Xa(n) =

⎧⎪⎨
⎪⎩

Xin(n), if n = 0, N
2

2 × Xin(n), if 0 < n < N
2

0, if N
2

< n < N

(6)

xa = ifft(Xa) (7)

where Xin and Xa are the FFT of xin and xa respectively, n

is the index of data sequence with the length of N . The cre-

ated analytic signal is a complex signal, where the real part

is the original signal and the imaginary part is the Hilbert

transform of the original signal. Thus, the envelope of the

measured signal can be computed using (8).

xenv =
√

xa × conj(xa). (8)

Finally, the spectrum of the envelope can be calculated

using (9). Here, the mean value of the envelope xenv is

first subtracted to remove the offset component and a Han-

ning window is applied on the signal to reduce spectral

leakage[20]. Fig. 3 shows an evaluation of applying envelope

analysis to a modulation signal, it shows that the envelope

analysis method is effective in eliminating the resonance

component at high frequency and can also highlight the

periodical components of interest at low frequency.

Xenv = |fft((xenv − xenv) × hann(N))|. (9)

Fig. 3 Application of envelope analysis on a modulation signal

As an important part of envelope analysis HT consumes

large amounts of memory and requires long computing time.

By implementing the above method, the buffer for comput-

ing can be reused, which is beneficial for a processor with

limited storage. In addition, the FFT implementation is the

most costly part in terms of computation. In the process

of implementing envelope analysis, two forward FFT in (5,

9) and one inverse FFT of (7) are computed, which has a

high demand on the computing capabilities of the proces-

sor at the wireless node while in comparison the spectrum

analysis only requires one forward FFT calculation.

3 System implementation

Wireless sensors are usually designed with limited mem-

ory size and restricted computational capabilities, as they

are required to be deployed in large networks, need to be

low cost, and should have low power consumption[5]. As

an example, the popular wireless module Xbee Pro� ZB,

has only 2 kilo bytes (KB) RAM and an 8-bit processor

running at 50.33 MHz[21]. The system-on-chip (SOC) so-

lution CC2530 has 8KB RAM and an 8-bit processor run-

ning at 32 MHz[22]. These wireless modules are not powerful

enough for signal processing methods such as real time FFT
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analysis. Therefore, an additional external processor, which

has much better performance yet still has low power con-

sumption, is needed to fulfill the complex signal processing

algorithms. In this paper, the Xbee pro�ZB module from

Digi international[21] is employed to set up the Zigbee net-

work for the data transmission. This popular commercial

module is effective, reliable and practical in establishing the

wireless network[23].

The overall structure of the proposed wireless CM sys-

tem is shown in Fig. 4. It consists of one sink node for

communicating with the host computer and several sensor

nodes. The sensor node collects and processes vibration

signal for the extraction of fault signatures, it then trans-

mits these features to the sink node via a wireless Zigbee

network. Finally, data from the sink node is sent to the PC

via a universal serial bus (USB) connection, where it can be

further analyzed to determine the condition of the plant.

The sink node has an Xbee Pro module for wireless com-

munication and an FT232 board for communication with

the host computer through a USB port. Because the fea-

ture data is relatively small and the processing speed is not

demanding, the data can be received and processed in real

time on the computer using Matlab.

As highlighted in the paper, the sensor node is the key

component of the system. Therefore, it will be further de-

tailed in the following three subsections with respect to

three issues of signal conditioning, data processing struc-

ture and data flow of envelope analysis.

3.1 Signal conditioning

The vibration signal is usually collected using an ac-

celerometer due to its low cost and good frequency re-

sponse. Generally, there are two kinds of accelerometers:

piezo-electric (PE) accelerometer and integrated electronics

piezo-electric (IEPE) accelerometer. The PE accelerometer

is more suitable for low power consumption applications

since it does not need its own external power supply[24].

Besides these two traditional accelerometers, the micro-

electro-mechanical systems (MEMS) accelerometer is also

an option MEMS which have integrated charge amplifiers

or even an analog-to-digital converter (ADC). Thus, MEMS

accelerometers usually allow for a significant reduction in

size, power consumption and cost compared to conventional

accelerometers. Therefore, they are being used in more and

more fields. For example, a digital MEMS accelerometer

ADXL345, is used to detect the mechanical looseness and

misalignment faults of induction motors in [25]. However,

the bandwidth of most MEMS accelerometers is restricted

within 2 kHz while the fault frequencies mentioned in Sec-

tion 2.1 are often in the kHz range[26], which is out of the

range of the MEMS sensors.

On the basis of the above considerations, a general-

purpose PE accelerometer is selected for vibration mea-

surement. Its frequency range is from 0.5 Hz to 5 kHz and

the sensitivity is 16.02 pC/ms−2, which are the typical pa-

rameters for CM applications. As shown by the sensor

node structure in Fig. 4, the accelerometer is connected to

a charge amplifier with a gain of 3.3 mV/pC to convert the

high impedance output of the accelerometer into a lower

impedance one. Then, the signal is amplified by 10 times

to match the dynamic range of the analog to digital con-

verter. In addition, an anti-aliasing filter with 5 kHz cutoff

frequency is used to match up with the 10 kHz sampling

rate of the 12-bit on-chip ADC system. In particular, the

charge amplifier and the anti-aliasing filter are built using

the single-supply operational amplifier with rail-to-rail out-

put so as to meet low power demands.

Fig. 4 Overall structure of the wireless CM system
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According to the sensor conditioning chain described

above, the acceleration value x can be calculated using (10).

x =
GP × GC × GF

2N − 1
× Vref × VI (10)

where GP is the sensitivity of the PE sensor, GC is gain of

the charge amplifier, GF is the gain of the voltage amplifier,

N is the resolution of ADC, Vref is the reference voltage of

ADC, and VI is the conversion results of ADC.

3.2 Data processing structure

In this design, a low power 32-bit ARM Cortex-M4F

microcontroller TM4C1233H6PM is adopted on the sensor

node to process the collected vibration data. This micro-

controller has 256 KB FLASH, 32KB SRAM, two 12-bit

ADCs with 1 mega samples per second (MSPS) sampling

rate and abundant peripherals. Most importantly, a digi-

tal signal processing (DSP) unit and a floating point unit

(FPU) are integrated inside the processor, allowing inten-

sive computations such as FFT to be implemented[27].

The main function of the core processor includes analog

to digital conversion, implementing envelope analysis and

sending processed results to the wireless module. The on-

chip 12-bit ADC is used for the analog to digital conversion

based on cost and power consumption considerations.

The data processing structure inside the processor is il-

lustrated in Fig. 5. Firstly, a timer, with the overflow rate

set at 10 kHz, is used to trigger the analog to digital con-

version. Then, after the data conversion, a direct memory

access (DMA) unit, similar to a coprocessor, moves the con-

version results from the ADC register to the buffers. Here,

the DMA unit together with the two buffers constructs a

double buffering structure, which enables the data acqui-

sition and calculations to be completed in parallel. As

a result, the signal processing can be implemented much

faster[28].

Then, the signal is processed using the envelope analy-

sis algorithm and the results are transmitted to the wireless

module via the universal asynchronous receiver/transmitter

(UART) peripheral. In this application, because data

throughput of the serial port is relatively high, clear to send

(CTS) and request to send (RTS) flow control methods are

employed to avoid overflowing the serial buffer on the wire-

less module and prevent the loss of data packets. RTS and

CTS flow control can be enabled using the D6 and D7 at-

tention (AT) commands on the Xbee module[29].

3.3 Data flow of envelope analysis

The data flow of envelope analysis is given in Fig. 6. The

collected vibration signal is processed frame by frame, each

of which is composed of 2048 points. Firstly, the data

are converted from 16-bit unsigned integer to 32-bit sin-

gle floating-point format for accuracy considerations. The

following calculations are carried out in a large buffer with

the size of 16 kB, which is twice the frame size (One data

frame occupies 8 kB memory in 32-bit format). The reason

for using a double sized buffer is that FFT calculation in-

volves a complex data operation and needs an extra buffer

array for storing the imaginary part. In order to speed up

the data processing, the floating point calculations are ac-

complished in the FPU unit.

After format conversion, the data passes through a band-

pass filter to enhance the SNR, as is discussed in Section

2.2. Here, an 80-order finite impulse response (FIR) band-

pass filter with 1000 Hz pass-band is employed. When im-

plementing FIR filter, the data frame is divided into sev-

eral smaller sub-frames with a fixed size, which then pass

through the FIR filter in sequence. This allows the filtering

to be accomplished using a relatively smaller buffer.

Fig. 5 Data processing flow inside the processor

Fig. 6 Data flow of envelope analysis
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Hilbert transform is then carried out to obtain the ana-

lytic signal, which is the most costly part in terms of compu-

tation since it involves a forward FFT and an inverse FFT.

After the Hilbert transform, the envelope can be acquired

by simply calculating the magnitude of the analytic signal.

The next step is to compute the spectrum of the enve-

lope signal, before which the signal is multiplied by a 2048

point Hanning window to reduce spectral leakage. Then,

the envelope spectrum is obtained through a forward FFT

and the amplitude calculation on the windowed signal. The

fault frequencies′ information should be included in the en-

velope spectrum. As the fault frequencies are usually in the

low frequency range of several hundred Hertz, it means that

only 10% of the full spectrum band needs to be transferred

for a frequency range of 500 Hz. This shows a significant

data amount reduction after the processing.

At the end of the data flow, a frequency domain averag-

ing process is added to suppress random noises and obtain

a reliable envelope spectrum result. If a spectrum vector

is denoted as Yi, the averaged spectrum Y of N frames of

data can be obtained by

Y =
1

N
×

N∑
i=1

Yi. (11)

After the averaging process, the resultant data are con-

verted into a 16-bit unsigned integer format and transmit-

ted to the wireless module. It is obvious that the data size

will be much smaller when only the result of averaged en-

velope spectrum is sent out, compared with that of sending

the results of multiple envelope spectra.

In computing the envelope spectrum, the coefficients of

the FIR filter and Hanning window are calculated offline

and stored in the FLASH to save RAM memory. Because

of the complex calculations in the implementation process,

the frame buffer alone occupies 16 kB, which is half the

size of the on-chip SRAM. This means 2048 points are the

maximum frame length for this processor when using single

floating-point numbers.

There is also a powerful DSP library for the cortex-M

processors, which reduces the complexity of the code re-

quired for the signal processing. A host of algorithms such

as complex arithmetic, vector operations, filter and control

functions are ready to use. Because these functions have

been optimized for high speed and efficiency, the develop-

ment time can be obviously shortened[30].

4 Experimental validation

4.1 Experimental setup

In order to evaluate the performance of the embedded

envelope analysis algorithm on the wireless CM system, a

bearing test rig was employed. As shown in Fig. 7 (a), it

consists of five main parts: an electrical induction motor,

shaft couplings, a DC generator, bearings and a motion

shaft. Two cases were tested on two different types of bear-

ings, but both with defects on their outer races. One bear-

ing is a roller type and mounted inside the general bearing

house, while the other is a ball type and placed inside the

electrical motor. The induced defect of the roller bearing is

shown in Fig. 7 (c) and a similar simulated fault exists on

the motor bearing.

The bearing in the bearing house is a N406 cylindrical

roller bearing and its geometric dimensions are listed in

Table 1. During the test, the shaft ran at a full speed of

1 460 rpm, i.e., 24.3 Hz. According to Section 2.1, four de-

fect frequencies can be calculated and the results are listed

in Table 2. It can be seen that fault frequency of the sim-

ulated outer race is at 83.5 Hz. Among the four fault fre-

quencies, the highest one is the inner race fault frequency

at 135.5 Hz, whose 3rd harmonic frequency (406.5 Hz) is

within 500 Hz. Therefore, the band-pass filter with a band-

width of 1000 Hz will include all the four fault frequencies

and their 2nd and 3rd harmonics. The bearing in the motor

is a 6206 ball bearing and its characteristic frequencies are

similar to those of N406.

The vibration signal was measured by the PE accelerom-

eter, which is mounted respectively on the housing of the

general bearing and on the casing of the motor horizontally.

Table 1 Specification of NSK type N406 cylindrical roller

bearing

Parameter Dimensions

Pitch diameter (P) 58.979mm

Ball diameter (B) 13.995mm

Roller number (N) 9

Contact angle (φ) 0

Table 2 Fault frequencies for bearing (N406) running at

1460 rpm

Defect location Fault frequency (Hz)

Inner race (BPFI) 135.5

Outer race (BPFO) 83.5

Ball (BSF) 48.4

Cage (FTF) 9.3

4.2 Roller bearing results

The processing results of the roller bearing on the sensor

node are illustrated in Fig. 8, which includes the raw signal,

filtered signal and analyzed envelope. These middle results

are captured in code composer studio (CCS) using the time

graph and FFT magnitude graph tool[31] . Due to function

limitations of the graph tool in CCS, the unit of x axis is

given in samples, which is the index of the corresponding

signal array. As the sampling rate of the ADC is at 10 kHz

and the size of the FFT frame is 2048 points, the resolution

of the frequency spectrum is 4.9Hz per bin.

As shown in Fig. 8 (a), a DC offset exists in the raw vibra-

tion signal, and periodical spikes are observable which are

caused by the defect on the outer race. From its spectrum,
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Fig. 7 Test rig architecture and the roller bearing

Fig. 8 Roller bearing

it can be seen that the signal has a wide frequency range

and many discrete components, which makes it difficult to

identify the fault types. Hence, the DC offset is removed

from the raw signal in order to highlight the alternating

current (AC) spectrum. A large frequency component ap-

pears around 1500 Hz, which should be one of the reso-

nance signals of the bearing. Therefore, a band-pass filter

of 1 kHz–2 kHz is chosen as the band pass filter to extract

this particular frequency band.

The filtered signal and its spectrum are shown in

Fig. 8 (b). The signal becomes much smoother in the time

domain compared to the raw signal and only the band be-

tween 1 kHz and 2 kHz are kept in the frequency domain.

The analyzed envelope and its spectrum are presented in

Fig. 8 (c). The envelope roughly matches the outline of the

filtered signal. The three low frequency components can be

clearly seen as distinctive peaks in the spectrum, also fre-

quency components above 500 Hz are significantly reduced.

Fig. 9 shows the envelope spectrum magnified in the low

frequency range. As seen in Fig. 9, there are three distinc-
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tive spectral peaks at data sample 18, 36 and 54, whose cor-

responding frequencies are 87.9 Hz, 170.9 Hz and 258.8 Hz

respectively. As shown in Table 2, these frequencies agree

with the first three harmonics of the characteristic fre-

quency for the outer race fault. Therefore this spectrum

feature indicates the existence of an outer race fault on the

roller bearing.

In addition, the spectrum in Fig. 9 is nearly flat in the

frequency range higher than 500 Hz, i.e., data sample more

than 102 because of the high attenuation due to the band-

pass filter. Therefore, only data in the low frequency range

Fig. 9 Envelope spectrum magnified in low frequency range for

the faulty roller bearing

(less than 103 points) need to be averaged and transmitted

to the remote host computer. The amplitude of the spec-

trum is normalized to eliminate the effect of Hanning win-

dow and converted into the true acceleration unit according

to the sensitivity given in Section 3.1. Fig. 10 presents a

typical averaged envelope spectrum which is obtained after

four averages on the node and transferred to the remote

host machine. As it shows, the spectral peaks of interest

become more distinctive and the background random com-

ponents are effectively suppressed by the averaging process

compared with that of Fig. 9, which allows a more reliable

diagnostic result to be obtained.

Fig. 10 Averaged envelope spectrum for the faulty roller bear-

ing

4.3 Motor bearing results

To evaluate the node further, a test on an induction mo-

tor with a bearing fault was conducted. The raw signal,

filtered signal and its envelope of the motor bearing vibra-

tion are shown in Fig. 11.

As given in Fig. 11 (a), periodic spikes can be also ob-

served, but not as obvious as those in Fig. 8 (a) because

the noise and other vibrations from the motor are rela-

tively higher than those from the bearing house. From its

spectrum, it can be seen that the signal also has a wide

frequency range and it is difficult to determine the fault

component. The spectral amplitudes around 2500 Hz are

distinctively high. Thus, a band-pass filter with the pass

band from 2kHz to 3 kHz is chosen for implementing en-

velope analysis, which is different from that of the roller

bearing because of the difference in structural resonances.

The filtered signal and its spectrum are shown in

Fig. 11 (b). After filtering, the signal shows more spiky

characteristics due to the impact of the localized defects.

The analyzed envelope and its spectrum are presented in

Fig. 11 (c). Similar to the results of the roller bearing, the

envelope roughly matches the outline of the filtered signal.

A low frequency component has been extracted although its

harmonics are not very obvious compared to those of the

roller bearing.

By magnifying Fig. 11 (c) in the low frequency range, a

spectral peak can be identified at 92.77 Hz, as shown in

Fig. 12. This frequency component is just one frequency

bin higher than the expected 87.9 Hz fault frequency com-

ponent. Meanwhile, it can be noticed that the frequency

component at 87.9 Hz is quite high as well. Thus, from these

features, it can be concluded the existence of the outer race

fault in the motor bearing.

Using the same technique as the roller bearing test case,

four averages are performed on the 103 data points in the

low frequency band for the motor bearing. Then these data

points are transmitted wirelessly to the remote host ma-

chine. Fig. 13 shows the averaged envelope spectrum on

the remote host machine. It can be seen that the outer race

fault can be clearly identified and the background noises are

relatively lower than those of Fig. 12.

4.4 Data reduction performance

Based on the analysis and evaluations above, the enve-

lope analysis processing on the sensor node allows the large

raw data set to be reduced into a much smaller one while the

information for fault diagnosis still remains. It is this small

data set that needs to be transmitted via the wireless net-

work for online CM. In order to evaluate the performance

of data reduction in different processing stages, the effective

data in one frame and their equivalent data rates are given

in Table 3. All the data are supposed to be transmitted

with 16-bit resolution and occupy two bytes.
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Fig. 11 Motor bearing signal and spectrum

Fig. 12 Envelope spectrum magnified in low frequency range for

the faulty motor bearing

Table 3 Effective data rate comparison

Processing stage Data per Equivalent data

frame (bytes) rate (kbps)

Raw data 4096 160

Frequency spectrum 2048 80

Effective band data
206 8

in envelope spectrum

As shown in Table 3, a raw data frame of 2048 points pro-

duces a data set of 4096 bytes and its frequency spectrum

requires half of that size since the spectrum is symmetric,

resulting in a data reduction of 50%. For the effective en-

velope spectrum band, only 103 points of data (206 bytes)

need to be transmitted, which results in almost a 95% de-

crease of data size compared against the original raw data

The sampling rate in the system is set at 10 kHz. Thus,

the effective data rate for the raw data is about 160 kbps.

As listed in Table 3, the data rate for the effective band

data is approximately 8 kbps, which is much lower than the

bandwidth of the Zigbee network (250 kbps). This means

that multiple such sensor nodes can be deployed in the same

network.

Furthermore, if the processing results are averaged before

transmitting, the data rate can be further reduced. For ex-

ample, using four times the average the equivalent data rate

will drop to about 2 kbps, the real-time condition monitor-

ing would be much more efficient in that condition.

Fig. 13 Averaged envelope spectrum for the faulty motor bear-

ing
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5 Conclusions

As an effective fault feature extraction algorithm, enve-

lope analysis is implemented on a wireless sensor node for

bearing fault diagnosis. A state-of-the-art and cost effec-

tive cortex-M4F core processor is employed to implement

the complicated envelope analysis algorithm. The data ac-

quisition structure, processing data flow and memory us-

ages are optimized and the envelope analysis is achieved

based on a 2048-point data frame. Using two test cases of

different fault severity and signal quality, the sensor node

is proved to be able to effectively identify the simulated

faults. Meanwhile, the transmission data throughput can

be reduced by about 95%. Therefore, real-time condition

monitoring based on vibration signals over the WSN can be

made much more efficient. Due to the similar signal mecha-

nisms, this wireless CM system can also be used to monitor

the faults from other bearing components such as the inner

race, balls and cage as well as tooth breakage of gearbox.
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