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Abstract: In this paper, we propose a new prediction from expert demonstration (PED) methodology to improve reliability and

safety in tele-surgery. Data was collected from expert (clinician) demonstrations for the procedure of trocar insertion. We encoded

a set of force, torque and penetration trajectories by using a Gaussian mixture model (GMM). A generalization of these profiles and

associated parameters were retrieved by Gaussian mixture regression (GMR). We validated the proposed methodology for tele-robotic

placement of the trocar in two stages. First, we tested the efficacy of the proposed PED approach for handling transmission error and

latency. Our results showed that for the average case (12% packet error and 10% loss of packet), a 58.8% improvement in performance

was obtained in comparison to using an extended Kalman filter. Next, we validated the methodology for surgical assistance on 15

participants. A haptic assistance mode was devised based on the proposed PED model to assist inexperienced operators to perform the

procedure. The PED model was tested for instrument deviation, penetration force and penetration depth. Preliminary study results

showed that participants with PED assistance performed the task with more consistency and exerted lesser penetration force than

subjects without assistance.
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1 Introduction

The goal of tele-robotic surgery is to replicate normal

surgical processes from a distance. Tele-operated surgical

systems have the capability to assist as well as enhance

a surgeon′s precision and dexterity[1−5]. Because of their

direct impacts on surgical outcomes, two essential require-

ments while operating a tele-surgical system are reliability

and safety:

Reliability, when the human operator sends commands to

the surgical robot, he/she expects instant feedback to reflect

the effect of the inputs in a natural and transparent way[3].

However, in practice, transmission errors and latencies can

exist even when the master controller is located in close

proximity to the slave robot. This can render the system

unreliable for most surgical applications.

Safety, when the surgeon has difficulty in detecting and

reacting to certain situations. These could be unintentional

slips, instruments incising out of safe operative margins,

or excessive tissue break through force causing rupture of

underlying organs. One approach to increasing safety and

handling human error is by providing surgical assistance,

an ongoing topic of research[6].

In tele-surgery, it is essential that the remote human op-

erator becomes an integral part of the system. Also, the

efficacy of tele-robotic surgery depends on how faithfully

and without incident the remote robot duplicates its hu-

man operators′ actions. In this paper, we propose a new

predictive methodology to handle both transmission and

human errors by characterizing surgical skills. We extend
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our prior work on modeling the surgical procedure of tro-

car insertion[7, 8] and sharing of haptics sensations using

tele-haptics[9, 10] to address the described problems. We

apply our approach to tele-robot assisted insertion of the

trocar, which is a new application in the field of robot-

assisted surgery[1−3, 11].

Trocar insertion is the first step of any minimally inva-

sive surgeries, where a sharp long tool (called a trocar) is

punctured into the pelvic region of the patient (see Fig. 1).

This creates the necessary port to insert the laparoscopic

and endoscopy tool. This procedure has been extensively

cited for causing surgical injuries (most patient injuries ap-

pear to occur during initial insertion of the trocar)[12, 13]. It

is performed primarily with only haptic sensation and very

little or no visual feedback (while inserting the first trocar).

Because of its susceptibility to human error, this procedure

is an ideal candidate to validate our proposed methodology.

1.1 Transmission latency and error back-
ground

Remote surgery requires quick and reliable operation

between the surgeon site master and the patient site

slave. Researchers have shown that varying latency (due to

packet loss and error) significantly reduces the operators′

performance both in robotic tele-surgery and in simu-

lated environments[14−17]. The general approach to handle

latency is to slow down the surgeons′ movements, allow-

ing time for the visual feedback to confirm the intended

move. However, in some cases, this can prevent critical

work by hindering spontaneous reaction to unexpected

events.
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Several methods have been proposed for mitigating la-

tency and improving operative reliability. Most common

approaches are based on data compression and prediction

techniques. Pantel and Wolf[18] proposed a method that

uses controller predictions. In [15], the authors used a pre-

diction model that relies on least-square estimation and

median filtering to obtain packet reduction rates of 92%.

A simple linear prediction method was described in [19],

where latency was handled by reducing transmission data.

Other approaches to improve reliability by providing real-

time network communication were presented in [20, 21]. A

common approach is to use Kalman filters to compress

data[22]. In [23], the authors proposed the use of the ex-

tended Kalman filter (EKF) to improve reliability in a force-

position application.

Fig. 1 Data collection in porcine lab. (a) Data is collected for

the procedure of trocar insertion; (b) The sensorized trocar at-

tached to a 6 DOF Phantom Omni

1.2 Surgical assistance background

In addition to reliable operation, safety is an essen-

tial requirement for any tele-surgical system. Safety re-

quirements can significantly reduce surgical malpractice,

for instance, applying safe zones that allow the robot to

operate only within the predefined area[24]. The ability

of a tele-surgical system to provide such assistance leads

to a number of promising clinical and scientific

opportunities[25]. Haptic feedback is generally used to

provide the surgeon with an indication when excessive

forces are applied. In [26], the authors proposed an al-

gorithm to detect surgical accidents by enhancing force

feedback using a bilateral forceps system. The algorithm

denotes that the miniaturization of motion and the en-

hancement of tactile sensations contribute to achieving

better dexterity and precision in difficult surgical scenarios.

Commonly used constraints such as virtual fixtures[25, 27]

have been discussed in the context of tele-robotics and sur-

gical robotics. Cha et al.[28] described an approach using

depth imagery to generate haptic virtual fixtures. However,

the use of virtual fixtures has only limited application in

tele-surgery, since such fixtures do not account for vari-

ations in patient anatomy, and nonlinear deformation of

underlying organs.

1.3 Our prediction methodology

We present an alternate approach by moving away from

the conventional master slave system, where the slave robot

merely mimics the motion of the master. We develop an ap-

proach, where the slave robot has some prior information of

the procedure. None of the earlier described methods take

into consideration prior knowledge (expert model) about

the task itself. We turn to the field of intelligent learning

and address problems associated with reliability and safety.

Approaches such as fuzzy learning are becoming more

and more popular in learning systems[29−31]. Liu[30] pro-

posed an aggregation operator to extract robot behaviors

for intelligent robotics. Also in [31], the authors proposed

a framework for describing articulated robot kinematics in

the context of intelligent robotics. Active learning that is

based on learning from demonstrations is another method

that has received attention[32−34]. In the surgical domain,

active learning can capture underlying structure of a surgi-

cal task (clinical procedure) from training examples[35, 36].

In this approach, the robot can query its local model when-

ever it is not confident in a task it is about to perform[32].

In this paper, we propose a new prediction methodol-

ogy, prediction from expert demonstration (PED), to im-

prove reliability and safety in tele-surgery. We implement

this predictive model for tele-robotic placement of a tro-

car in robot-assisted surgery. In our approach, we make

predictions based on demonstrations carried out by an ex-

pert. To make predictions from observation (i.e., infer the

force, torque and position), data needs to be collected from

demonstrations for the task. This data can be exploited

and the variability inherent in various demonstrations can

lead to extraction of essential components. These essen-

tial components are those that remain invariant across the

various demonstrations, hence can be used to make reliable

predictions.

The remainder of the paper is structured as follows. Data

collection for creation of the expert model using ex-vivo

demonstrations followed by a new PED model is addressed

in Section 2, and Section 2.6 describes the haptic assis-

tance model. Experimental results are presented in Section

3 where we validate the methodology for lost packet and

errors, followed by the conclusion in Section 4.
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2 Method

In our proposed PED approach, data (forces / torques

and tool trajectories) was collected from expert demonstra-

tions and encoded using a probabilistic model.

2.1 Data collection

Expert data was collected in a porcine lab at Roswell

Park Cancer Institute (RPCI, Buffalo, NY) and used for

generating the predictive model. A non-invasive measuring

system was setup to collect data (force, torque and posi-

tion) for the procedure of trocar insertion (Fig. 1 (a)). A

force/torque sensor (NANO 25, ATI Industrial Automa-

tion, Inc.) mounted at the end effector of a 6 degrees

of freedom (DOF) Phantom Omni (Fig. 1 (b) was used to

measure force and torque from a 12 mm pyramidal-blade

reusable trocar (Intuitive Surgical, Sunnyvale, CA, USA).

We constructed an instrumented trocar of length 340 mm.

by attaching the trocar to the base of the force / torque sen-

sor (Fig. 1 (b)). Using this setup, the position of the trocar

tip and force/torque values were continuously tracked and

recorded. Using the Cartesian coordinates of the trocar tip

position from clinical experiments, penetration forces and

torques, and the associated force and torque profiles (Fig. 2)

were computed. These extracted force and torque profiles

are continuous and highly correlated. The profiles were then

spatially aligned, resampled and used as the expert data.

2.2 Task space characterization

The instrument trajectory (path of the trocar) in the task

space is characterized into a set of required operations that

are essential to complete the procedure. We consider this

trajectory as a set of states (Fig. 2). State A represents

the starting position of the trocar, state B represents the

position of trocar tip at the site of entry (port location),

and C represents the final position when penetration of the

trocar is complete. In our experimental setup, the abdomi-

nal wall thickness is ranged between 18 mm to 24 mm. The

abdominal wall was insufflated to a pressure of 10 mmHg.

In Figs. 2 (b) and (c), we illustrate the force profile of the

trocar insertion procedure as a function of time and pene-

tration depth. The force required to go through the fascia

is shown at the first peak from the baseline force measure-

ment. The force required to go through the peritoneum

is indicated by the second peak. Once the instrument has

penetrated the tissue (Fig. 2 (c)), we observe a drop in the

force profile due to loss of resistance after going through

the peritoneum. For modeling this task, our goal is to gen-

erate a continuous trajectory over all states. Each state

profile should connect seamlessly to the other. The states

are modeled using a Gaussian mixture model (described

next) to characterize the set of constraints (force, torque

and penetration depth) that are essential to perform the

task. A continuous distribution over all states is obtained

using Gaussian mixture regression as described next.

Fig. 2 Task space characterization showing states of the proce-

dure. (a) Initial state A, where instrument is not in contact with

surface. Penetration state B, where instrument is in contact with

tissue. Termination state C, where instrument breaks through

underlying layer of tissue. (b) and (c) Characteristic force pro-

file of trocar during insertion; they show the instrument forces

at various stages of penetration as a function of penetration time

and depth respectively

2.3 Modeling expert demonstrations

During the data collection phase penetration forces,

torques, end effector (trocar tip) positions and deviations

are extracted for the set of task trajectories (obtained from

clinical experts who were asked to perform this procedure

multiple times). Two critical parameters for this proce-

dure are: 1) the force applied by the instrument in con-

tact with tissue (which is dependent on penetration depth),

and 2) the maximum penetration of the instrument before

breaking through underlying tissue surface. We therefore

model the expert data as a function of penetration depth.

Profiles of the extracted data are aligned through dynamic

warping (DW)[37]. Next, we encode this set of expert pro-

files and retrieve a generalized version of the profile[29, 35, 36]

and associated parameters by using a Gaussian mixture

model (GMM), followed by Gaussian mixture regression
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(GMR)[38]. A benefit of this approach is that the gener-

alized trajectory is learned through the expectation max-

imization (EM) algorithm[29, 39] which takes into account

model variability in a probabilistic framework.

Given n demonstrations of length mi, for i = 1 · · ·n,

each demonstration is a vector yi
ϕj composed of forces f i

j

and τ i
j torques and deviation xi

j from mean trajectory for

penetration depth pi
j .

yφj =

[
φi

j

pi
j

]
, for j = 1, · · · , mi; i = 1, · · · , n (1)

where ϕ = τ for modeling torque, ϕ = f for modeling force,

and ϕ = x for modeling deviation from instrument trajec-

tory. Next, the joint density is estimated over the input

and output space and is computed as follows.

A GMM of K components is defined by the probability

distribution function in (2), where K is determined by the

Bayesian information criteria (BIC).

p (ϕj) =

K∑
k=1

p (k) p(ϕi|k). (2)

For force and torque predictions, a generalized form of force

and torque profiles for a given penetration depth is estab-

lished (Fig. 3). The same generalization is obtained for de-

viation from expert trajectory (Fig. 4).

2.4 Making predictions from expert model

We can effectively predict the output by conditioning on

the joint distribution and taking the expected value. To

make predictions, penetration depths are queried for corre-

sponding ϕ estimated through regression. Here, we describe

the methodology for force, but the same approach could be

generalized for other variables such as deviation and torque.

From the GMM the k-th Gaussian is given by mean and co-

variance matrix

μk = {μϕk, μpk},
∑

k

=

⎡
⎢⎣

∑
ϕk

∑
ϕpk∑

pϕk

∑
pk

⎤
⎥⎦ . (3)

A force (torque and deviation) prediction model is es-

tablished by GMR. The conditional expectation of given

observation nϕk and penetration depth are computed as

n̂φk = μφk +
∑
φpk

(
∑
φpk

)−1(np − μpk) (4)

Fig. 3 Modelling of the force and torque profiles. (a), (d) and (g) GMM of expert force profiles resolved into x, y, z, having k = 5

mixing components; (b), (c), (e), (f), (h) and (i) show the generalization of 1D components of forces and torques using GMR as a

function of penetration depth
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Σ̂φk =
∑
φk

+
∑
φpk

(
∑
pk

)−1 (
∑
φpk

) (5)

where the probability of the Gaussian component is given

by

γK =
p(nj |k)
k∑

i=1

(np|i)
. (6)

From (6) we obtain the conditional expectation and co-

variance given penetration depth

n̂φ =
K∑

φpk

γ(k)n̂φk (7)

Σ̂φ =
K∑
φk

γ(k)n̂φpk. (8)

By evaluating n̂φ and Σ̂φ for a given observation of pene-

tration depth, we can generate force, torque and trajectory

deviation predictions with given covariance. In Fig. 3, we

illustrate the model. The associated GMR representation

is depicted where the generalization of the modeled param-

eters are showed by their Gaussian means. It can be seen

that a GMM with 5 mixture components is sufficient to ef-

fectively model the instrument force/torque and deviation.

Fig. 4 Generalized lateral deviation along the X, Y axes using

GMR form expert trajectory data using k = 5 mixing compo-

nents

2.5 Master and slave mapping

A mapping is obtained between the haptic master and

slave robot (using joint constraints) such that both end ef-

fectors attain the same orientation. In our experimental

setup, a 6 DOF Phantom 1.5 capable of providing force and

torque feedback is served as the master controller (Fig. 5 (a)

Fig. 5 Joint configurations of the master and slave systems. (a) Joint configuration master haptic system; (b) The Phantom 1.5 master

(6 DOF) used as the master controller; (c) Joint configuration of slave robotic system; (d) RobAi slave (8 DOF) with trocar mounted

on a force/torque sensor attached to robot end effector (e)
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master and (c) slave). The slave is an 8 DOF robot RobAi

with maximum reach of 480 mm. A custom end effector fit-

ted with a detachable trocar mounted on a load cell to mon-

itor end effector force and torque was fabricated (Fig. 5 (c)).

The mapping between the master and slave is obtained as

follows: The slave can be split into an arm (θS
0 ∼ θS

3 ) and

a wrist (θS
4 ∼ θS

7 ). The arm of the slave consists of a shoul-

der (θS
0 , θS

1 ) and an elbow (θS
2 , θS

3 ) with 4 DOF. These 4

DOF of the slave wrist are locked and mapped to the mas-

ter wrist. The roll of the master wrist θM
5 is mapped to the

roll θS
7 of the slave, yaw n′′θM

4 is mapped to θS
6 and pitch

θM
3 is mapped to θS

5 of slave wrist (Figs. 5 (d), (e)). In this

configuration, the salve attains the same end effector ori-

entation as the master. This mapping is used to set joint

constraints for modeling robot kinematics. Since we utilize

a redundant manipulator by imposing both joint contrasts

and end-effector constraints, the target joint angle configu-

ration is obtained.

For the given manipulator Xe = Je (q) q̇, where Xe is the

robot end-effector position and Je (q) is the Jacobian ma-

trix, q is the column of joint angle matrix and q̇ the velocity

vector, the inverse kinematic solution is given by

q̇ = (J†
e (q))Ẋe (9)

where J†
e is the Moore-Penrose pseudo-inverse of the end-

effector Jacobian matrix. We compute q̇′ such that recon-

struction error Xc − Jcq0 is minimized, where Ẋc is con-

straint task velocity vector, Jc = ∂Xc/∂q and q0 are arbi-

trary joint velocity vectors.

q̇ = J†
e Ẋe + (Jc(I − J†

e Je))
†(Ẋc − JcJ

†
e Ẋe) (10)

where I is the identity matrix. The damped least squares

inverse of Jacobian is given by

J†
e = JT

e

(
JeJ

T
e + λ2I

)−1

(11)

where λ is the damping factor. The execution of end-

effector motion is performed as follows. The error ee has

the position and orientation given by

ee =

[
Pd − P

1
2

(n × nd + s × sd + a × ad)

]
(12)

where Pd and P are the 3× 1 vectors of the desired and

actual position of the end-effector and Rd = (ndsdad) and

R = (nsa) are the 3× 3 rotation matrices representing the

desired and actual orientations. For a detailed description

of this approach, we refer the reader to [40, 41].

2.6 Haptic assistance model

A force-reflecting robot assistance scheme was imple-

mented to communicate position control commands to the

slave and provide haptic feedback to the master. This pro-

vides sensory input in the form of haptic feedback to the

operator, and allows the operator to judge the nature of

the force and take necessary action. This approach draws

on prior work performed on shared control and virtual

fixtures[42].

Haptic assistance is provided as force reflection (haptic

feedback) at the master controller when the PED model

constraints are exceeded. In our approach, stiffness is in-

duced as motor (joint) torques given by a simple mass and

damper system F = Kx + bx′. When the master is outside

the region predicted by the model, these motor torques pre-

vent the master from deviating from the PED model. The

haptic feedback provided is proportional to the deviation of

the master from the model trajectory given by

Pn = (pn − ps) (13)

where Pn is the difference between the maximum estimated

model prediction pn{pxn, pyn, pzn} position (force/torque),

and ps{pxs, pys, pzs} is the position (force/torque) of the

slave. Force reflection (assistive force and torque feedback)

on the master is given by

Fm = Fs + K (Pn) + bV (14)

τm = τs + K (Pn) + bV (15)

where Fs{Fxs, Fys, Fzs} is the force, and τs{τxs, τys, τzs} is

the torque sensed by the slave robot. Fm is the force feed-

back and τm is the torque feedback at the master, b is the

damping constant, and V is the velocity of the master con-

troller. In our experimental setup, the stiffness K was set

at 0.5 N/mm so that the maximum haptic stiffness could be

sensed (during trocar penetration of the surrogate phantom

model, Fig. 5 (b)).

2.7 Phantom setup

In Fig. 5, we illustrate our surrogate phantom setup. A

Phantom 1.5 haptic device was fitted with a custom end

effector and used as the haptic master. The slave was an 8

DOF RobAi fitted with a sensorized trocar mounted on the

end effector (Fig. 5). A human abdominal phantom with

surrogate abdominal tissue (on the lower abdominal sec-

tion) having similar viscoelastic properties to that of human

abdominal tissue was used to test for tele-robotic trocar

penetration. We used polyethylene to simulate the skin and

fat layer and reinforcing nylon tape to simulate the tough

muscle layer. The synthetic tissue was tested in both wetted

conditions using physiologic saline solution, and in dry con-

ditions. The penetration force profiles obtained using this

synthetic tissue were similar to that shown in Fig. 2. Sim-

ilar materials have been used in prior research by Baier[43]

and have been validated against human tissue properties as

an excellent yet cheap alternative for human skin tissues.

The surrogate tissue was stretched and clamped over an

inanimate abdominal phantom using metal clamps. In our

experiments the trocar attached to the end effector of the

tele-controlled slave was advanced by the master. The force

and displacement of the trocar were recorded by load cell of

the slave and reflected on the master as haptic force feed-

back.
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2.8 Tele-operation network model

The master slave network model was implemented as fol-

lows. Both master and slave tele-communicate through

PED used user datagram protocol (UDP) packets. As

shown in Fig. 6, the master and slave devices are connected

through a 100 Mb/s local network. This congestion type

was selected because UDP is a non-TCP-friendly protocol,

therein allowing the simulation of a more aggressive net-

working environment typically used by internet programs

like P2P.

Fig. 6 Operation of the tele-robot system using PED through

100Mb/s local network, where Xm and Xs are the position, and

fm and fs are the force and torque of the master and slave,

respectively

The advantage of using UDP in tele-operation is that

communications can be carried out without considerable

delays or fluctuations (jitter) when network conditions are

favorable (without congestion). On the other hand, when

congestion problems appear in the network, UDP can-

not guarantee reliable data transmission for robotics tele-

operation. Also, UDP provides very few error recovery

services, offering instead a direct way to send and re-

ceive datagrams. Due to these limitations, other con-

trol techniques[44, 45] are required to guarantee optimal

tele-operation. We establish a bi-directional transmission

model[44] that operates through PED for master and slave

communication. This is an end-to-end congestion control

protocol whose main objective is to minimize the round trip

time (RTT) while maximizing the transmission frequency.

It performs network congestion control by means of avoiding

congestion signals (timeouts and packet losses) and handles

instability due to phase and transmission delays. We refer

the reader to our prior work[44] for a more detailed descrip-

tion on this transmission protocol.

In our experiments, additional UDP flows were included

as network traffic in order to simulate network congestions.

At the slave end PED, acts as a predictor providing for

error correction in the presence of lost packets or human

error. On the master side, PED (Fig. 6) provides for sur-

gical assistance by inducing a haptic force feedback. The

communication frequency between master and slave was set

to 1 kHz. Theoretically, this would mean that one packet

of data was received per millisecond. However, factors such

as delay, jitter and packet loss would alter this rate. The

effects of this are: Loss packets will decrease the slave fre-

quency, delayed packets will cause position, force/torque

errors, and jitter (due to packets arriving out of time se-

quence) will cause instability in the system. We address

these issues using the PED model where both master and

slave can operate at the same frequency.

3 Experiment and results

We tested our proposed methodology for tele-robotic

placement of the trocar. For the surgical task of trocar

insertion, our PED model has to compensate for kinematic

differences and latencies between the master controller and

the slave robot in the presence of transmission and human

error. We validated the model based on two criteria: 1) re-

covery from transmission errors and data loss, and 2) sur-

gical assistance when model constraints are exceeded due

to operator error. For the first case we test for reliable op-

eration of the system in the presence of transmission error.

Comparisons are made between predictions made by the ex-

tended Kalman filter (EFK) and the PED model. For the

second case, we tested for safety, the ability of the model

to provide haptic assistance to prevent and handle human

operator error.

3.1 Experimental study 1: Transmission
errors and packet loss

In this part of the experimental study, our proposed PED

method is evaluated for latency and error. Experiments

were performed in the context of learning from demonstra-

tion strategy for error recovery.

Master end effector positions are transmitted to the slave

for tele-control, and force/torque data at the slave end is

transmitted to the master for haptic reflection (of trocar

penetration forces). We evaluate the effectiveness of the

model in the presence of transmission error. Comparisons

are made between the proposed PED model and a filtering

approach that utilizes an extended Kalman filter[23]. We

test for transmission error in the ranges 1%, 12%, 25% and

50% and data loss in the ranges 5%, 10%, 20% and 30%

(Fig. 7). The efficacies of the two approaches are analyzed

by comparing their root mean square (RMS) error between

transmitted and received data.

Fig. 7 The root mean square (RMS) position error between

EKF and PED. Different bars indicate percentage of lost packet

and the x-axis gives the transmission error

Fig. 7 gives our results for transmission error of end ef-

fector positions. The horizontal axis indicates the percent-

age of transmission errors, and the different bars give the

percentage of data packets lost at the receiver. It can be
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observed that the RMS error using only the EKF is greater

than the RMS error obtained using the PED model. When

packet loss is 5%, both the PED and EKF have compa-

rable performance, over increasing error rates (EKF error

ranges form 14.6−24.5 and PED error ranges from 11.3–

15). The benefit of using the PED model can be seen in

situations of packet loss between 20% to 30%. We observe

that the error in the EKF increases ten folds with increase

in transmission loss (EKF error ranges from 14.6−147.5).

This is expected since the EKF makes predictions on the

data using the covariance in prior observations and not on

how the data is generated (such as an expert model). The

PED shows significantly better performance with RMS er-

ror ranging from 11.3−24.1 (Fig. 8). In the average case

(12% error and 10% loss) we obtain a 58.8 % improvement

in performance in comparison to using an EKF. The PED

having prior knowledge of the underlying model that gener-

ated the data is capable of making better predictions even

when there is significant loss in packets.

Fig. 8 Plots show (a) mean penetration depth (PD), (b) instru-

ment deviation (DV) and (c) peak force (PF). Group A is pro-

vided with PED assistance (PEDA), Group B is provided with

only haptic assistance (HA) and Group C is provided with no

assistance (NA)

Equally important to transmission of position is the

transmission of force between the slave and master for

haptic feedback (requiring higher transmission rates).

Maximum penetration forces (in Newtons) ranged from

59.6 N−73.1 N. Comparisons are made between the perfor-

mance of the EKF and the PED model for force ranges:

0.5 N, 1 N, 1.5 N and 2N. The RMS error in the case of

EKF (for increasing transmission loss, 5%−30%) varied

from 2.27–10.3. Significantly better performance was ob-

tained using PED with RMS error ranging from 1.96 to

5.08. Here the error using EKF was twice that of PED. In

the average case (12% error and 10% loss), we obtain a

42.6 % improvement in performance in comparison to using

PED than EKF.

3.2 Experimental study 2: Surgical assis-
tance

The proposed PED methodology was validated for hap-

tic assistance and usability in the following scenarios: 1)

Penetration depth assistance, when the operator attempts

to penetrate below the expert model (PED) depth. 2) Task

trajectory deviation, when the operator deviates beyond

the predicted deviation of the model. 3) Force / torque

assistance, when the operator applies penetration forces

and torques beyond what the model predicts. From prior

work[7, 8], the mean penetration depth of the trocar through

the abdominal wall was estimated to be approximately

45 mm. In our experimental setup, this was set as the max-

imum penetration depth. Force reflection of the slave at

the master end enables the operator to sense penetration

forces/torque of the slave. Surgical assistance was provided

at the master by a haptic feedback (joint stiffness) that

was proportional to the deviation of the slave from model

predictions.

For validation, novices who had no prior experience in

performing trocar insertion procedure were selected. Data

was collected from 15 participants, formed into three ran-

domized groups A, B and C (with 5 participants each).

Group A (no assistance), as evident by the name, had no

haptic feedback and participants had to rely solely on vi-

sual feedback for trocar penetration. Group B (haptic as-

sistance) had both visual and haptic feedbacks (force reflec-

tion), and Group C (PED assistance) had visual and PED

haptic feedbacks (see Tables 1 and 2). Each participant was

required to perform 5 trials of the trocar insertion proce-

dure on the phantom setup (Section 2.7). The participants

manipulated the trocar using the haptic master controller

(Fig. 5 (a)).

Table 1 Groups A, B and C, overall comparisons of mean

penetration depth (PD), mean peak force (PF), mean

instrument deviation (DV), p-values shows significance

Group A Group B Group C p-value

(NA) (HA) (PEDA)

(mm) (mm) (mm)

Mean PD 49.44 37.94 33.44 0.0061

Mean PF 30.24 24.02 19.44 0.0073

Mean DV 18.5 6.72 7.02 0.0024

Table 2 Exact Kruskal-Wallis tests for between group

comparison; Haptic assistance (HA), PED assistance (PEDA),

No assistance (NA), for penetration depth (PD), peak force

(PF) and instrument deviation (DV)

PD (p-value) PF (p-value) DV (p-value)

HA vs. NA 0.0516 0.0581 0.0062

PEDA vs. NA 0.0041 0.0043 0.0079

PEDA vs. HA 0.2344 0.2222 0.8413

Statistical analysis: Exact Kruskal-Wallis tests were

utilized to statistically compare outcomes across indepen-

dent groups (Group A, Group B and Group C). Between

group comparisons (Table 2) showed C has significantly bet-

ter outcomes compared to Group A (at 0.05 nominal signif-

icance level), with p-value of 0.0041 for penetration depth

(PD), p-value of 0.0043 for peak force (PF) and p-value of

0.0079 for instrument deviation (DV). Fig. 6 (a) shows the

results for the three groups. Group C had the least mean
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PD of 33.44 mm. Whereas Group A had mean PD 49.2 mm,

exceeding the maximum permissible depth of 45mm. Sim-

ilar results were observed for instrument deviation, both

Groups B and C performed significantly better with mean

deviation of 7.02 mm and 6.72 mm, respectively, whereas

A had mean DV of 18.5 mm. Also for peak force, Group

C exerted less force, completing the task with mean PF of

19.44 N. Whereas, A had a mean PF of 30.24 N. In all cases,

our results showed participants with both PED and haptic

assistance performed the task better and with more con-

sistency (not exceeding maximum penetration depth) and

lesser deviation (closer to the expert model) than subjects

without assistance.

Usability of the proposed system was measured by

participants′ (all groups) ability to complete the task of

trocar insertion. Our results demonstrated that all partici-

pants were able to successfully complete the task (Table 1).

4 Discussion and conclusions

In this paper, we propose a new methodology based on

prediction from expert demonstrations (PED) for safe tele-

surgery. Our methodology is tested for tele-robotic place-

ment of the trocar. The quantitative results above validate

the efficacy of the proposed methodology for reliability and

safety. We show that our PED approach is reliable, ro-

bust to transmission error, and provides optimal results

in all tested cases. The PED produced significantly bet-

ter performance in comparison to the EKF, in the aver-

age case (12 % error and 10 % loss), and obtained a 58.8 %

improvement in performance compared to using the EKF.

This robustness is mainly attributable to the probabilis-

tic learning approach of the model. Next, we validate the

methodology for safety on a randomized control study of

15 subjects. The main purpose of this experimental study

was to demonstrate the effectiveness of the methodology

for surgical assistance. Preliminary study results showed

participants with PED assistance performed the task with

more consistency, closer to the expert model than subjects

without assistance.

As demonstrated, our initial study findings validate the

effectiveness of the proposed method. Such approach can

prove to be beneficial especially to the domain of surgical

robotics, where both human operation and data transmis-

sion play a critical role. Future studies will utilize a larger

study group that include experts to test this approach. We

also plan on extending this approach to surgical procedures

that involve complex trajectories, and the application of

precise forces.

Acknowledgments

The authors would like to thank Dr.T. Kesavadas for his

encouragement and support.

References

[1] A. Hassan-Zahraee, B. Herman, J. Szewczyk. Mechatronic
design of a hand-held instrument with active trocar for
laparoscopy. In Proceedings of 2011 IEEE International

Conference on Robotics and Automation, IEEE, Shanghai,
China, pp. 1890–1895, 2011.

[2] P. Queirós, R. Cortesao, C. Sousa. Haptic tele-manipulation
for robotic-assisted minimally invasive surgery with explicit
posture control. In Proceedings of the 18th Mediterranean
Conference on Control & Automation (MED), IEEE, Mar-
rakech, Morocco, pp. 808–814, 2010.

[3] T. Haidegger, B. Zoltán. Extreme telesurgery. Robot
Surgery, S. H. Baik, Ed., Croatia: InTeck, pp. 25–44, 2010.

[4] J. Ding, R. E. Goldman, K. Xu, P. K. Allen, D. L.
Fowler, N. Simaan. Design and coordination kinematics of
an insertable robotic effectors platform for single-port ac-
cess surgery. IEEE/ASME Transactions on Mechatronics,
vol. 18, no. 5, pp. 1612–1624, 2013.

[5] J. Wall, J. Marescaux. History of telesurgery. Telemicro-
surgery, France: Springer, pp. 15–18, 2013.

[6] A. M. Okamura, L. N. Verner, T. Yamamoto, J. C.
Gwilliam, P. G. Griffiths. Force feedback and sensory
substitution for robot-assisted surgery. Surgical Robotics:
Systems Applications and Visions, New York: Springer,
pp. 419–448, 2011.

[7] V. Arulesan, G. Srimathveeravalli, T. Kesavadas, P. Na-
gathan, R. E. Baier. Data acquisition and development of
a trocar insertion simulator using synthetic tissue mod-
els. Studies in Health Technology and Informatics, vol. 125,
pp. 25–27, 2007.

[8] T. Kesavadas, G. Srimathveeravalli, V. Arulesan. Paramet-
ric modeling and simulation of trocar insertion procedure.
Studies in Health Technology and Informatics, vol. 119,
pp. 252–254, 2006.

[9] D. Joshi, T. Kesavadas. Framework for network based man-
ufacturing training through telehaptics. In Proceedings of
ASME 2003 International Mechanical Engineering Congress
and Exposition, ASME, Washington, DC, USA, pp. 707–
712, 2003.

[10] A. Chowriappa, R. Wirz, Y. W. Seo, A. Reddy, T. Ke-
savadas, P. Scott, K. Guru, T. Kesavadas. A predictive
model for haptic assistance in robot assisted trocar inser-
tion. In Proceedings of IEEE World Haptics Conference
(WHC), IEEE, Daejeon, Korea, pp. 121–126, 2013.

[11] J. Ding, R. E. Goldman, K. Xu, P. K. Allen, D. L.
Fowler, N. Simaan. Design and coordination kinematics of
an insertable robotic effectors platform for single-port ac-
cess surgery. IEEE/ASME Transactions on Mechatronics,
vol. 18, no. 5, pp. 1612–1624, 2013.

[12] S. Krishnakumar, P. Tambe. Entry complications in laparo-
scopic surgery. Journal of Gynecological Endoscopy and
Surgery, vol. 1, no. 1, pp. 4–11, 2009.

[13] R. Orlando, P. Palatini, F. Lirussi. Needle and trocar
injuries in diagnostic laparoscopy under local anesthesia:
What is the true incidence of these complications? Jour-
nal of Laparoendoscopic & Advanced Surgical Techniques,
vol. 13, no. 3, pp. 181–184, 2003.



496 International Journal of Automation and Computing 10(6), December 2013

[14] J. Y. Chen, E. C. Haas, M. J. Barnes. Human performance
issues and user interface design for teleoperated robots.
IEEE Transactions on Systems, Man and Cybernetics, Part
C: Applications and Reviews, vol. 37, no. 6, pp. 1231–1245,
2007.

[15] P. Quax, P. Monsieurs, W. Lamotte, D. De Vleeschauwer,
N. Degrande. Objective and subjective evaluation of the
influence of small amounts of delay and jitter on a recent
first person shooter game. In Proceedings of the 3rd ACM
SIGCOMM Workshop on Network and System Support for
Games, ACM, New York, NY, USA, pp. 152–156, 2004.

[16] J. Marescaux, J. Leroy, F. Rubino, M. Smith, M. Vix, M.
Simone, D. Mutter. Transcontinental robot-assisted remote
telesurgery: Feasibility and potential applications. Annals
of Surgery, vol. 235, no. 4, pp. 487–492, 2002.

[17] M. Anvari, T. Broderick, H. Stein, T. Chapman, M.
Ghodoussi, D. W. Birch, C. Mckinley, P. Trudeau, S. Dutta,
C. H. Goldsmith. The impact of latency on surgical pre-
cision and task completion during robotic-assisted remote
telepresence surgery. Computer Aided Surgery, vol. 10,
no. 2, pp. 93–99, 2005.

[18] L. Pantel, L. C. Wolf. On the suitability of dead reckoning
schemes for games. In Proceedings of the 1st Workshop on
Network and System Support for Games, ACM Press, New
York, NY, USA, pp. 79–84, 2002.

[19] Y. Yonghee, Y. S. Mee. Haptic data transmission based on
the prediction and compression. In Proceedings of IEEE In-
ternational Conference on Communications, IEEE, Beijing,
China, pp. 1824–1828, 2008.

[20] P. Hinterseer, S. Hirche, S. Chaudhuri, E. Steinbach, M.
Buss. Perception-based data reduction and transmission of
haptic data in telepresence and teleaction systems. IEEE
Transactions on Signal Processing, vol. 56, no. 2, pp. 588–
597, 2008.

[21] S. Hirche, M. Buss. Transparent data reduction in net-
worked telepresence and teleaction systems. Part II: Time-
delayed communication. Presence: Teleoperators and Vir-
tual Environments, vol. 16, no. 5, pp. 532–542, 2007.

[22] R. Hinterseer, E. Steinbach, S. Chaudhuri. Perception-
based compression of haptic data streams using Kalman
filters. In Proceedings of IEEE International Conference on
Acoustics, Speech and Signal Processing, IEEE, Toulouse,
France, vol. 5, pp. 473–476, 2006.

[23] W. Zarrad, P. Poignet, R. Cortesao, O. Company. Stability
and transparency analysis of a haptic feedback controller
for medical applications. In Proceedings of the 46th IEEE
Conference on Decision and Control, IEEE, New Orleans,
LA, USA, pp. 5767–5772, 2007.

[24] J. H. Cho, H. I. Son, M. Annerstedt, A. Robertsson,
R. Johansson. Enhancement of human operator′s percep-
tual sensitivity for telesurgical systems via polytopic sys-
tem approach. In Proceedings of the 4th IEEE RAS &
EMBS International Conference on Biomedical Robotics
and Biomechatronics (BioRob), IEEE, Rome, pp. 75–80,
2012.

[25] J. J. Abbott, P. Marayong, A. M. Okamura. Haptic virtual
fixtures for robot-assisted manipulation. Robotics Research,
Berlin Heidelberg: Springer, vol. 28, pp. 49–64, 2007.

[26] A. M. Harsha, S. Abeykoon, K. Ohnishi. Tactile sensation
improvement of a bilateral forceps robot with a switch-
ing virtual model. In Proceedings of the 10th IEEE Inter-
national Workshop on Advanced Motion Control, IEEE,
Trento, Italy, pp. 526–531, 2008.

[27] L. B. Rosenberg. Virtual fixtures: Perceptual tools for teler-
obotic manipulation. In Proceedings of IEEE Virtual Real-
ity Annual International Symposium, IEEE, Seattle, WA,
USA, pp. 76–82, 1993.

[28] J. Cha, S. M. Kim, I. Oakley, J. Ryu, K. H. Lee. Haptic in-
teraction with depth video media. Advances in Multimedia
Information Processing-PCM, Berlin Heidelberg: Springer,
pp. 420–430, 2005.

[29] Z. J. Ju, H. H. Liu. Fuzzy Gaussian mixture models. Pat-
tern Recognition, vol. 45, no. 3, pp. 1146–1158, 2012.

[30] H. H. Liu. A fuzzy qualitative framework for connecting
robot qualitative and quantitative representations. IEEE
Transactions on Fuzzy Systems, vol. 16, no. 6, pp. 1522–
1530, 2008.

[31] H. H. Liu, D. J. Brown, G. M. Coghill. Fuzzy qualitative
robot kinematics. IEEE Transactions on Fuzzy Systems,
vol. 16, no. 3, pp. 808–822, 2008.

[32] S. Chernova, M. Veloso. Confidence-based policy learning
from demonstration using Gaussian mixture models. In Pro-
ceedings of the 6th International Joint Conference on Au-
tonomous Agents and Multiagent Systems, ACM New York,
NY, USA, Article No. 233, 2007.

[33] D. H. Grollman, O. C. Jenkins. Dogged learning for
robots. In Proceedings of IEEE International Conference
on Robotics and Automation, IEEE, Roma, pp. 2483–2488,
2007.

[34] A. P. Shon, D. Verma, R. P. N. Rao. Active imitation learn-
ing. In Proceedings of the 22nd National Conference on
Artificial Intelligence, AAAI, Vancouver, Canada, pp. 756–
762, 2007.

[35] A. Coates, P. Abbeel, A. Y. Ng. Learning for control from
multiple demonstrations. In Proceedings of the 25th In-
ternational Conference on Machine Learning, ACM, New
York, USA, pp. 144–151, 2008.

[36] A. Billard, S. Calinon, R. Dillmann, S. Schaal. Robot pro-
gramming by demonstration. Handbook of Robotics, New
York: Springer, pp. 1371–1394, 2008.

[37] H. Sakoe, S. Chiba. Dynamic programming algorithm op-
timization for spoken word recognition. IEEE Transactions
on Acoustics, Speech and Signal Processing, vol. 26, no. 1,
pp. 43–49, 1978.

[38] S. Calinon, A. Billard. A probabilistic programming by
demonstration framework handling constraints in joint
space and task space. In Proceedings of the IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems,
IEEE, Nice, pp. 367–372, 2008.



A. Chowriappa et al. / Prediction from Expert Demonstrations for Safe Tele-surgery 497

[39] A. P. Dempster, N. M. Laird, D. B. Rubin. Maximum likeli-
hood from incomplete data via the em algorithm. Journal of
the Royal Statistical Society, vol. 39, no. 1, pp. 1–38, 1977.

[40] Y. Nakamura, H. Hanafusa. Inverse kinematic solutions
with singularity robustness for robot manipulator control.
ASME Journal of Dynamic Systems, Measurement, and
Control, vol. 108, no. 3, pp. 163–171, 1986.

[41] G. Schwarz. Estimating the dimension of a model. The An-
nals of Statistics, vol. 6, no. 2, pp. 461–464, 1978.

[42] G. Srimathveeravalli, V. Gourishankar, A. Kumar, T. Ke-
savadas. Experimental evaluation of shared control for re-
habilitation of fine motor skills. ASME Journal of Comput-
ing and Information Science in Engineering, vol. 9, no. 1,
014503, 2009.

[43] R. E. Baier. Cutting Effectiveness of Heel Incision Devices.
Internal UB Technical Report, 2006.

[44] R. Wirz, R. Marin, M. Ferre, J. Barrio, J. M. Claver,
J. Ortego. Bidirectional transport protocol for teleoper-
ated robots. IEEE Transactions on Industrial Electronics,
vol. 56, no. 9, pp. 3772–3781, 2009.

[45] T. Slama, A. Trevisani, D. Aubry, R. Oboe, F. Kratz. Ex-
perimental analysis of an internet-based bilateral teleoper-
ation system with motion and force scaling using a model
predictive controller. IEEE Transactions on Industrial Elec-
tronics, vol. 55, no. 9, pp. 3290–3299, 2008.

Ashirwad Chowriappa received his
Ph.D. degree in computer vision and ar-
tificial intelligence from the State Univer-
sity of New York, Buffalo, USA in 2013.
He now holds a research associate position
at Roswell Park Cancer Institute, Buffalo,
New York, USA. He worked as senior re-
search engineer at Simulated Surgical Sys-
tems LLC from 2010 to 2012, where his re-
search was focused on both simulation and

augmented reality procedure-based training for robot-assisted
surgery (RAS). During his educational career, he has authored
or co-authored over 30 technical papers in top conferences and

journals. He was invited speaker at the Robotic Assisted Micro-
surgical and Endoscopic Society, Tampa, 2012. He has been a
reviewer for IEEE World Haptics Conference, Intelligent Robots
and Systems, Systems, Man, and Cybernetics, and Computer-
Aided Design Journal.

His research interests include computer vision for robot-
assisted surgery, computer aided diagnosis, and augmented re-
ality in simulation-based robotic training.

E-mail: ajc48@buffalo.edu (Corresponding author)

Raul Wirz received his Ph. D. degree in
computer science and engineer form the
University of Castellon, Spain in 2009. He
completed his post-doctorate in the Cen-
tre of Automatic and Robotic (CAR-UPM,
Spain) and in the State University of New
York at Buffalo, USA in 2011.

His research interests focuses on human
robot interfaces and haptic devices in real
and virtual environments.

E-mail: raul.wirz@gmail.com

Aditya Reddy Ashammagari gradu-
ated from the State University of New York
at Buffalo (UB), USA in 2013. He re-
ceived his M. Sc. degree in mechanical and
aerospace engineering from UB in 2013 and
B. Sc. degree in mechatronics engineering
from SASTRA University, Tanjore, India in
2011.

His research interests include robotics
and automation, vision based control, ma-

chine intelligence, computer vision, virtual reality and graphics.
E-mail: aditya.ash@gmail.com

Yong Won Seo is a Ph.D. candidate
in mechanical and aerospace engineering at
the University at Buffalo, USA. He received
his M. Sc. degree in mechatronics from
Gwangju Institute of Science and Technol-
ogy (GIST), South Korea, and B. Sc. de-
gree in mechanical engineering from Chung-
Ang, South Korea.

His research interests include haptic
simulation with nonlinear finite element

method (FEM) deformation.
E-mail: yongwons@buffalo.edu



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


