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Abstract: In this paper, we present a novel algorithm for odometry estimation based on ceiling vision. The main contribution of
this algorithm is the introduction of principal direction detection that can greatly reduce error accumulation problem in most visual
odometry estimation approaches. The principal direction is defined based on the fact that our ceiling is filled with artificial vertical
and horizontal lines which can be used as reference for the current robot′s heading direction. The proposed approach can be operated
in real-time and it performs well even with camera′s disturbance. A moving low-cost RGB-D camera (Kinect), mounted on a robot,
is used to continuously acquire point clouds. Iterative closest point (ICP) is the common way to estimate the current camera position
by registering the currently captured point cloud to the previous one. However, its performance suffers from data association problem
or it requires pre-alignment information. The performance of the proposed principal direction detection approach does not rely on
data association knowledge. Using this method, two point clouds are properly pre-aligned. Hence, we can use ICP to fine-tune the
transformation parameters and minimize registration error. Experimental results demonstrate the performance and stability of the
proposed system under disturbance in real-time. Several indoor tests are carried out to show that the proposed visual odometry
estimation method can help to significantly improve the accuracy of simultaneous localization and mapping (SLAM).
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1 Introduction

Localization is a key issue for the autonomous navigation
of robots. It is also a prerequisite for many applications like
obstacle detection, augmented reality and many other tasks.
For ground vehicles, it is typically performed by combining
the wheel odometry (from wheel encoders) and the inertial
sensing (gyroscopes and accelerometers). However, this ap-
proach has several limitations. First, the precision depends
on very exact measurements of the robot wheels, wheel base
and slip conditions. Second, the inertial sensors are prone
to drift. Moreover, the wheel odometry is unreliable in
rough terrain (wheels tend to slip and sink) or it may be
lifted and moved. In recent years, camera systems are get-
ting cheaper, and more compact and computational ability
increase dramatically even on standard PC. These develop-
ments make it possible to process high quality images at a
high frame rate. The information implied in sequential im-
ages can be used to estimate the camera motion accurately.
Visual odometry is the process of estimating the pose of
a mobile robot incrementally using only camera input. It
has been shown that compared to wheel odometry, visual
odometry provides more accurate trajectory estimations[1].

A variety of approaches for visual odometry tasks have
been introduced in the past. Based on the sensor type, these
approaches can be divided into two categories: Monocu-
lar camera and stereo camera. Nister et al.[2, 3] demon-
strated the successful results of visual odometry estima-
tion over long distances using perspective and omnidirec-
tional cameras, respectively. Davison[4] also presented a
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real time monocular system using the extended Kalman fil-
ter. Related work of monocular camera based approaches
can be further divided into two categories: Feature based
approaches and appearance based approaches. For the first
category, Nister[5] presented one of the first visual odometry
system using a monocular camera. They used a five-point
solver[6] to estimate ego-motion using random sample con-
sensusc (RANSAC). For the second category, Yu[7] mounted
a downward looking camera on the vehicle and presented a
method to compute visual odometry using template match-
ing. Besides monocular camera, additional sensors can be
utilized to improve the estimation accuracy. Yang et al.[8]

used both monocular camera and single-axis gyroscope to
produce better rotation estimation results compared to us-
ing a single sensor. In order to have an accurate visual
odometry calibration, the relative pose between cameras
and other sensors needs to be calibrated. Xu et al.[9] of-
fered an effective way to calibrate the relative poses between
inertial and camera mounted on a mobile robot system.

Compared to the techniques using monocular cameras,
motion estimation from stereo cameras is relatively easy
and tends to be more stable and well-behaved. The ma-
jor advantage of using stereo cameras is that one does not
need to worry about the scale ambiguity present in monoc-
ular camera techniques[10]. It can be further separated into
feature tracking over a sequence of images[5, 11, 12], or fea-
ture matching between two consecutive images[13, 14]. Given
a calibrated stereo camera, the 3D scene can be recon-
structed and the iterated closest point (ICP) algorithm[15]

can estimate the ego-motion between two consecutive im-
ages. Additional sensors can be combined with cameras
to improve the accuracy of the visual odometry.Dornhege
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and Kleiner[12] used an inertial measurement unit (IMU),
while Agrawal and Konolige[11] used the global position-
ing system (GPS) together with wheel encoders and IMU
to complement the visual odometry system. Compared to
these approaches, our method focuses on estimating the
robot motion with high accuracy completely based on vi-
sual inputs.

The core issue for 3D visual odometry is to register point
clouds from various time instants into one reference coordi-
nate system to obtain 3D motion parameters. The common
method for point cloud registration is ICP. The general idea
is to iteratively assign correspondences between the points
of the two point clouds and to update motion parameters
until the system converges. However, ICP is prone to lo-
cal minimum as the registration tends to reinforce a possi-
bly suboptimal initial point correspondence. Alternatively,
monocular images can be used to extract key-points and
match them with previous frames using descriptor match-
ing to roughly align two point clouds[16]. The correct data
correspondences of ICP are much more likely to be found
in pre-aligned point clouds. As a result, the registration
performance can be improved. However, the runtime for
key point detection and descriptor extraction is unable to
reach real-time performance without using a graphics pro-
cessing unit (GPU). Moreover, descriptor based methods
suffer from the drawback that they cannot distinguish the
repeated patterns.

All frame-to-frame based algorithms suffer from error ac-
cumulation problem. Although motion estimation error be-
tween two consecutive frames can be small enough, this er-
ror accumulates over time and leads to a bad estimation
of robot position after a long run. The accumulated error
can only be corrected by loop closing technique. However,
besides additional computation power and sensor require-
ments, loop closure detection can introduce new error and
result in an even worse position estimation.

The main contribution of this paper is that we propose
a real-time principal direction detection approach that acts
as a global reference to reduce accumulated error in frame-
to-frame based methods. Also, it can perform well with
repeated patterns since the direction detection is not com-
pletely based on local intensity changes. In many buildings,
ceilings contain vertical and horizontal lines, and the orien-
tation of these lines can be used as a global reference for
robot′s orientation. Even in the case where no typical lines
or markings on the ceiling, the edges between walls and
ceiling can be also utilized as the principal direction.

We used a Microsoft Xbox Kienct camera in our pro-
posed approach. The richness of their data and the recent
development of low-cost sensors have combined to present
an attractive opportunity for mobile robotics research. We
mounted the Kinect on the robot and pointed it to the ceil-
ing. Ceiling vision has the advantage of no or little obstruc-
tion. Also, compared to the frontal view in which the scale
of images may change, ceiling vision only involves rotation
and affine transformation. The main steps for the proposed
principal direction detection approach are as follows. First,
local linear features are extracted from monocular images
grabbed by the Kinect camera pointing up to the ceiling.
Second, the ceiling plane is detected using depth map ob-
tained by the Kinect, and local features not belonging to

the ceiling are eliminated to improve the accuracy. Then
hough transform is performed to extract lines and the prin-
cipal direction is determined by a voting scheme. After
identifying the principal direction, visual odometry can be
obtained by using ICP to register two consecutive frames.

The structure of this paper is as follows. In Section 2,
more details for principal direction detection are described.
Section 3 shows how the detected principal direction is used
to estimate the relative transformation between two consec-
utive frames. The current robot position in global coordi-
nate can be retrieved by simply accumulating the relative
transformation matrix. In Section 4, real world experiments
are carried out to show the stability of the proposed visual
odometry estimation approach and its application to simul-
taneous localization and mapping (SLAM) problem.

2 Principal direction detection

The principal direction detection refers to the detection
of yaw (θz) value which is the rotation around the normal of
the plane that the robot is currently on. The non-stationary
objects, such as moving people, cannot be used to detect
the principal direction of the image. In order to have a bet-
ter principal direction estimation, we mounted the Kinect
on the robot and pointed it to the ceiling. Calibration and
rectification are performed using the toolbox proposed in
[17] to achieve undistorted frames.

Although the principal direction is a global feature of
the environment, its calculation is based on local evidence
extracted from monocular images. Edges have been rec-
ognized as critical features in image processing since the
beginning of computer vision. Compared to point features,
edges are less distinctive, which makes it more challeng-
ing for data association problem. However, the invariance
of edges to orientation and scale makes them good candi-
dates for tracking. Moreover, the runtime for edge detection
is much faster compared to scale-invariant feature trans-
form (SIFT)[18] or speeded up robust features (SURF)[19].
Canny′s algorithm[20] for choosing edges in an image has
emerged as the standard technique, and consistently ranks
well in comparisons[21]. We use it for our edge feature selec-
tion algorithm. We first smooth the data using a symmetric
2D Gaussian blur kernel to remove some noise from the data
(Fig. 1 (a)). After that, the Canny algorithm is adopted to
generate an edge image (Fig. 1 (b)).

We mounted a Kinect pointing up towards the ceiling.
However, the data acquired may still contain parts from
walls or lamps. These undesirable parts decrease the accu-
racy of principal direction detection. We eliminate this ef-
fect by extracting points only from the ceiling plane which
cannot be correctly detected by using monocular images
alone. As our data are grabbed from a Kinect, every point
has a 2D position (pixel coordinates in the image) and its
corresponding 3D position (the measured position in the
world coordinate system). However, the ceiling plane can-
not be determined through simple height filtering because
the robot may have a non-zero roll (θx) or pitch (θy) angle.
Our ceiling plane detection approach has two assumptions:
First, the robot starts with θx = 0 and θy = 0, which means
that at the start point, points from the ceiling can be de-
termined through simple height filtering. Second, the slope
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change between two consecutive frames is small, which is
reasonable if the overall processing time for each frame is
short. At the first frame, 3 non-collinear points at certain
height are selected as points from the ceiling and a plane
equation is estimated from these points. Then, for each fol-
lowing frame, the plane detection and outlier removal steps
are listed as follows:

1) Use the plane calculated in the previous frame as ini-
tial hypothetical plane for the current plane estimation.

2) Points that are close enough to this initial hypothetical
plane are selected as set S.

3) A RANSAC-fashioned approach[22] is applied to S to
determine the current ceiling plane and eliminate all points
that do not belong to this plane.

4) All the remaining 3D points are projected back to 2D
image pixels, as shown in Fig. 1 (c).

Because the ceiling detection for the current frame is
based on the last detected ceiling plane, this plane detec-
tion approach is adaptive to small changes in ceiling slope.
If more than one plane (such as ceiling and walls) exists in
the same frame, this approach can still recognize the ceiling
correctly even when only a small portion of points are from
the ceiling.

After projecting the 3D ceiling points back to the 2D im-
age, the hough transform is used to extract lines from these
back-projected edge pixels. To reduce the effect of noisy
data and to improve the algorithm stability, only those lines
whose hough votes are higher than a threshold are selected,
as shown in Fig. 1 (d). For hough transform, lines are ex-
pressed in polar system as

r = x cos θ + y sin θ (1)

where r is the distance from origin to the line and θz indi-
cates the orientation of the line. We set angular resolution
of θz as 1 degree. We made an assumption that the current
detected principal direction is close to the previous detected

one. This is a reasonable assumption since we use only two
consecutive frames to calculate the transformation and the
frame rate of Kinect camera can be up to 30Hz. As a re-
sult, the searching space for θz is much narrower and the
line extraction process is faster. Finally, the most voted
angle value is selected as the principal directions.

(a) Smoothed monochrome

image

(b) Canny edge detection

(c) Extracted edge pixels from

ceiling

(d) Lines extracted by hough

transform

Fig. 1 Line extraction of ceiling image

However, if the robot has a non-zero roll or pitch angle,
the perspective distortion will lead to a wrong estimation
for the principal direction as shown in Figs. 2 (a)−(d). Lines
that are parallel in the real world tend to intersect at some
point. This error will lead to a wrong estimation of the prin-
cipal direction. Fortunately, it can be corrected by utilizing
the plane detected in the previous step.

(a) Smoothed monochrome image (b) Canny edge detection (c) Extracted edge pixels from ceiling

(d) Lines extracted by hough transform (e) Rectified edge image
(f) Extracted lines overlapped on rectified

edge image

Fig. 2 Lines extraction under perspective distortion
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Given detected ceiling plane ax + by + cz + d = 0, the
plane normal can be expressed as

~n =

(
a√

a2 + b2 + c2
,

b√
a2 + b2 + c2

,
c√

a2 + b2 + c2

)
.

(2)
Roll (θx) and pitch (θy) of the ceiling plane can be cal-

culated using normal ~n:

θx = arctan
~n(1)

~n(3)

θy = arctan
~n(2)

~n(3)
(3)

where ~n(i) denotes the i-th element in vector ~n.
Given a 3D point in camera coordinate X, its correspond-

ing pixel x in image is

x = K [I | 0]

[
X

1

]
= KX (4)

where K is the calibration matrix obtained in a previous
calibration step. Rotation matrix R can be calculated by
the estimated θx and θy as

R =




1 0 0

0 cos θx − sin θx

0 sin θx cos θx







cos θy 0 − sin θy

0 1 0

sin θy 0 cos θy


 . (5)

Because the principal direction is the estimation for the
robot′s yaw rotation (θz), the rectification process needs to
make the ceiling in the monocular image horizontal to the
image plane (θx = θy = 0). The principal direction can
be determined using the algorithm described before. The
actual translation of camera does not affect the detection
of principal direction. Thus, we assume there is no transla-
tion or θz changes between the distorted image and rectified
image. The rectified pixel x′ can be expressed as

x′ = K [R | 0]

[
X

1

]
= KRX. (6)

From (4) and (6), we get

x′ = KRK−1x (7)

where KRK−1 is a 3×3 homography matrix. The rectified
edge image and its extracted lines can be seen in Figs. 2 (e)
and 2 (f), respectively.

The detected principal direction θ ∈ [0, 2π]. Thus, one
principal direction represents two possible headings of the
robot. However, this orientation ambiguity does no harm to
visual odometry estimation. Although the principal direc-
tion is used to guide frame-to-frame based visual odometry
estimation approach like ICP, the relative rotation changes
between two consecutive frames cannot exceed π. There-
fore, the ambiguity can be resolved while determining the
relative transformation. θz is simply calculated as the rel-
ative change between the two consecutive principal direc-
tions.

3 Visual odometry implementation

Given θx, θy and θz, we can roughly align two consec-
utive point clouds filled with edge points from the ceiling.
After that, ICP is used to fine-tune the transformation pa-
rameters and provide 6-DOF (degree of freedom) motion
estimation using these two pre-aligned point clouds. The
system overview is shown in Fig. 3.

Fig. 3 System overview

In order to reach real-time performance, the size of point
cloud needs to be reduced. We divided the space into a set
of tiny 3D boxes and all points inside each box are approx-
imated with the coordinates of their centroids. By default,
we choose the voxel size to be of 0.05 m which allowed us
to down-sample the point cloud by an order of magnitude,
reaching real time requirement and having enough data for
performing the alignment procedure later. Moreover, after
this operation, points density no longer depends on their
distances from the sensor.

ICP has the drawback of local minima. Hence, a rea-
sonable initial guess of transformation is needed in order
to have a good estimation result. The detected principal
direction θz together with θx and θy can be used as initial
guess for rotation parameters. For translation, a simple
alpha-beta filter based on the previous motion is applied.
All points in the voxel grid are transformed into point cloud
Ps based on this initial guess.

Given two pre-aligned point clouds, ICP is used to fine-
tune the motion estimation. In ICP, points in a source cloud
Ps are matched with their nearest neighboring points in a
target cloud Pt and a rigid transformation is calculated by
minimizing the n-D error between associated points. This
transformation may change the nearest neighbors for points
in Ps, so the two steps of association and optimization are
alternated until convergence. Ps is transformed into Ps

′

using the pre-calculated initial guess. For each point in
Ps
′, data association is determined by finding the nearest

neighbor in target cloud Pt. While it is possible to compute
associations between points based on a combination of Eu-
clidean distance, color difference, and shape difference, we
found Euclidean distance along with a fast kd-tree search
is sufficient in most cases.

Point-to-plane ICP has been shown to generate more ac-
curate alignments than point-to-point ICP due to an im-
proved interpolation between points[23]. However, since al-
most all points in Ps

′ and Pt come from the ceiling, point-
to-plane error metric is not feasible in our case and we em-



H. Wang et al. / Real-time Visual Odometry Estimation Based on Principal Direction Detection on Ceiling Vision 401

ploy the point-to-point error metric instead. The current
robot location and orientation in global coordinate can be
retrieved by accumulating the relative rotation and trans-
lation matrix.

4 Experiments

In this section, several experiments are conducted to
demonstrate the effectiveness and the stability of our prin-
cipal direction detection approach for visual odometry esti-
mation. The experiments were carried out using an iRobot
Create platform. We used the Kinect camera which is
pointed up to the ceiling to test our visual odometry sys-
tem. The robot was manually controlled with a wireless
game pad and the testing data were collected by driving the
robot in the Robotic Research Center of Nanyang Techno-
logical University.

In each frame, around 8000 edge points were detected.
Only about 3000 points were left after voxel filtering, and
they were used to calculate the relative transformation be-
tween two consecutive frames. On a notebook with an Intel
i7-2710-QE 2.10GHz processor with 4 GB of memory, the
average number of frames per second for our visual odom-
etry algorithm is about 10. Edge detection takes about
0.01 s. It takes 0.009 s and 0.007 s for ceiling plane detection
and principal direction detection respectively, while 0.07 s
is required for ICP. Fig. 4 shows the stability of our system
under disturbance. During the test, the robot started at po-
sition (0, 0) following a clockwise path and returned to the
start point at the end. We manually disturbed the robot
during the test. Fig. 4 (a) shows the roll and pitch angles
at different times. In Fig. 4 (b), the black solid line is the
robot trajectory using the principal direction to guide ICP
while the dotted one is without it. Although under obvious
disturbance, the path of robot is still smooth and almost
closed loop at the end. The bold parts of the paths are
places where disturbance occurs. The test emphasizes the
effectiveness of the principal direction detection.

We conducted more tests in common office scene to
demonstrate the performance of our visual odometry sys-
tem and made comparison with other conventional odom-
etry options. The result is shown in Fig. 5. The robot
started at position (0, 0), heading towards the positive X
direction. Raw wheel odometry is the accumulated position
changes over time calculated using only wheel encoders.
Dead reckoning means to incorporate raw wheel odome-
try with IMU sensing. The visual odometry is the result
of our proposed algorithm. In Fig. 5 (a), the path of raw
wheel odometry and dead reckoning deviates a lot from the
straight line because of the wheel slip and shaking of the
robot, while the visual odometry can successfully maintain
on the straight line path regardless of the slip. In Fig. 5 (b),
the robot started at (0, 0), heading towards the positive X
direction. We drove the robot along a “∞” shaped loop
and came back to the starting point in the end. Because
errors are accumulated over time for both visual and wheel
odometry, none of the odometry approaches managed to
close the loop. However, visual odometry still outperforms
conventional odometry methods.

(a) Roll and pitch angle during robot′s movement

(b) Robot trajectory

Fig. 4 Robot trajectory with disturbance

(a) Robot move straight forward

(b) Robot move along “∞” shaped loop

Fig. 5 Comparison of visual odometry and conventional visual

odometry
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Fig. 6 Kinect mounted on iRobot Create platform

Odometry is commonly used in different SLAM algo-
rithms. A more precise odometry can produce a better
map. We fed the three odometry results mentioned above
into the Gmapping algorithm[24]. A Hokuyo Laser Range
Finder (Fig. 6) is used to get measurements from surround-

ings and the produced map can be seen in Fig. 7. The first
row is the Gmapping result based on raw wheel odometry
while the second and third rows are based on dead reck-
oning and visual odometry, respectively. Because of the
wheel slip, the maps are distorted or have some false edges
for raw wheel odometry and dead reckoning cases in varying
degrees. Gmapping based on our visual odometry approach
generates the best map. In Fig. 7 (b), the bottom one shows
that the loop successfully closed using Gmapping based on
our visual odometry. Although our approach can generate
satisfactory results, the small errors still accumulate over
time leading to the failure of loop closing. There are two
main reasons for these failures. First, there are some long
gaps in the logs (each lasting 1 s or more) when the logging
disks are unable to sustain the frame rate. Not all of these
gaps are successfully bridged by the algorithm, particularly
when the image overlap is small. This is more of a system
(hard disk) failure rather than a visual odometry algorithm
failure. The second failure occurs when the robot enters a
narrow corridor. In this case, only a small portion of the
image is from the ceiling and the visual odometry works

Fig. 7 Gmapping results using different odometry (From top to bottom are results based on raw wheel odometry, dead reckoning and

visual odometry, respectively. Black circles indicate the robot′s starting point)
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with few pixels or not enough overlap area with previous
frames. These failures highlight a limitation of our ap-
proach. Visual odometry will only work in environments
where enough ceiling overlap can be obtained between two
consecutive frames.

5 Conclusions

In this paper, we presented a real-time method for de-
termining the robot odometry only using ceiling vision. It
is clear that the introduction of principal direction detec-
tion has greatly improved the visual odometry performance
and makes it robust and insensitive to camera disturbance.
The method has been evaluated using the Kinect camera
system. In an indoor environment with uneven floor, the
precision of this visual odometry system is demonstrated
to be better than wheel odometry and even better than the
combination of wheel odometry and an IMU sensor, espe-
cially when wheel slip occurs. It also offers the prospect of
substantially reducing the sensing cost. By using this ap-
proach, we can replace very expensive inertial measurement
units with a much cheaper Kinect camera and produce even
better odometry results under many conditions. We also
showed in experiments that the proposed visual odometry
can significantly improve the SLAM performance.

After presented the capabilities and limitations of pure
visual odometry, it should be noted that even the most
minimal robot is likely to have some form of proprioceptive
sensing (including encoders and/or IMU). Therefore, in fu-
ture work, we intend to augment rather than replace these
sensors, and to work with higher-level pose estimators that
fuse data from multiple sources.
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