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Abstract
Automated nucleus segmentation is considered the gold standard for diagnosing some severe diseases. Accurate instance 
segmentation of nuclei is still very challenging because of the large number of clustered nuclei, and the different appearance 
of nuclei for different tissue types. In this paper, a neural network is proposed for fast and accurate instance segmentation of 
nuclei in histopathology images. The network is inspired by the Unet and residual nets. The main contribution of the pro-
posed model is enhancing the classification accuracy of nuclear boundaries by moderately preserving the spatial features by 
relatively d the size of feature maps. Then, a proposed 2D convolution layer is used instead of the conventional 3D convolu-
tion layer, the core of CNN-based architectures, where the feature maps are first compacted before being convolved by 2D 
kernel filters. This significantly reduces the processing time and avoids the out of memory problem of the GPU. Also, more 
features are extracted when getting deeper into the network without degrading the spatial features dramatically. Hence, the 
number of layers, required to compensate the loss of spatial features, is reduced that also reduces the processing time. The 
proposed approach is applied to two multi-organ datasets and evaluated by the Aggregated Jaccard Index (AJI), F1-score 
and the number of frames per second. Also, the formula of AJI is modified to reflect the object- and pixel-level errors more 
accurately. The proposed model is compared to some state-of-the-art architectures, and it shows better performance in terms 
of the segmentation speed and accuracy.
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1  Introduction

Detection and segmentation of nuclei in histology images 
are considered crucial processes for diagnosing, grading 
and even for prognosis prediction of many diseases, such as 
most cancer types and Alzheimer [1–4]. In current clinical 
practices, the examination of hematoxylin and eosin (H&E)-
stained tissue images (to analyze nuclei density, morphology 
and shape) is carried out manually, by means of pathologists. 
However, the manual analysis results in many problems such 
as inter- and intra- observer variability, inability to assess 
fine visual features and a huge amount of time to examine 
Whole Slide Images (WSI) [5, 6]. With the great revolution 
in computer vision and image processing techniques, many 
manual assessment problems of histology images have been 

addressed [7–9]. Several traditional image processing meth-
ods for automatic nucleus detection and segmentation were 
presented, such as Otsu thresholding [10], Marker-controlled 
watershed segmentation [11] and other region growing, 
morphology, feature extraction and color-based threshold-
ing operations [12–14]. However, such methods are mainly 
based on predefined colors, shapes, or textures of nuclei that 
cannot be constant for all cases, such as different types of 
tissues, different grading of disease or the wide spectrum of 
tissue morphologies. In addition, due to noise and various 
staining concentration that appear in H&E stained images, 
such traditional methods fail to produce accurate and robust 
nucleus segmentation. Furthermore, those approaches pro-
duce either under- or over-segmentation of clustered and 
overlapping nuclei [15]. Throughout the past few decades, 
learning-based nucleus detection and segmentation meth-
ods have been proposed, where handcrafted features are 
extracted, such as color histograms, texture, morphology, 
optical density, geometric and other characteristics of nuclei 
[16–18]. The extracted features are then fed into Machine 
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Learning (ML)-based models, such as Random Decision 
Forest (RDF) [19], the K-Nearest Neighbors (KNN) [20] 
and Support Vector Machine (SVM) [21] algorithms to 
produce the nuclear probability map within the histology 
images. However, ML approaches depend on predefined 
features, and the parameters are adapted based on trial-and-
error during training in order to achieve the required per-
formance. This makes it difficult to consider them as gen-
eralized nucleus segmentation approaches. Recently, many 
Deep Learning (DL) models have been proposed for nuclear 
detection and segmentation that address the limitations of 
the handcraft feature-based models, where most of them are 
trained, based on pre-annotated datasets, including nuclear 
and non-nuclear pixels. This enables models to extract more 
detailed, sophisticated and hidden features that cannot be 
easily recognized by traditional and standard handcraft 
feature-based approaches, to achieve a generalized robust 
nucleus segmentation [22]. Deep learning-based segmenta-
tion approaches are divided into semantic segmentation and 
instance segmentation. In semantic segmentation, the main 
concern is only distinguishing nuclear from non-nuclear pix-
els in the histology image. On the other side, instance seg-
mentation is concerned with distinguishing and segmenting 
individual nuclei (objects), which is very important to help 
pathologists study the morphology, size and density of vari-
ous nuclei in the same tissue to achieve accurate diagnosis, 
grading and prognosis [23–26]. Yet, the main challenge in 
most introduced instance nuclear segmentation approaches 
is separating overlapping and clustered nuclei. However, that 
is mostly at the expense of the computational complexity 
and processing time. Moreover, most of them are trained 
based on a certain type of nuclei, so they cannot be applied 
to various types of tissues.

In this work, a real-time architecture for accurate instance 
nuclear segmentation is proposed. The proposed architec-
ture is inspired by the Unet [27] and residual nets [28]. 
The model was trained on multi types of nuclei of differ-
ent kinds of tissues. The main contribution of the proposed 
model is that it moderately preserves the spatial features 
while reducing the computational complexity and processing 
time; minimizing the processing time is crucial since up to 
1000 WSIs can be analyzed and diagnosed per day, in one 
clinical setup. The relative preservation of spatial features 
is important, especially, to identify the minor-class pixels 
that are the boundary pixels, generally, and the common 
pixels among touching and overlapping nuclei, specifically. 
To achieve that, the size of feature maps is not intensively 
reduced; instead, the channels of feature maps are compacted 
into one channel. Then, a proposed 2D convolution layer 
is used, instead of the conventional 3D convolution layer, 
which significantly reduces the processing time. Also, the 
rational preservation of spatial features enables reducing the 
number of layers, required to compensate the spatial feature 

loss throughout the model architecture. This has a consider-
able impact on the computational complexity and hence the 
training and inference time. Also, the segmentation accu-
racy of the boundary pixels, especially the ones between 
intersecting nuclei, are improved. The performance of the 
proposed model was evaluated by the Aggregated Jaccard 
Index (AJI), F1-score and the number of frames per second 
(FPS) that represents the number of segmented images by 
the proposed model per second. In addition to that, a modi-
fication was made to the AJI to make it more simulating to 
the pathologists’ way of thinking, so that, it reflects the real 
pixel-level mismatch, over- and under-segmentation cases, 
more accurately. Experimental results reveal that the pro-
posed model provides better performance than some state-
of-the-art approaches, whose architectures are complicated.

The remaining sections of the paper are organized as fol-
lows: Sect. 2 outlines related works. In Sect. 3, the meth-
odology of the proposed model is explained, whereas the 
datasets, evaluation metrics, the modified AJI and imple-
mentation details are presented in Sect. 4. The time analysis 
of the proposed 2D convolution layer is discussed in Sect. 5. 
The results are demonstrated in Sect. 6, then the conclusion 
is drawn in Sect. 7.

2 � Related work

Nuclei instance segmentation models are divided into box-
based and box-free approaches. Most box-based instance 
segmentation models detect nuclei, using region proposals 
then segment the candidates to produce individual nuclear 
segmentation by classifying pixels inside the candidate 
ROI into background and foreground ones. Some stand-
ard DL approaches are used as a streamline in most box-
based instance segmentation models such as the Single 
Shot Detector (SSD) [29], Fast- and Faster-R-CNN [30, 31], 
Mask R-CNN [32] and Retina Net [33]. Yi et al. [34] imple-
mented a nuclei instance segmentation model, where the 
Unet architecture and the single shot multi-box detector were 
combined together. The attention mechanisms were used to 
improve the detection and segmentation accuracy, although 
they increase the computational complexity. In [35], the 
Mask R-CNN was used to, accurately, detect the candidate 
ROIs of nuclei. Hao Liang et al. [36] integrated the Guided 
Anchoring (GA) with the Region Proposal Network (RPN) 
to implement a GA-RPN module that generates candidate 
proposals for nuclei detection, then the Mask R-CNN was 
applied on the extracted ROI, for nuclear instance segmenta-
tion. A fast and accurate region-based nuclei instance seg-
mentation algorithm was presented by Cheng et al. [37]. The 
architecture consists of detection and segmentation blocks. 
The bounding boxes of nuclei are detected by applying the 
feature pyramid network to combine both shallow and deep 
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features. Accordingly, the feature maps are cropped and 
fed into the Unet architecture to improve the accuracy of 
instance segmentation. In [38], a context-refined neural net-
work was presented to detect the ROIs of individual nuclei 
and eliminate the background. However, the system failed 
to detect small nuclei. In region-based instance segmenta-
tion models, the resultant accuracy mainly depends on the 
candidates of nuclear ROI that is affected by clustered and 
overlapping nuclei. On the other side, Box-free instance seg-
mentation methods do not have to detect the ROI of nuclei, 
first, to segment them; instead, they apply pixel-wise seg-
mentation to the whole image. In [25], a three-class CNN 
was used to produce a ternary map to segment inter-nuclear 
boundaries in the presence of clustered nuclei, then post-
processing was done to, exactly, detect the nuclei contour. In 
[39], a dual Unet model was used, one for boundary detec-
tion and another for nuclei center detection, where two 
weight maps for nuclei center detection and boundary seg-
mentation were proposed to enhance segmentation. In [40], 
the USE-Net architecture was introduced, where squeezing 
and excitation blocks were used to allow features recalibra-
tion by emphasizing the useful features and discarding the 
useless ones. The network also produces markers for nuclei 
to separate overlapping nuclei, by means of the watershed 
algorithm, and generate the final instance segmentation of 
nuclei. In [41], the authors introduced a cross-staining style 
method to synthesize nuclei pathology images, based on 
adversarial learning, to overcome the issue of insufficient 
large dataset for the training process. Then, a WNS-Net [42] 
was applied to segment the output of the synthesized branch, 
to detect the nuclei centers, without the need of annotat-
ing the whole nuclei or their boundaries. However, this can 
affect the segmentation result of overlapping nuclei. In [43], 
a Recursive DL (R-DL) strategy was introduced to train deep 
learning models, using incomplete annotations, and the Unet 
was used as a backbone for simultaneous detection and 
instance segmentation. The Unet was trained by a number 
of individual positive (nucleus) and negative (background) 
patches, selected from incompletely annotated pathologic 
dataset. However, the model was trained and tested based 
on a dataset that consists of only one type of nuclei, hence 
the model cannot support generalized nuclear segmenta-
tion. Also, the authors neglected the effect of intersecting 
nuclei that can affect the instance segmentation result. In 
[44], two independently trained Unet models were used for 
instance segmentation. The first Unet produces the seman-
tic segmentation of nuclei, while the second one is used to 
predict the distance maps for all nuclei instances. To remove 
false local maxima, Gaussian smoothing filter was applied, 
then the derived local maxima were used as seed points of 
the watershed algorithm, whereas the semantic segmenta-
tion result of the first Unet model was used as a mask. In 
[23], the top-ranked technique was implemented using the 

Unet architecture, whose encoder was implemented using 
Resnet50 [28]. The network predicts two outputs, simulta-
neously, that represent the segmentation of nuclei and their 
contours. The instance segmentation is obtained by subtract-
ing the predicted contour pixels from the predicted nuclei 
pixels. In [45], a Unet-based dual output neural network was 
introduced to predict the nuclei contours and inner pixels. 
The residual blocks and channel attention mechanisms were 
applied to increase the accuracy of instance segmentation. 
S. Graham et al. introduced a novel CNN for simultaneous 
nuclear segmentation and classification [46]. It is based on 
the encoded information within the horizontal and vertical 
map prediction of nuclear pixels, with respect to their center 
of mass. Then, the estimated distances were used to enhance 
the instance segmentation, especially for clustered nuclei. 
In [47], a self-supervised learning network, based on ResU-
net-101, was proposed to reduce the requirement of manual 
annotations. The network achieved high accuracy but at the 
expense of computational complexity that also increases the 
execution time, as a result of applying Resnet101. All afore-
mentioned instance segmentation models, except the last 
two, are designed based on binary classification. Hence, two 
different outputs should be predicted to distinguish nuclei 
boundary pixels. Also, most of them combine more than 
one network to enhance the segmentation accuracy. That, 
in turn, increases the computational complexity as well as 
the training/testing time. Besides, the training loss of some 
models that simultaneously predict more than one output 
is produced by accumulating the loss values, estimated for 
each different output. In most cases, only the overall train-
ing loss of such models is used for backpropagation (i.e., 
no backpropagation is done individually along each branch, 
for each different output, based on the specific training loss 
of that branch) that can mislead and complicate the train-
ing process and result in inaccurate model weights. Besides, 
only a handful number of the mentioned approaches can be 
considered generalized algorithms that use different types of 
tissues for training and testing.

In this paper, a real-time and accurate three-class nuclear 
segmentation deep learning algorithm is proposed. The three 
classes are the background, nuclei and boundary pixels. The 
algorithm is inspired by the Unet and residual learning nets. 
The main aim of the proposed algorithm is preserving the 
spatial features, while minimizing the processing time, in 
order to enhance the classification accuracy of the nuclear 
boundaries, generally, and the inter-nuclear boundaries, spe-
cifically. This is achieved by mildly downscaling the size 
of Feature Maps (FMs) while compacting their channels. 
Then, the compacted FMs are convolved by a proposed 2D 
convolution layer instead of the conventional 3D convolution 
layer. Consequently, the execution time is reduced. Also, 
as a result of the rational preservation of spatial features, a 
few number of layers are adequate to compensate the loss 
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of spatial features. Hence, the computational complexity of 
the model and the execution time of both training and test-
ing processes are dramatically reduced. The performance 
of the proposed model was evaluated by the AJI, F1-score 
and the FPS. A modification, as well, was made for the AJI 
to improve its accuracy of representing the actual object-
level and pixel-level mismatch. The proposed algorithm was 
applied to multi-organ training and testing datasets, where 
some organs in the testing sets do not exist in the training 
set. The proposed algorithm achieved a high segmentation 
accuracy in real-time.

3 � Proposed real‑time nuclei segmentation 
model

The proposed architecture consists of three sequential steps: 
pre-processing, deep learning-based multiclass segmentation 
and post-processing, as described below.

3.1 � Pre‑processing

Since the H&E stained images of the training and testing 
datasets are produced by various labs and hospitals, then 
they are passed through different staining conditions. Con-
sequently, color normalization should be applied to the input 
images as a preliminary step. All training and testing images 
are normalized based on the most widely used normalization 
method, presented by Macenko et al. [48]. To avoid overfit-
ting, some augmentation techniques have been applied to the 
training set such as horizontal and vertical flipping, rotation 
with specific degrees, color jitter and random cropping with 
size of 256 × 256 that has the most important role and the 
greatest effect of preventing overfitting, when the size of 
feature maps is not downscaled intensively.

3.2 � Real‑time nuclei segmentation model

Inspired by Unet, a deep learning three-class segmentation 
model is proposed that classifies three pixel types: back-
ground, nuclei and boundary pixels to achieve the desired 
instance segmentation, using only one model and one train-
ing/testing step. The model consists of an encoder and a 
decoder, as shown in Fig. 1. In the conventional Unet archi-
tecture, the local and abstract features are extracted from 
high- and low- resolution maps, respectively, then they are 
combined together to retain fine and precise spatial features. 
Also, the number of channels of feature maps increases 
when getting deeper in the encoder to extract further 
important and complicated features, by combining formerly 
extracted features from previous layers. By increasing the 
number of feature maps, their 2-D dimensions (the length 
and width) are decreased for two reasons: first, to avoid the 

overfitting problem; and second, to minimize the compu-
tational complexity of the model that can cause the OOM 
problem for the utilized GPU. The OOM problem probably 
happens because the conventional 3D Convolution opera-
tion (Conv3) that is the core of any CNN-based architecture 
is carried out by applying all 3D-size kernel filters to the 
3D-size feature maps, simultaneously (the third dimension 
of the kernel filter should match the number of channels 
of FMs), so that the element-wise matrix multiplication is 
concurrently performed for each channel of the input FMs. 
Afterwards, a horizontal aggregation of products of each 
individual element-wise matrix multiplication, and then a 
vertical aggregation along the depth dimension of the input 
FMs are carried out at each individual element in the FMs; 
to geberate new FMs (convolved FMs). The Conventional 
Size (Conv-Size) of data that are simultaneously stored in 
the RAM of GPU before aggregation, for each Conv3 layer, 
can be represented by (1); where B is the batch size, N is the 
number of channels of the input FMs (before convolution) 
that also represents the depth of each 3D kernel filter, M is 
the number of 3D kernel filters that also represents the num-
ber of convolved FMs (after convolution), hk and wk denote 
the height and width of the receptive field of each kernel 
filter, respectively, and h and w denote the height and width 
of the input FMs, respectively,

In conventional CNN-based architectures, generally, and 
U-net, specifically, the size of FMs is downscaled before 
convolution to reduce the computational complexity and 
the size of data, stored during convolution. However, the 
intensive size reduction of FMs can result in losing the tiny 
and fine spatial features, required to classify the minor-
class pixels that are the nuclear boundary and inter-nuclear 
boundary pixels. This is why skip connections are added 
and a large number of layers are needed, in the conventional 
Unet, to partially offset the spatial feature loss. Neverthe-
less, an accurate instance segmentation, still, cannot be eas-
ily achieved based on the conventional architecture of Unet 
only, especially in the presence of overlapping and clustered 
nuclei. Moreover, increasing the number of layers, in turn, 
increases the processing time as well as the computational 
complexity.

In the proposed model, to reduce the computational 
complexity without degrading the segmentation accuracy, 
instead of convolving all channels of FMs by 3D kernel fil-
ters, they are first aggregated and compacted into one chan-
nel. This is done by the proposed Channels Sum (Ch-Sum) 
block, shown in Fig. 1. Then, the compacted channel is con-
volved by 2D kernel filters in the proposed 2D Convolutional 
layer (Conv2), as shown in Fig. 1. Compacting the input 

(1)Conv_size = B × N ×M × hk × wk × h × w.
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FMs and using 2D kernel filters produce the same result as 
the Conv3 layer. This is because the vertical aggregation and 
multiplication processes are just swapped, so that the pix-
els’ values are vertically aggregated at each position, along 
the depth dimension of FMs. Afterwards, the element-wise 
matrix multiplication and then the horizontal aggregation of 
element-wise matrix products are carried out. Consequently, 
the depth of the convolving kernel filters becomes one to 
match the depth of the compacted feature maps. The size 
of data that are simultaneously stored in the RAM of GPU 
for the proposed Conv2 process can be represented by (2). 
Comparing (2) with (1), it can be deduced that the number of 
multiplication operations is reduced by N for each individual 
Conv2 layer; that has a significant impact on the execution 
time:

In addition, compacting FMs enables increasing the 
number of kernel filters M, used in Conv2, to extract more 
features from the compacted FMs without increasing the 
computational complexity; that, in turn, enhances the seg-
mentation accuracy. The proposed Ch_Sum operation is 
also applied on the inputs of skip connections, as shown 
in Fig. 1, to compact them before being concatenated and 
then convolved by the Conv2 layer in the up-sampling path 
(the decoder). Similarly, the proposed Ch-Sum and Conv2 
blocks are used in the decoder, instead of Conv3, to mini-
mize the execution time. Most state-of-the-art Unet-based 
architectures use residual learning nets as a backbone, espe-
cially Resnet50 that proved to extract more representative 

(2)Mod_Size = B ×M × hk × wk × h × w.

Fig. 1   Proposed model archi-
tecture
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features [28]. In the proposed architecture, shown in Fig. 1, 
residual learning nets are also used. However, some modi-
fications have been made, where the conventional Conv3 
layer is replaced with the proposed Conv2 layer, to reduce 
the processing time and computational complexity. Figure 2 
shows the structures of the modified residual blocks Res 1 
and Res 2, developed for the proposed model, where chi-1 
denotes the number of channels of input FMs before Conv2 
layer, chi denotes the number of channels of extracted FMs 
after convolution and S denotes the stride value (used to 
downscale the size of FMs during convolution). In Fig. 2a, 
the input (identity map) of Res 1 is first merged into one 
channel, before the first Conv2 layer, while the 2D-size of 
that input is not dramatically reduced. Besides, the output 
of the Batch Normalization process (BN) in Res 1 is com-
pressed into one channel. Then, it is added to the compacted 
identity map by the SUM operation (Fig. 2a), before being 
convolved by 2D kernel filters (instead of 3D filters), in the 
first Conv2 layer of Res 2 (Fig. 2b). Also, the output of the 
BN and ReLU processes in each of Res 1 and Res 2 blocks 
is first compressed into one channel, before being convolved 
by 2D kernel filters. The pseudocodes of the proposed Ch-
Sum, Conv2, Res1 and Res2 architectures are stated in 

Algorithm1. It is worth noting that the BN, used in the pro-
posed Conv2 layer is applied on the 3D-size FMs before 
being compacted by the Ch-Sum function for not degrading 
its efficiency. Based on several experiments, the number of 
layers, the size and the number of feature channels and the 
kernel size were empirically selected, according to the best 
performance of the validation set. Additionally, based on 
the time analysis, demonstrated in Sect. 5, the number of 
conventional Conv3 layers that can be replaced with the pro-
posed Conv2 layers was determined. From Figs. 1 and 2, it 
can be deduced that the total number of convolution layers is 
25 (including the transposed convolution), where 21 out of 
25 convolution processes are implemented based on the pro-
posed Conv2 layer; that notably reduces the computational 
complexity and the processing time of the proposed network, 
as demonstrated in Sect. 6.2. Also it can be noticed that the 
size of the input image is only downscaled twice, along the 
encoder path. Hence, only two transposed convolution pro-
cesses (ConvT) are required in the decoder. Consequently, 
the accumulated error that results from using approximated 
up-sampling methods in ConvT layers is decreased. This can 
be considered another advantage of the moderate downscal-
ing of the FMs size.

Fig. 2   Block diagrams of the 
proposed residual nets, a Res1 
and b Res2, used in the pro-
posed model
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Another significant advantage is that the number of lay-
ers, added to compensate missing spatial features, is also 
reduced that in turn reduces the processing time; it can be 
noticed that only 14 layers, used in the encoder, are suffi-
cient to provide better performance than some state-of-the-
art architectures that use the standard Unet encoder together 
with Resnet50, as demonstrated in Sect. 6.2.

The applied loss function is defined by (3), where CCE 
is the Categorical Cross Entropy, IOUK is the Intersection 
Over Union [49] of the K-class pixels, and C is the num-
ber of classes (boundary, nucleus and background classes). 
The CCE loss function, defined by (4), is weighted by the 
class weight w(x) that is defined by (5) [27], to improve the 
instance segmentation result for boundary pixels (the minor 
class), where pl(x) is the Softmax output probability of the 
true class of Pixel x, NB is the total number of pixels in the 
batch size, wK(x), in (5), denotes the class weight of Pixel 
x to balance the class frequencies, d1 denotes the distance 
to the border of the nearest nucleus, and d2 is the distance 
to the border of the second nearest nucleus [27]. The class 
weight wK(x) was first initialized using (6), where NK is the 
total number of K-class pixels, and NKmin is the total number 
of pixels of the minor class. Then, the class-weights were 
gradually adapted, based on the validation loss results, up 
to 1, 1.5 and 5 for the background, nuclei and boundary pix-
els, respectively. The IOUK, defined by (7), is added to the 
loss function to penalize the predicted shapes of individual 
nuclei, where PK and MK are the matrices of the K-class 
predicted SoftMax probability and the K-class target mask, 
respectively:

(3)Loss = CCE −
1

3

C
∑

K=1

log
(

IOUK

)

,

(4)CCE = −
1

NB

∑

x∈NB

w(x) log(pl(x))

(5)w(x) = wK(x) + w0. exp

(

−

(

d1(x) + d2(x)
)2

2�2

)

,

(6)wK(x) =
NKmin

NK

(7)IOUK =
PKMK

PK +MK − PKMK

.

Algorithm 1: Proposed 2D convolutional layer (Conv2) and 
RES1 and RES2 nets

1. Inputs: FM: Feature maps of size wxhxch for RES1 net or a compacted 

feature map of size wxh for RES2 net. 

2. Variables:
-FMc: 2D size compacted feature map of size wxh.
- Kr: Receptive fields of Kernel filters of size wk x hk.

- M: Number of kernel filters for convolution. 

-ch: Number of channels of feature maps. 

-RES:  Selection signal to implement Res1 or Res2 nets. 

3.Output: -Compacted feature map of size wxh for Conv2 and RES1 

-3D-size feature maps of size wxhxM for RES2 

4. Subroutines:
a. Channel sum function to compact the 3D-size feature maps “A” that size 
is w x h x ch to a 2D-size feature map “FMc” of size w x h:
FUNCTION Ch-Sum (A)  

FMc = pixel-wise vertical sum of the channels of “A” 
RETURN FMc    --Size of FMc is w x h.

END FUNCTION
b. Proposed 2D convolutional function that convolves a compacted 2D-size 
FM instead of 3D-size FMs, using 2D-size kernel filters instead of 3D-size 
filters:
FUNCTION Conv2 (FMc, Kr, M, S, ReL = 1, Ch-S = 1)

C =  FMc -- Compacted feature map of size wxh.
C = Conv(Kr,  M,  S)(C) -- Returns 3D-size FMs of wxhxM

-- after convolution. Kernel filters are 
-- of 2D -size that is wk x hk, each.

C = BN(C)                          
if (ReL = 1)                --to enable ReLU activation

C = ReLu (C)               
if (Ch-S  = 1)           --to enable Ch-Sum function

C = Ch-Sum(C) -- Returns a compacted FM of wxh size.      
RETURN C  

END FUNCTION
c. Function to implement the proposed RES1 and RES2 nets:
FUNCTION RES_NET (FM, Kr, M, L, RES)

if (RES =1)         -- If true, implement RES1 net.
R_skip = Ch-Sum(FM)  --For RES1 net, compact the input.

else                  -- Otherwise, implement RES2 net.
R_skip = FM --For RES2 net the input is already

--compacted, as shown in Fig2.b so no need to
-- compact it. 

R =   R_skip   
for i = 1 to 2 do   -- Implement 2 successive convolution blocks. 

if (i = 1)           
R= Conv2(R, Kr, M, S= L, ReL = 1, Ch-S = 1)

else              
R= Conv2 (R, Kr, M, S= 1, ReL= 0, Ch-S = RES)   

if (L = 2) -- In RES1 net, when Stride = 2. 
R_Skip = MaxPool(2,2)(R_Skip)

R = SUM(R ,R_Skip ) -- Skip connection
R = ReLU(R)
RETURN (R)

END FUNCTION

3.3 � Post‑processing

It is observed that the nuclei boundaries, predicted by the 
proposed model, is thicker than the target nuclei boundaries. 
So, to enhance the segmentation quality of nuclei bounda-
ries, some hypotheses have been set: only the outer pixels 
of the predicted boundary are considered as boundary pixels 
while the inner ones are considered as nuclei pixels. Addi-
tionally, any predicted nuclear segment, whose detected 
boundary is less than ½ the perimeter of that segment is 
considered as a background segment.
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4 � Datasets, evaluation metrics 
and implementation details

This section provides a detailed description of the applied 
datasets, the evaluation metrics, and the implementation 
details of the proposed model.

4.1 � Datasets

For training, the multi-organ dataset, applied for training 
in the MoNuSeg 2018 challenge [23] is used. The dataset 
is originally released in [25] and it consists of 30 H&E 
stained tissue images, acquired from seven organs: colon, 
kidney, prostate, bladder, breast, liver and stomach. The 
images include malignant and benign cells, with man-
ual annotations of the boundaries of 21,623 individual 
nuclei. The 30 images are downloaded from The Can-
cer Genome Atlas (TCGA) [50] that collected them from 
18 hospitals. This guarantees appearance variation as a 
result of the difference in staining sources and scanners 
that can vary from lab to another. The dataset was then 
divided into 24 images and 6 images for training and 
validation, respectively. The size of the training images 
is 1000 × 1000 pixels, where each image was extracted 
from a separate WSI of a different patient, for diversity. 
For testing, two multi-organ datasets were used to evalu-
ate the generalization capability of the proposed model. 
Both datasets are documented in the TCGA and acquired 
from different hospitals. They contain benign and malig-
nant cells at different stages. The first dataset is the test-
ing set, released in the MoNuSeg-2018 challenge [23]. 
It comprised 14 H&E images, taken from seven organs: 
bladder, brain, breast, colon, kidney, lung and prostate, 
where two organs: the lung and the brain are not included 
in the training and validation sets to assess the model 
generalization and robustness. The manual annotation of 
the boundaries of 7,223 individual nuclei is used in this 
work for model evaluation. The size of the testing images 
is 1000 × 1000 pixels, where each image was extracted 
from a separate WSI of a different patient. The second 
testing dataset combines the CPM-15 and CPM-17 data-
sets that are released in [51], and they comprised 25 and 
32 H&E images, respectively. The images were taken 
from four organs: brain, neck, head and lungs that all 
are not included in the training and validation sets. The 
total number of manually annotated Nuclei is 2905 and 
7570 for CPM-15 and CPM-17, respectively. The size of 
images varies from 400 × 400 to 1000 × 600 for CPM-
15 dataset and from 500 × 500 to 600 × 600 for CPM-17 
dataset. The combined dataset is known as Comb-CPM 
in the rest of the paper.

4.2 � Evaluation metrics and the modified AJI

The instance segmentation quality of the model is evaluated 
based on two metrics: the first metric is the F1-score, defined 
by (8), where TP, FP and FN denote True Positive, False Posi-
tive and True Negative, respectively. The second metric is the 
Aggregated Jaccard Index (AJI), defined by (9) that is widely 
used to evaluate instance segmentation [25], where Pim is the 
predicted nucleus that maximizes the pixel-wise Jaccard Index 
(JI), defined by (10), of the Ground Truth (GT) Nucleus Gi , 
and NGT is the number of ground truth nuclei. The main advan-
tage of the AJI, introduced in [25], is that it is a parameter-free 
detection criterion that penalizes both the pixel- and object-
level errors, regardless of the nuclear size and magnification. 
The authors, in [25], associated the same predicted nucleus to 
more than one GT nucleus as long as that predicted nucleus 
maximizes the JI of those GT nuclei. However, this violates 
logic, since each predicted nucleus should be associated to 
only one GT nucleus (if any). As a result, the numerator of 
the AJI formula, defined by (8), can falsely increase and 
would not represent the real quantitative value of intersection 
between the ground truth and predicted nuclei. Similarly, the 
first term of the denominator, in (8), can redundantly increase 
and would not accurately represent the quantitative value of 
union between the ground truth and predicted nuclei. Moreo-
ver, the second term of the denominator will not represent the 
real number of false negative cases (under-segmentation), if 
more than one GT nucleus is associated to the same predicted 
nucleus. To clarify that, Fig. 3 illustrates two sub-images, 
cropped from the test set, each one contains two GT nuclei (a 
and b in Fig. 3a, c, d in Fig. 3b) that are overlapping with the 
same predicted nucleus in each sub-figure, where the target 
and predicted boundaries of nuclei are represented with green 
and red-colored polygons, respectively. Logically, in Fig. 3a, 
the predicted nucleus should be associated to the GT Nucleus 
b, while the GT Nucleus a should be considered as a false neg-
ative case, since it just intersects with that predicted nucleus 
by an unnoticeable number of pixels. Similarly, in Fig. 3b, the 
predicted nucleus should be associated to the GT Nucleus d, 
while the GT Nucleus c should be considered as a false nega-
tive case. However, when the AJI algorithm is applied, it con-
siders Nuclei a and c as true positive cases that violates logic. 

Fig. 3   False positive cases considered as true positive by AJI



Journal of Real-Time Image Processing (2024) 21:43	 Page 9 of 16  43

The problem of associating a predicted nucleus to multiple 
GT nuclei was addressed in [52], where the, Panoptic Quality 
(PQ) metric was proposed. A threshold is set for the JI, so that 
only the predicted nucleus that makes the JI of the ground truth 
nucleus ≥ 0.5 is selected. However, this returns the problem to 
be parameter dependent. Also, if the model fails to separate 
the closed or clustered nuclei (under-segmentation) the PQ 
metric my not detect that, especially in such cases where the 
size of adjacent/overlapping nuclei is appropriate as shown 
in Fig. 4, where the JI of the overlapping GT Nuclei a and b 
with the predicted nucleus are 0.512 and 0.601, respectively. 
Hence, according to the PQ, that predicted nucleus is falsely 
associated to both of them.

In this work, the original algorithm of the AJI has been 
modified to make it more logic and simulating to the human-
way of thinking. The proposed Modified AJI (Mod-AJI), as 
well, addresses the mentioned problem of the PQ, so that if 
a detected nucleus is overlapping with more than one GT 
nucleus, it is associated to only one GT nucleus that maximizes 
the JI of that predicted nucleus. To achieve that, the modi-
fied algorithm of AJI loops over all detected nuclei. Then, not 
only the GT nuclei that do not intersect any predicted nucleus 
are considered false negative cases, but also any ground truth 
nucleus that intersects with one or more predicted nuclei, but 
it does not maximize the JI of any of them. The propose Mod-
AJI is defined by (11). Applying the Mod-AJI on the exam-
ples, shown in Fig. 3, both GT Nuclei a and c are considered 
false negative, as should be. Also, by applying the Mod-AJI on 
the example, demonstrated in Fig. 4, the predicted nucleus is 
associated to GT Nucleus b, while GT Nucleus a is considered 
false negative:

where Gi is the ground truth nucleus and Pj is its associated 
segmented nucleus.

(8)F1 =
TP

2TP + FP + FN

(9)AJI =

∑NGT

i=1
Gi ∩ Pim

∑NGT

i=1
Gi ∪ Pim + FN + FP

(10)JI =
Gi ∩ Pj

Gi ∪ Pj

,

where Gim is the ground truth nucleus that maximizes the 
pixel-wise JI of the predicted nucleus Pi , and MGT is the 
number of predicted nuclei. Although FN  and FN′ , pre-
sented in (9) and (11), respectively, denote the number of 
false negative cases, however they are not equal; FN′ repre-
sents the real false negative cases more precisely than FN , 
as explained previously.

The proposed network was implemented on Nvidia Tesla 
T4 GPU. The batch size is 16, where 16 patches of size 
256 × 256 were randomly cropped from each of training and 
validation sets. Then, the training patches were augmented 
to enhance the model robustness. The number of steps per 
epoch was 55, and Adam optimization was used with an ini-
tial learning rate of 102, and then it was reduced by a factor 
of 10 every time the validation loss stopped improving for 
15 consecutive epochs.

4.3 � Implementation details and training analysis

The early-stop strategy was employed to avoid overfitting. 
The training process took 2 h and 4 min, whereas the aver-
age testing time took 24 ms per 1000 × 1000 frame. In other 
words, the proposed model succeeded to segment nuclei in 
real-time as it can infer up to 41 FPS. Such a real-time per-
formance is achieved as a result of replacing the 3D convo-
lution layers with the proposed Conv2 layers, while using 
a few number of layers. Figure 5 illustrates the values of 
training and validation loss and accuracy of the implemented 
model, where the optimum values are 0 and 1 for the loss 
and accuracy, respectively. It can be noticed that the vali-
dation loss and accuracy fluctuate in the beginning, where 
the learning rate is relatively high. Also, it can be noticed 
that the values of validation loss and accuracy are slightly 
better than those of the training set, while approaching the 
point of stability. This is mainly because all augmentation 
techniques, mentioned in Sect. 3.1, were applied to the train-
ing set while only the random cropping was applied to the 
validation set.

5 � Time analysis of the proposed 
and conventional convolution layers

A study was done to identify the impact of using the pro-
posed compacted 2D convolution layers on the execution 
time. Both conventional 3D convolution and proposed con-
volution blocks, shown in Fig. 6, were implemented. Then, 
the execution time of each of them has been estimated, using 
Nvidia Titan 4 GPU, for different 2-D sizes (w and h) and 

(11)Mod − AJI =

∑MGT

i=1
Pi ∩ Gim

∑MGT

i=1
Pi ∪ Gim + FN� + FP

,

Fig. 4   The predicted nucleus is falsely associated to two GT Nuclei a 
and b by PQ
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number of channels (N) of the input FMs, and for different 
number of kernel filters (M). The receptive field of the kernel 
filters and the batch size are set to 3 × 3 and 16, respectively. 
Figure 6 illustrates the ratio between the estimated execution 
time of the compacted 2D convolution (TComp) and that of 
the conventional 3D convolution (TConv); that ratio reveals 
the effect of compacting feature maps, before convolution, 

on the execution time. It can be noticed from Fig. 7a that 
for 256 × 256 size input feature maps, M is not set to 1024 
since it causes the OOM problem for the used GPU, even 
for the Conv2 layer. From Fig. 7, it can be deduced that 
the ratio TComp/TConv decreases by increasing the number of 
input feature maps (N) and their 2D dimensions (h and w). 
Also, the ratio indirectly decreases by increasing M, since 
the execution time of the element-wise matrix multiplica-
tion between the 3-D kernel filters and the input channels 
(N) in the conventional 3D convolution process increases by 
increasing the number of applied kernel filters (M), while 
it remains constant in case of the proposed compacted 2D 
convolution and becomes smaller than that of the conven-
tional 3D convolution. This is because the 3-D kernel filters 
are replaced with 2-D kernel filters in the proposed Conv2 
layer, as mentioned before, and they are applied only once 
on one compacted feature channel, instead of N feature chan-
nels. To recap, the effect of the compacted 2D convolution 
mainly depends on the number of input channels (N), out-
put channels (M), the 2-D size of the input FMs, as well as 
the batch size and maybe the receptive field of the kernel 
filters. Hence, it is important to evaluate the efficiency of 
the proposed Conv2 layer before using it, based on these 
parameters. As aforementioned, in the proposed model the 
number of Conv2 layers are determined based on the time 
analysis, illustrated in Fig. 7.

6 � Results

In this section, the qualitative and quantitative results of 
the proposed model, and the comparative results with some 
state-of-the-art models are presented and discussed.

6.1 � Qualitative and quantitative analysis

The qualitative analysis of the proposed model is illus-
trated in Fig. 8 for seven sub-images, cropped from 7 dif-
ferent MoNuSeg-2018 testing images of 7 different organs, 
where two organs (the lungs and the brain) are not included 
in the training and validation sets, and the variation in the 
nuclear appearances and the H&E stain can be observed. 
Similarly, Fig. 9 illustrates the visual results of some sub-
images, cropped from the Comb-CPM dataset. The nuclear 
boundary annotations and the corresponding segmented 
nuclei by the proposed model are listed in rows, in the fig-
ures. From Figs. 8 and 9, it can be noticed that the proposed 
model can successfully segment individual nuclei, regard-
less of the overlapping of some nuclei, and the diversity 
of tissue types, nuclear appearances and the H&E stain. It 
can be noticed also that although there is a number of false 
positive cases (over-segmentation) and false negative cases 

Fig. 5   Training and validation a loss and b accuracy of the imple-
mented model

Fig. 6   Block diagrams of a conventional and b compacted convolu-
tion
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Fig. 7   Ratio between Tcomp to Tconv for a 256 × 256, b 128 × 128, c 64 × 64, d 32 × 32 size of input feature maps before convolution

Fig. 8   Visual results of some 
sub-images, cropped from 
MoNuSeg 2018 testing dataset 
for different organs (columns), 
where their nuclear boundary 
annotations and the correspond-
ing segmented nuclei by the 
proposed model are shown in 
rows
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Fig. 9   Visual results of some 
sub-images, cropped from the 
Comb-CPM dataset, where their 
nuclear boundary annotations 
and the corresponding seg-
mented nuclei by the proposed 
model are shown in rows
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(under-segmentation), their number is unnoticeable, with 
respect to the total number of true positive cases.

For quantitative analysis, Table 1 lists the average values 
of AJI, Mod-AJI, F1-score and Mod-F1 score of the two test-
ing datasets. The F1-score and Mod-F1 score are calculated 
individually based on the corresponding AJI and Mod-AJI, 
respectively, whose true positive, false positive and false 
negative cases are differently calculated, as explained before. 
Since the AJI/Mod-AJI penalizes both the pixel-level and 
object-level errors, while the F1-score/Mod-F1-score only 
penalizes the object-level error, the value of the later is 
always higher than that of the former. From Sect. 4.1, it 
can be deduced that the number of images of Comb-CPM 
testing set is quite larger than that of MoNuSeg-2018 test-
ing set, and all its images belong to nuclei of completely 
unseen organs for the training and validation sets. Neverthe-
less, from Table 1, it can be noticed that the results of Comb-
CPM testing set are comparable to those of MoNuSeg-2018 
testing set; this indicates the generalization capability of the 
proposed model.

To analyze the difference between segmenting nuclei 
from seen and unseen organs more accurately, the AJI, 
Mod-AJI, F1-score and Mod-F1 score values of the 14 
MoNuSeg-2018 testing images were calculated and listed 
in Table 2. Each image is identified by its organ type and 
sorted based on their AJI. Also, the average AJI, average 
Mod-AJI, average F1-score and average Mod-F1 score per 
organ are listed in Table 3. The organs denoted by the italics 
font in Tables 2 and 3 refer to the unseen organs that are not 
included in the training and validation sets. From Table 2, 
it can be observed that the AJI and Mod-AJI of all images 
are appropriate, except those of Image 3 (a lung image); 
this indicates that there are some ignored FN cases by the 

AJI that falsely affect both the numerator and denominator 
terms of the AJI, as explained before. Inspecting the average 
AJI and Mod-AJI, listed in Table 3, one can deduce that the 
lung and brain do not come in last place, although, they are 
not included in the training and validation sets. However, 
the order of the lung is not the same for the average AJI and 
Mod-AJI as a result of the incorrect FN cases, estimated by 
the AJI, for Image 3. From Tables 2 and 3, it can be noticed 
that the values of F1-score and Mod-F1-score of all images 
and organs are high, and approach the ideal value (that is 
one), even for the lung, whose F1-score came in last place. 
This indicates that the model is capable of separating over-
lapping nuclei, regardless of their appearance. 

6.2 � Comparison with state‑of‑the‑art approaches

The proposed model was compared with some state-of-the-
art architectures in terms of the segmentation accuracy, com-
putational complexity and processing rate. To evaluate the 
segmentation accuracy, the overall AJI and F1-score of the 

Table 1   Average AJI, Mod-AJI, F1 and Mod-F1 of the testing data-
sets

Testing Dataset AJI Mod-AJI F1 Mod-F1

MoNuSeg 2018 0.7113 0.7129 0.9312 0.9273
Comb-CPM 0.6805 0.6810 0.9180 0.9105

Table 2   AJI, Mod-AJI, F1 and Mod-F1 of MoNuSeg 2018 images

Organ AJI Mod-AJI F1 Mod-F1

Bladder 0.7441 0.75085 0.94865 0.94635
Prostate 0.727 0.73695 0.93255 0.92965
Kidney 0.7219 0.725333 0.935967 0.932433
Lung 0.7171 0.67265 0.8997 0.8963
Brain 0.7069 0.71705 0.9461 0.9414
Colon 0.6987 0.7128 0.9272 0.9225
Brest 0.652 0.6684 0.924 0.91755

Table 3   Average AJI, Mod-AJI, F1 and Mod-F1 per organ of 
MoNuSeg 2018 images

Image # Organ AJI Mod-AJI F1 Mod-F1

14 Bladder 0.772 0.7822 0.9617 0.9591
13 Kidney 0.7541 0.7592 0.9521 0.9499
9 Brain 0.7488 0.7602 0.9575 0.9539
3 Lung 0.7482 0.6925 0.9014 0.8976
8 Prostate 0.7323 0.7407 0.9412 0.9387
11 Prostate 0.7217 0.7332 0.9239 0.9206
7 Bladder 0.7162 0.7195 0.9356 0.9336
10 Kidney 0.714 0.718 0.9212 0.9173
4 Colon 0.6987 0.7128 0.9272 0.9225
1 Kidney 0.6976 0.6988 0.9346 0.9301
2 Lung 0.686 0.6528 0.898 0.895
6 Brest 0.669 0.6928 0.9185 0.9108
12 Brain 0.665 0.6739 0.9347 0.9289
5 Brest 0.635 0.644 0.9295 0.9243
Average 0.7113 0.7129 0.9312 0.9273

Table 4   Comparative results, highlighting the instance segmentation 
quality of the proposed model and some state-of-the-art approaches

No. Method AJI F1

1 Top rank approach in 
[23]

0.691 –

2 [34] 0.6587 –
3 [39] 0.6144 0.8222
4 [47] 0.7063 –
5 Proposed 0.7113 0.9312



Journal of Real-Time Image Processing (2024) 21:43	 Page 13 of 16  43

proposed model and a number of alternative state-of-the-art 
architectures were obtained and listed in Table 4. The alter-
native models were trained and tested by MoNuSeg-2018 
training and testing datasets, respectively, as the proposed 
model, for fair comparison. From Table 4, it can be noticed 
that the proposed model outperforms the first and second 
approaches, listed in Table 4, that use Resnet50 in their 
encoder. Also, its performance is comparable to the third 
approach that uses Resnet101 in its encoder, whereas the 
proposed model uses only 14 layers in the encoder path. 
This is because the proposed algorithm does not inten-
sively reduce the size of FMs when getting deeper into the 
encoder, which moderately preserves the spatial features. 
Consequently, unlike the other methods, no large number 
of layers is required to compensate the deficiency of spa-
tial features. Also, the moderate-scale reduction of the 2D 
size of FMs in the encoder of the proposed model reduced 
the required number of transposed convolution layers in the 
decoder, which in turn reduces the accumulated error that 
results from the up-sampling process, performed in such 
transposed convolution blocks. Regarding the computational 
complexity and the segmentation rate, the proposed model 
has been compared to other state-of-the-art architectures that 
are listed in Table 5, rather than those, listed in Table 4, as 
there is no sufficient information about either their infer-
ring rate or the GPU, they used for implementation. For fair 
comparison, the proposed system was trained and tested on 
the training and testing datasets, released in [25], that were 
also used in the alternative approaches, listed in Table 5. The 
training set consists of 16 images, taken from 4 organs (liver, 
breast, prostate and kidney) of different patients and contain 
over 13,000 annotated nuclei. The testing set consists of 14 
images of different patients that were taken from 7 organs, 
where three of them (stomach, bladder and colon) are not 
included in the training set. The third and fourth models, 
listed in Table 5, were re-implemented by Z. Cheng et al. 
[37], using the same training and testing sets, mentioned 
in this section, and the same GPU, used in [37]. For direct 
comparison with some alternative methods that are listed in 
Table 5, in terms of the segmentation quality, the Average 
Intersection over Union at threshold α (AIoU@ α), defined 

by (12) [53], was calculated beside the AJI and F1-score. 
The IoUi is defined by (13), where Gim is the GT nucleus 
that maximizes intersection over union of the predicted 
nucleus Pi. N�

 denotes the total number of predicted nuclei 
that satisfies IoUi ≥ α (α = 0.5 and 0.7). Based on the archi-
tectures, introduced in [34, 37, 38, 45] the computational 
complexity in terms of the number of convolution layers 
(that represents the number of layers of the neural network) 
has been approximately counted and listed in Table 5; this 
is to achieve a fair comparison, since the architectures were 
implemented on different GPUs. From Table 5 it can be 
noticed that the proposed architecture consists of the lowest 
number of convolution layers while its segmentation quality 
outperforms the first approach and is comparable to the other 
alternative methods, whose architectures are more compli-
cated than itself.

Utilizing a small number of layers in the proposed model 
is a result of the rational preservation of spatial features, 
as mentioned before. On the contrary, the alternative archi-
tectures, listed in Table 5, combined multiple networks to 
compensate the loss in spatial features that is caused by the 
intensive downscaling of FMs. For instance, in [45], the 
deep residual inception network is used in the down sam-
pling path while the decoder path of the standard Unet and 
the channel attention mechanisms were used for boundary 
and nuclei segmentation,

respectively. In [37], the authors combined the feature 
pyramid network and Resnet50 for ROI detection. In [38], 
the SSD was used to improve the ROI detection, and the 
ResNet50 was used as a backbone to enhance the segmenta-
tion accuracy. Also, the fully connected layers were used in 
the context refinement module that add more weights than 
Convolutional layers. Similarly, in [34], the SSD detector, 
the standard Unet and ResNet50 were used, while attention 
mechanisms were implemented to improve the detection and 
segmentation processes. In addition to the number of layers, 
the size of convolution layers also affects the computational 
complexity; unlike the alternative methods that only use the 
conventional 3D convolution layers, 21 out of 25 convolu-
tion layers in the proposed model are implemented, based on 
the proposed 2D convolutional layer, where the feature maps 

Table 5   Comparative results, highlighting the computational complexity and processing time of the proposed model and some state-of-the-art 
approaches

No. Method AJI F1 AIOU@0.5 AIOU@0.7 Used GPU FPS No. of convolution layers

1 [45] 0.5635 0.8278 – – GTX 1080Ti
11.34 TFLOPS

 > 1 107 (3D convolution)

2 [37] – – 0.7702 0.8083 18.8 TFLOPS 8.8527 66 (3D convolution)
3 [38] – – 0.7645 0.8015 18.8 TFLOPs 4.8604 85(3D convolution)
4 [34] – – 0.7570 0.8001 18.8 TFLOPS 5.384 85 (3D convolution)
5 Proposed 0.6697 0.8962 0.7685 0.8049 Tesla T4

8.141 TFLOPS
41.667 21 (2D convolution) and 

4 (3D convolution)
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are compacted before convolution based on the study and 
time analysis, explained in Sect. 5. On the other hand, from 
Table 5 it can be noticed that the performance of utilized 
GPUs in the alternative models, in terms of the clock rate 
and Teraflop rate (TFLOPS), is better than that of Tesla T4 
GPU, used in the proposed model. Nevertheless, the FPS of 
the proposed model that represents the segmentation rate is 
dramatically higher than those of the alternative approaches 
as a result of the reduction of computational complexity of 
the proposed model:

7 � Conclusion

In this paper, a real-time and accurate deep learning algo-
rithm for nuclear instance segmentation has been pro-
posed. The proposed architecture is inspired by the Unet 
and residual nets. The main contribution of the proposed 
algorithm is replacing the conventional 3D convolutional 
layers, used in all CNN-based architectures, generally, 
and the Unet, specifically, with a proposed compacted 2D 
convolution layers. This is to fairly maintain the spatial 
features, without increasing the computational complexity, 
while increasing the segmentation rate and enhancing the 
instance segmentation of boundary pixels. This is achieved 
by a reasonable downscaling of the size of feature maps 
and compacting their channels, then they are convolved 
by 2D kernel filters, instead of the conventional 3D kernel 
filters, inside and outside the residual learning nets. As a 
result, the segmentation speed is dramatically increased 
and the total number of layers, required to compensate the 
loss of spatial features, is reduced that in turn minimizes 
the computational complexity and the overall processing 
time. Moreover, the accumulated error that results from 
up-sampling operations in the decoder is reduced as a 
result of the moderate reduction of the size of feature maps 
in the encoder. Consequently, the training time, required 
to achieve the optimum weights of the model is decreased. 
Also, the AJI formula has been modified to enhance its 
accuracy of representing the object- level and pixel- level 
errors. The proposed algorithm succeeded to segment 
nuclei of organs that are not included in the training data-
set and its performance outperformed some alternative 
state-of-the-art approaches, whose architectures are more 
complicated than that of the proposed model. Moreover, 

(12)AIoU@� =
1

N
�

(

N
�

∑

i=1

(

IoU
i

)

, IoU
i
≥ �

(13)IOUi =
Pi ∩ Gim

Pi ∪ Gim

.

not only the FPS of the proposed model is considered the 
highest among some state-of-the-art approaches that are 
concerned with increasing the processing rate as well as 
the segmentation accuracy, but it also achieved a real-time 
segmentation rate. In general, the proposed compacted 2D 
convolution layer can replace the conventional 3D con-
volution layer in any CNN-based application that is con-
cerned with increasing the processing rate and minimizing 
the computational complexity.

In the future, the proposed model would be applied on 
further datasets that contain images of multiple microscopic 
resolution and different types of stains that would require 
some modifications on the proposed algorithm to enhance 
its robustness and make it more generalized.
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