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Abstract
For target detection tasks in complicated backgrounds, a deep learning-based radar target detection method is suggested to 
address the problems of a high false alarm rate and the difficulties of achieving high-performance detection by conventional 
methods. Considering the issues of large parameter count and memory occupation of the deep learning-based target detec-
tion models, a lightweight target detection method based on improved YOLOv4-tiny is proposed. The technique applies 
depthwise separable convolution (DSC) and bottleneck architecture (BA) to the YOLOv4-tiny network. Moreover, it intro-
duces the convolutional block attention module (CBAM) in the improved feature fusion network. It allows the network to be 
lightweight while ensuring detection accuracy. We choose a certain number of pulses from the pulse-compressed radar data 
for clutter suppression and Doppler processing to obtain range–Doppler (R–D) images. Experiments are run on the R–D 
two-dimensional echo images, and the results demonstrate that the proposed method can quickly and accurately detect dim 
radar targets against complicated backgrounds. Compared with other algorithms, our approach is more balanced regarding 
detection accuracy, model size, and detection speed.
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1 Introduction

In the information society, a significant amount of visual 
information data are produced daily. Computer vision is a 
technology that teaches computers how to “see” these data. 
Further, it is a technology that uses imaging devices like 
cameras in place of human vision and analyzes the data by 
computers to correctly perceive the real world. Computer 
vision includes several subfields, such as target detection, 
image classification, image segmentation, etc. Among them, 
target detection is one of the most important research areas 
in the field of computer vision, and serves as a crucial build-
ing block for comprehending the high-level semantic infor-
mation contained in images.

Radar has all-day, all-weather, and other operating char-
acteristics and is extensively utilized in both military and 

civilian fields. Target detection is a crucial direction for 
radar research. Traditional radar target detection methods 
are usually based on constant false alarm rate (CFAR) detec-
tors. So far, scholars have proposed many detection meth-
ods based on improved CFAR. These methods are mainly 
broken down into mean level CFAR and ordered statistics 
CFAR [1], where mean level CFAR can be further divided 
into cell-averaging CFAR [2], smallest of CFAR [3], and 
greatest of CFAR [4]. Compared to CFAR, these modified 
methods effectively enhance radar detection performance. 
However, with the increasing complexity of the cluttered 
environment and the number of targets, the conventional 
method for detecting radar targets is unsatisfactory.

In recent years, with the quick advancement of artificial 
intelligence technology and deep learning, it has become a 
trend to apply deep learning in the field of image processing. 
The development of deep learning has fueled the progress 
of image target detection technology, and a series of deep 
learning-based target detection algorithms have been pro-
posed. These algorithms can be broadly divided into two 
categories: the two-stage target detection algorithm, repre-
sented by R-CNN, Faster R-CNN, and others [5–7], which 
splits the classification and localization of the target, result-
ing in high detection accuracy but slow detection speed; 
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and the one-stage target detection algorithm, represented 
by SSD, YOLO, and others [8–12], which can complete the 
classification and localization of the target simultaneously, 
due to high detection speed but low detection accuracy.

The combination of deep learning and target detection 
tasks has been widely used in many practical applications, 
such as self-driving [13], face detection [14], video sur-
veillance [15], and other systems. As a result, numerous 
researchers have proposed applying deep learning techniques 
in the field of radar target detection. To precisely locate 
radar targets like UAVs, Wang et al. [16] suggested a CNN-
based target detection approach. Guo et al. [17] applied an 
enhanced YOLOX network model to the target detection 
task of synthetic aperture radar (SAR) images, effectively 
solving the challenges faced by SAR image target detection. 
Tm et al. [18] employed CNN for single-shot target detection 
to detect radar targets from R–D map data of airborne radar. 
To improve the detection performance of small-sized vehi-
cles in SAR images, Zou et al. [19] proposed a CNN-based 
vehicle detector for the task of small target detection (e.g., 
vehicles) in complicated SAR image scenarios.

The majority of the time, we think about converting radar 
echo data into images like SAR images [20], R–D spec-
trograms [21], pulse distance maps [22], time–frequency 
images [23], etc. Most of these studies in the field of radar 
target detection are based on SAR images, while relatively 
few studies are based on R–D spectrograms. Target detection 
in R–D maps is challenging, since there is little informa-
tion available about the features of the targets. In this study, 
we propose a radar target detection method for R–D maps, 
which successfully overcomes the above difficulties.

Although deep learning has achieved great advancements 
in the field of target detection, deep learning-based target 
detection networks are frequently complex in structure and 
difficult to operate directly on small devices. In response to 
this issue, several lightweight target detection models have 
been developed. These lightweight network models are often 
employed in various domains, because they have the char-
acteristics of less computation, few parameters, and short 
running time, while can ensure the accuracy of target detec-
tion. Ye et al. [24] developed a lightweight target detection 
network based on YOLOv3 to meet the demands of railroad 
obstacle detection algorithms for real-time performance. 
Khoshboresh-Masouleh and Shah-Hosseini [25] employed 
lightweight deep learning models for the detection of tar-
get/anomaly in UAV images. To achieve real-time detection 
of vehicle targets in aerial photography scenes, Shen et al. 
[26] established a lightweight target detection approach that 
effectively lowers the computational cost of the model.

The tiny version of YOLO is the common lightweight 
target detection model. In 2020, YOLOv4-tiny was proposed 
as a streamlined version of YOLOv4, with only 6 million 
parameters equivalent to one-tenth of the original algorithm, 

and the detection speed is significantly faster. To enhance the 
detection effectiveness of YOLOv4-tiny for small targets and 
further reduce its number of parameters, this paper suggests 
a lightweight radar target detection method based on modi-
fied YOLOv4-tiny. This way obtains the light network by 
compact network design, then improves the feature fusion 
network, and applies attention mechanisms at multiple loca-
tions to increase the model detection accuracy.

The rest of this paper is as follows. Section 2 details the 
improved network structure. The radar dataset used for the 
experiment and the data processing method are given in 
Sect. 3. Section 4 shows the experimental results and analy-
sis. In Sect. 5, the conclusion is drawn.

2  Network structure design

2.1  Network structure

This study is based on the YOLOv4-tiny network for 
improvement, and the structure of the improved target 
detection network is shown in Fig. 1. The complete net-
work consists of three main parts: the backbone feature 
extraction network CSPDarkNet53-Tiny, the neck feature 
enhancement extraction network FPN, and the head detec-
tion network YOLO Head. First, this paper replaces a por-
tion of the ordinary convolution in the network with DSC, 
significantly reducing the model size with less accuracy loss. 
Next, we add BA to the residual blocks to increase the model 
detection accuracy while reducing the number of param-
eters. Then, to improve the extraction of small target feature 
information, a 52 × 52 feature layer is added to the FPN. 
Additionally, lightweight attention modules called CBAM 
are embedded in the network to make it entirely focused on 
crucial information and enhance the model detection effect.

2.2  DSC

Compact network design is a typical method for light-
weight neural networks. This paper uses DSC to achieve a 
compact and efficient network structure to lower the num-
ber of parameters required for convolutional computation. 
As shown in Fig. 2, the convolution calculation of DSC is 
divided into two parts: depthwise convolution (DC) and 
pointwise convolution (PC) [27]. First, DC is performed 
for all channels, one convolution kernel corresponds to 
one channel, and the channel number of the feature map 
remains constant throughout this process. However, DC 
performs a separate convolution operation for each chan-
nel, making it unreasonable to use the feature information 
from different channels at the same location. As a result, 
the output from several channels is combined using PC to 
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generate a new feature map, and PC, namely, an ordinary 
convolution of 1 × 1.

Compared to regular convolution, DSC sacrifices a 
minor accuracy loss in exchange for fewer convolutional 
operation parameters, allowing the network to perform 
more computational tasks simultaneously and improving 
the detection speed. CBL is an ordinary convolutional 
block, including convolution, batch normalization, and 
activation function, and DSC replaces the convolution in 
CBL to obtain DBL. This algorithm dramatically reduces 
the number of parameters in the network by replacing all 
CBLs in the backbone network with DBL, certain CBLs 
in the neck network with DBL, and the 3 × 3 convolutions 
in the head structure with DSC.

2.3  BA

BA is a residual structure with a decreasing and subse-
quently increasing number of channels, so named because 
it resembles the neck of a bottle [28]. This structure 
achieves jump connections by summation to connect the 
various layers of the network, thus facilitating the back-
propagation of the gradient and speeding up the conver-
gence of the network. Figure 3 depicts the BA schematic. 
The number of channels in the feature map is first com-
pressed using a 1 × 1 convolution layer. Then, the feature 
is extracted using a 3 × 3 convolution network. Finally, 
the feature is expanded using a 1 × 1 convolution layer, 
so that the number of output channels equals the original. 
These two 1 × 1 convolution layers are used to downscale 
and upscale the input feature dimension, respectively, to 
decrease the number of network parameters and deepen the 
network layers. Increasing the network depth can gener-
ally boost detection accuracy, but doing so increases the 
number of network parameters. However, BA can increase 

Fig. 1  The improved network structure of YOLOv4-tiny

Fig. 2  DSC structure diagram

Fig. 3  BA schematic diagram
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the detection accuracy of the network while saving the 
number of parameters.

Assume that the input feature map has D channels and 
that BA’s default channel expansion rate is 0.5. Then, 
the number of parameters for the convolutional network 
directly using a 3 × 3 and the number of filters D is as 
follows:

The number of parameters that use BA is as follows:

The ratio of parameter quantities between the two is 
approximately 3. It is clear that, in terms of the number 
of parameters, the use of BA has a substantial advantage 
over using a 3 × 3 convolution directly. In this paper, due 
to the addition of BA and the substitution of DBL for CBL 
in the residual structure, the generated DBCSP block has 
a much smaller number of parameters than the original 
residual structure.

2.4  Improved FPN

In the YOLO series target detection algorithm, feature 
maps of various scales detect targets of different sizes. 
Large-scale feature maps are used to detect small targets, 
and small-scale feature maps are used to detect large tar-
gets. Unlike YOLOv4-tiny, which only uses two feature 
layers of various scales for the multiscale feature fusion 
portion, this study selects additional scale feature layers 
for information fusion to improve the network detection 
accuracy for small targets. That is, one branch is drawn 
forth at the 52 × 52 feature layer of the backbone network, 
then which the high-level features and the low-level fea-
tures extracted from the three branches are combined with 
raising the network detection precision.

In neural networks, the pooling operation is frequently 
used to reduce the size of feature maps. However, the 
pooling operation usually causes some information loss. 
To perform downsampling and preserve as much of the 
feature map information as feasible, this approach uses 
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convolution in the multiscale feature fusion network rather 
than a pooling operation.

2.5  CBAM

Target detection can be made more accurate and effective 
using the attention mechanism to make the network adap-
tively focus on the relevant information related to the target 
while ignoring the irrelevant information and allocating the 
limited computing resources to this relevant information. 
Attention mechanisms can usually be classified as channel 
attention mechanisms, spatial attention mechanisms, and 
hybrid attention mechanisms.

The attention mechanism can be flexibly applied to all 
parts of the network. This paper uses the attention mech-
anism for the upsampling results and the three effective 
feature layers extracted from the backbone network. The 
CBAM, a hybrid attention mechanism, is employed in this 
study. The channel attention module (CAM) and the spatial 
attention module (SAM), which make up the CBAM, are 
joined by a tandem connection [29]. CAM enables the net-
work to pay more attention to the target class information in 
the feature map, while SAM is used to pay more attention 
to the target location information. The CBAM structure dia-
gram is shown in Fig. 4. The input feature map first passes 
through CAM to obtain the channel attention weight coef-
ficients, which are multiplied by the input feature map to 
produce the output feature map. The output feature map then 
goes through SAM to achieve the spatial attention weight 
coefficients, which are then multiplied with the input feature 
map to generate the final feature map.

2.6  Loss function

During the training phase of the model, the input data are 
propagated forward to obtain the predicted value. The dif-
ference between the predicted value and the true value is 
the loss value, and the loss function is essentially a function 
of calculating the loss value. We wish to minimize the loss 
value during target detection, so it is crucial to select the 
appropriate loss function.

The loss of YOLO consists of three parts: regression loss, 
confidence loss, and classification loss. In this paper, the 
complete intersection over union (CIoU) loss [30] is used for 
regression loss, while the cross-entropy loss is employed for 

Fig. 4  CBAM structure diagram
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confidence loss and classification loss. CIoU adds the calcula-
tion of center point distance and aspect ratio on the basis of the 
calculation of overlapping area, so that the prediction box will 
be closer to the ground truth box. Cross-entropy loss is used to 
measure the degree of difference between the predicted prob-
ability and the true probability of the same random variable. 
The lower the cross-entropy value, the closer the two prob-
ability distributions are, and the higher the prediction accuracy 
of the model.

3  Dataset and data processing method

3.1  Dataset

To address the gap between standard public datasets in radar 
target detection and identification, Song et al. release a stand-
ard dataset for radar target detection and tracking with fixed-
wing UAVs in clutter [31]. The dataset includes radar echo 
data, radar wave gate data, and labeled truth data. The labeled 
truth data provide the labeling results at a data rate of 50 ms, 
i.e., one labeled data output every 1600 pulses. Table 1 dis-
plays the labeled data results at the 50th ms moment in data2.

3.2  Data processing method

The radar echo data in the dataset are a pulse sequence formed 
after pulse compression in the fast time dimension. By select-
ing a certain number of pulses for FFT in the slow time dimen-
sion, the energy distribution of the target in the R–D domain 
can be obtained, that is, the R–D spectrogram. Figure 5 shows 
the R–D plot after the first 1600 pulses of data2 are subjected 
to FFT, where X, Y, and Z denote the velocity, distance, and 
signal amplitude, respectively.

Data2 is measured under the medium signal-to-noise ratio 
condition, and it is evident from Table 1 and Fig. 5 that object2 
has become completely obscured by the clutter, making it 
extremely challenging to identify the target later on.

To reduce the impact of clutter, we consider performing 
clutter suppression in the radar echo sequence prior to FFT. 
The dataset is primarily collected in the ground background, 
and the clutter in the data is mainly static. Common static clut-
ter filtering methods include the moving target indicator (MTI) 
and the mean phase elimination algorithm. Similar to the effect 
of high-pass filters, MTI employs filters to suppress the clut-
ter components in radar echo data. This work applies MTI to 
suppress clutter and raise the signal-to-noise ratio of the radar. 

Figure 6 shows the R–D diagram after MTI processing, and 
Figs. 5 and 6 are created using the same data segment to make 
it easier to see the effects of MTI processing.

Figure 6 shows that, after clutter suppression, object2 can 
be distinguished, making it possible to label the target on 
the R–D diagram. By comparing Figs. 5 and 6, it can be 
observed that the clutter suppression method is effective and 
has essential significance in improving the radar target detec-
tion performance. In addition, a small portion of the data in 
the dataset is collected in the ground-sea background, and 
the experiment proves that the clutter suppression method 
is also applicable.

Table 1  Labeled truth data

Target Speed (m/s) Distance (m)

object1 40.31 1411.63
object2 92.36 1414.76

Fig. 5  R–D plot after FFT

Fig. 6  R–D plot after MTI + FFT
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The labeling results are presented every 50 ms for the 
actual value data, so 1600 pulses are selected each time for 
MTI and FFT processing to produce R–D plots for compari-
son with the actual value data when the target is labeled.

In this paper, we conduct experiments on a dataset com-
posed of R–D graphs, including two types of targets with a 
total of 1200 images. A sample R–D image dataset is dis-
played in Fig. 7. The dataset is calibrated with the Labe-
lImg image calibration tool, using object1 and object2 to 
represent the two different types of targets. Labeling results 
are recorded in PascalVOC format for input into the neural 
network during training.

4  Experimental results and analysis

The experiment uses the mean average precision (mAP), 
model size, and detection speed FPS at the intersection over 
union (IoU) equal to 0.5 as indicators to evaluate the model 
performance.

The operating system used for the experiments is Win-
dows 11, the GPU is NVIDIA GeForce RTX 3050, the CPU 
is AMD Ryzen 7 5800H with Radeon Graphics, and the deep 
learning framework used for the algorithms is PyTorch.

4.1  Optimizer comparison experiment

By adjusting the model parameters, optimizers can find the 
model’s optimal solution, which minimizes the loss function. 
The outcomes of using several optimizers in the same model 
can vary greatly, so it is crucial to select the appropriate opti-
mizer for your model. Optimizers can be broadly classified 
into three categories: gradient descent, momentum optimi-
zation, and adaptive learning rate optimization algorithms. 

Among them, stochastic gradient descent (SGD) and adap-
tive moment estimation (Adam) are the more commonly 
utilized optimizers, and Table 2 compares their effects on 
the YOLOv4-tiny model.

When using the Adam algorithm, the model is trained 
for 200 epochs. Since SGD converges slower than Adam, 
the training epochs are set to 300. According to Table 2, we 
can obtain that the Adam algorithm outperforms the SGD 
algorithm in terms of mAP and detection speed with fewer 
training epochs. In light of fact that the Adam algorithm 
is more suitable for our model, all optimization methods 
used in the YOLOv4-tiny model mentioned in the following 
experiments are Adam.

4.2  Lightweight experiments

The YOLOv4-tiny network is significantly reduced when 
the improved algorithm adds DSC. Table 3 compares the 
network before and after the DSC application.

According to Table 3, by incorporating DSC into the 
YOLOv4-tiny network, the mAP is decreased; however, the 
model size is reduced by 84.75%, making it easier to deploy 
the model on devices with constrained computational capac-
ity. Furthermore, because the computational volume of the 
model is lessened, the model detection speed is increased.

4.3  Ablation experiments

To observe the effects of various improvements on the net-
work detection effect, we conduct ablation experiments 
based on YOLOv4-tiny + DSC. The results of the ablation 
experiments with different enhancements are shown in 
Table 4.

Among these, Dv4-tiny is a YOLOv4-tiny network with 
DSC added, way 1 represents the addition of BA in the 
residual structure, way 2 denotes the introduction of three 
branches from the backbone network for multiscale feature 
fusion, and way 3 means the addition of the CBAM.

Fig. 7  Dataset sample

Table 2  Performance comparison of different optimizers

Optimizer mAP (%) Epoch FPS

SGD 89.58 300 105.34
Adam 92.91 200 114.36

Table 3  Network comparison results before and after adding DSC

Network mAP (%) Model size (M) FPS

YOLOv4-tiny 92.91 23.60 114.36
YOLOv4-tiny + DSC 90.26 3.60 124.21
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As shown in Table 4, adding BA reduces the model size 
and improves mAP by 1.36% but also lowers FPS by 8.91% 
because BA deepens the network layers, thereby enhancing 
network detection accuracy while decreasing network detec-
tion speed. The upgraded FPN raises the mAP by 0.71% by 
merging feature information at diverse scales. Nevertheless, 
the network model grows and detection speed drops due to 
introducing one more branch. In this experiment, the CBAM 
is placed at four locations to strengthen the feature extrac-
tion ability of the network. As a result, the algorithm boosts 
mAP by 3.36%, which is a significant effect. However, the 
involvement of the attention mechanism also increases the 
model size and makes the network detection speed slower.

The optimization model is obtained through ablation 
experiments, and this model is the final network model 
proposed in this study. To observe the performance of the 
optimized network, we got a heatmap of the network. The 
heatmap is a way of network visualization to check which 
area of the image contributes more to the final output of 
the model, and the visualization results of our model are 
displayed in Fig. 8. As shown in Fig. 8, the region on which 
the network focuses is where the two targets are located, so 
the network is more effective in detecting them.

4.4  Attention mechanism comparison experiment

The CBAM is chosen through comparison experiments with 
other attention mechanisms. At the same location, the SE 
attention mechanism [32], the CA attention mechanism [33], 
and the CBAM are led, respectively. The outcomes of the 
comparison experiment for several attention mechanisms are 
displayed in Table 5, where Dv4 stands for network Dv4-
tiny + way 1 + way 2.

Table 5 indicates that adding various attention mecha-
nisms to Dv4 increases the mAP of the model to varying 
degrees. In comparison, CBAM offers the highest advance-
ment in network detection accuracy.

4.5  Algorithm comparison experiment

To verify the detection performance of the improved algo-
rithm, we compare it with the original network YOLOv4-
tiny. The P–R curves for the two algorithms directed against 
object1 and object2 are depicted in Figs. 9 and 10.

Figures 9 and 10 suggest that, compared to the origi-
nal algorithm, the AP values of both types of targets in 
the modified algorithm have enhanced, with the AP value 
of object1 improving more significantly. In addition, the 
recall rate of the proposed method is higher, indicating that 
the extracted feature information is more affluent than the 

Table 4  Results of ablation 
experiments

Dv4-tiny Way 1 Way 2 Way 3 mAP (%) Model size (M) FPS

√ 90.26 3.60 124.21
√ √ 91.62 3.46 113.14
√ √ √ 92.33 4.68 106.96
√ √ √ √ 95.69 5.04 92.63

 
(a) original image       (b) heatmap

Fig. 8  Visualization result

Table 5  Results of attentional mechanism comparison

Network mAP (%) Model size (M)

Dv4 92.33 4.68
Dv4 + SE 94.52 4.86
Dv4 + CA 94.65 4.96
Dv4 + CBAM 95.69 5.04

Fig. 9  P–R curve of object1
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original network and that it is easier to recognize weak and 
small targets. However, in the case of a high recall rate, 
the accuracy of both algorithms declines for object1 and 
object2, because these two targets are smaller and hence 
contain fewer feature details.

IOU = 0.5 was set in the training phase, and the mAP 
values were recorded once every five training epochs. Fig-
ure 11 exhibits the graphs of the mAP values for the original 
approach and the modified method with training epochs.

In Fig. 11, we can see that the mAP values of the two 
algorithms stabilized at about 80 epochs, that the modified 
algorithm mAP values grow more quickly at the beginning 
of training, and that the enhanced algorithm mAP values are 
higher than the initial algorithm in all training epochs. The 
improved algorithm thus performs better in mAP.

To further demonstrate the effectiveness of the proposed 
method, it is compared with the two-stage target detection 
algorithm Faster R-CNN, the single-stage target detection 
algorithm SSD, and YOLOv4-tiny in terms of mAP, model 
size, and FPS. Table 6 shows the comparison experiment 
results of several algorithms.

In Table 6, the backbone feature extraction networks 
employed in Faster R-CNN and SSD are ResNet and VGG, 
respectively. The Faster R-CNN method possesses the high-
est detection accuracy, but it has a larger model and a slower 
detection speed, as seen in Table 6. Compared to the SSD 
algorithm and the YOLOv4-tiny algorithm, the proposed 
approach performs better in the aspects of mAP and model 
size, but its detection speed is not as fast as the YOLOv4-
tiny algorithm.

From the above experimental results, the suggested 
method is more well balanced and can ensure network detec-
tion accuracy and speed while being lightweight. The model 
size of this technique is 78.64% smaller than the previous 
YOLOv4-tiny algorithm, while the mAP is upped by 2.78%.

5  Conclusion

In this paper, we apply the currently popular deep learning 
models to radar data and propose a light radar target detec-
tion network based on improved YOLOv4-tiny, consider-
ing the demand for lightweight models from low computing 
power devices. The network uses DSC and BA to lower the 
number of model parameters efficiently; meanwhile, the 
model detection accuracy is increased by improving FPN 
and introducing the CBAM. The suggested algorithm is 
trained and validated on the R–D image. The experimental 
results show that the approach in this paper achieves supe-
rior results in terms of detection accuracy, model size, and 
detection speed. The lightweight model presented in this 
paper can also be extended to other application scenarios in 
future research.
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