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Abstract
Purpose This paper considers a new problem setting for multi-organ segmentation based on the following observations. In
reality, (1) collecting a large-scale dataset from various institutes is usually impeded due to privacy issues; (2) many images
are not labeled since the slice-by-slice annotation is costly; and (3) datasets may exhibit inconsistent, partial annotations
across different institutes. Learning a federated model from these distributed, partially labeled, and unlabeled samples is an
unexplored problem.
Methods To simulate this multi-organ segmentation problem, several distributed clients and a central server are maintained.
The central server coordinates with clients to learn a global model using distributed private datasets, which comprise a small
part of partially labeled images and a large part of unlabeled images. To address this problem, a practical framework that
unifies partially supervised learning (PSL), semi-supervised learning (SSL), and federated learning (FL) paradigms with PSL,
SSL, and FLmodules is proposed. The PSLmodulemanages to learn from partially labeled samples. The SSLmodule extracts
valuable information from unlabeled data. Besides, the FL module aggregates local information from distributed clients to
generate a global statistical model. With the collaboration of three modules, the presented scheme could take advantage of
these distributed imperfect datasets to train a generalizable model.
Results The proposed method was extensively evaluated with multiple abdominal CT datasets, achieving an average result
of 84.83% in Dice and 41.62mm in 95HD for multi-organ (liver, spleen, and stomach) segmentation. Moreover, its efficacy
in transfer learning further demonstrated its good generalization ability for downstream segmentation tasks.
Conclusion This study considers a novel problem of multi-organ segmentation, which aims to develop a generalizable model
using distributed, partially labeled, and unlabeled CT images. A practical framework is presented, which, through extensive
validation, has proved to be an effective solution, demonstrating strong potential in addressing this challenging problem.
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Introduction

Accurate and robust multi-organ segmentation is highly
required in computer-aided diagnosis, and its successive
breakthroughs have been witnessed with the application of
deep learning [1, 2]. To apply deep learning to multi-organ
segmentation, one can collect a large-scale datasetwith dense
annotations from multiple institutes to train a generalizable
model [3]. However, realizing such an application is usu-
ally restricted in clinical practice. On one aspect, medical
datasets cannot be easily shared among medical institutes or
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clients due to privacy-keeping regulations. In addition, anno-
tations for multi-organ can be incomplete and inconsistent
across institutes. For instance, institutes may annotate single
or partial organs that do not overlap with others due to differ-
ent research interests. Another observation in practice is that
institutes may leavemany images unlabeled since annotating
dense labels is costly. Thus, datasets for multi-organ segmen-
tation are usually distributed since they cannot be shared and
centralized. They are also imperfect since they do not have
full annotations ofmultiple organs for fully supervisedmodel
training.

Driven by these observations, this work considers the
problem of using distributed, partially labeled, and unlabeled
samples to train a federated model for multi-organ segmen-
tation. To the best of our knowledge, this problem remains
unexplored. Three subproblems should be well addressed
for this challenge: (1) learning from partially labeled sam-
ples, (2) learning from unlabeled samples, and (3) learning
from distributed samples from multi-institute. To this end,
this paper proposes FPS-Seg, a practical framework incorpo-
rating Federated learning (FL), Partially supervised learning
(PSL), and Semi-supervised learning (SSL) modules for
multi-organ Segmentation. Briefly, FPS-Seg maintains one
central server and several clients. Clients locally train in-
house models with partially labeled and unlabeled samples
with PSL and SSL modules. The FL module bridges client
and central server communication to prepare a global statisti-
cal model. With the collaboration of three modules, valuable
information can be mined from imperfect local datasets and
aggregated to develop a generalizable model. Contributions
of this work are summarized in the following.

• A new problem setting, i.e., learning a model from
decentralized, partially labeled, and unlabeled samples,
is introduced for multi-organ segmentation, which is
tougher and closer to clinical practice.

• A practical framework is designed to address this prob-
lem by unifying federated, partially supervised, and
semi-supervised learning.

• The proposed method is extensively validated with sev-
eral CT datasets. It shows a promising solution to this
challenging problem. It also has a good generalization
ability for downstream segmentation tasks.

Related works

Multi-organ segmentation remains a challenging task whose
objective is to concurrently delineate multiple organs or
anatomical structures from medical images, e.g., abdominal
CT scans. Comprehensive insights into the domain can be
gathered from dedicated reviews [1, 2].

The essence of semi-supervised learning (SSL) [4–6] is
leveraging a small amount of labeled data alongside a much
larger set of unlabeled data to train a model. Consistency
learning [4, 5], expecting prediction invariance under pertur-
bations, and pseudo-labeling [6], utilizing pseudo-labels for
self-training, are twomain strategies in SSL. Given the labor-
intensive and costly nature of manual annotations in medical
image analysis, SSL offers a viable alternative by tapping
into the more accessible pool of unlabeled data. Several SSL
methods [7, 8] have already been proposed for multi-organ
segmentation.

Another key observation in practice is the substantial pres-
ence of datasets with only one or a few organs labeled in
abdominal CT scans. To use these datasets with inconsis-
tent and partially labeled annotations, a practical paradigm
called partially supervised learning (PSL) has been intro-
duced [9, 10]. While PSL is synonymous with SSL in some
machine learning contexts [11], to clarify, this paper distin-
guishes between the two paradigms following prior works [9,
10]. In this work, SSL and PSL cater to different scenarios.
SSL uses a mix of labeled and unlabeled data, whereas PSL
manages datasets where each sample possesses some labels
but not a full set.

Federated learning (FL) represents an advanced approach
for decentralized data training, which is especially beneficial
for sensitive fields like medical imaging, where datasets can-
not be easily shared due to data privacy and regulations [12–
14]. Several methods leveraging FL for multi-organ segmen-
tation have been proposed. Notably, studies like [15, 16] have
endeavored to train models on decentralized datasets with
only partial annotations, combining PSL and FL for multi-
organ segmentation.

Although great progress has been achieved by existing
methods for multi-organ segmentation and other tasks in
medical image analysis, these methods are primarily for a
single task, i.e., SSL [7, 8], PSL [9, 10], and FL [13, 14],
and dual tasks, e.g., federated semi-supervised learning [17,
18] and federated partial-label learning [15, 16]. Unlike pre-
vious works, this work introduces a more challenging and
practical setting in multi-organ segmentation, which aims to
learn a federated model from distributed, partially labeled,
and unlabeled datasets by unifying SSL, PSL, and FL.

Method

Problem definition

Ideally, training a generalizable model for segmenting m
organs requires numerous images X and the correspond-
ing full annotations Y spanning (m + 1) classes, where
M = {0, 1, . . . ,m} denotes the class set with {0} for back-
ground and {1} to {m} for organs.
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However, in clinical settings, datasets are often decen-
tralized, with partial or no annotations. Given K medical
institutes {Zi }Ki=1, each holds a dataset Di = {Du

i ,Dl
i

}
,

where Du
i = {

Xu
i

}
contains images Xu

i devoid of annota-
tions and Dl

i = {
Xl
i ,Y

l
i

}
consists of images Xl

i and partial
annotations Yl

i . This study considers an extreme case where
each client only owns annotations for a single organ. Sup-

pose that the label sets of
{
Yl
i

}K
i=1 are defined as {Ei }Ki=1, then

E1∩E2∩E3∩· · ·∩EK = {0}, and E1∪E2∪E3∪· · ·∪EK = M.
These institutes are expected to utilize distributed, partially
annotated, and unlabeled data to train a global model for
multi-organ segmentation collaboratively.

Overview

The proposed framework FPS-Seg is shown in Fig. 1. FPS-
Seg simulates a practice where a central server coordinates
three medical institutes (K = 3) to collaboratively train a
global model for multi-organ (liver, spleen, and stomach)
segmentation. Institutesmaintain teachermodels {Ti }Ki=1 and
student models {Si }Ki=1. The teacher models use exponential
moving averaging (EMA) weights of the student models.
During local trainingphase, onone aspect, the studentmodels
learn from partially labeled samples. Besides, consistency is
enforced between the outputs of teacher and student models
to take advantage of unlabeled samples. The central server
aggregates local student model weights to update the global
model G. The FL, PSL, and SSL modules are introduced
below.

Federated learning module

TheFLmodule builds the bridgebetween local clients and the
global server. Namely, it offers global model weight aggre-
gation and local model weight updating functions. Its role
is to train a global model G(·;�g) until convergence with
a total of R rounds without data sharing to violate data pri-
vacy regulations. During training, at the r -th federated round,
each institute of {Zi }Ki=1 would download the current global
weight �g

(r) from the server and assign it to the local model

Si
(·;�s

i

)
, which shares the same architecture as the global

model. Afterward, clients fine tune local models for e epochs
using their private datasets. The central server will then col-

lect local weights
{
�s

i(r)

}K

i=1
and aggregates them to get

updated global model weights�
g
(r+1). This study adopts fed-

erated average algorithm [19] to update the global model:

�
g
(r+1) =

K∑

i=1

Ni
∑K

i=1 Ni
�s

i(r), (1)

where Ni denotes the number of images for each dataset Di

of client Zi .

Partially supervised learningmodule

Assuming that the background, liver, spleen, and stomach
class indexes are 0, 1, 2, and 3, the class setM is {0, 1, 2, 3},
and institutes Z1, Z2, and Z3, respectively, hold private liver,
spleen, and stomach datasets that comprise a large part of
unlabeled samples and a small part of labeled samples. The
label sets E1, E2, and E3 are, respectively, {0, 1}, {0, 2}, and
{0, 3}. The PSL module enables each client of {Zi }Ki=1 to
train its local model Si

(·;�s
i

)
with partially labeled samples

Dl
i = {

Xl
i ,Y

l
i

}
.

Considering that a mini-batch of samples
{
xli , y

l
i

}
is

fetched from Dl
i , in which xli ∈ R

B×C×H×W×D denotes
3D CT volumes, where B, C , H , W , and D, respectively,
indicate the size of the batch, channel, height, width, and
depth, C is 1 for 3D CT volumes, and yli ∈ R

B×2×H×W×D

indicates corresponding partial annotations in one-hot for-
mation for a specific organ. Si

(·;�s
i

)
outputs probability

maps pli ∈ R
B×4×H×W×D with the input of xli . The opti-

mization objective for this module employs the marginal and
exclusion losses as described in [10]. Please refer to [10] for
more technical details. On one aspect, all unlabeled organs
are treated as the background and merged into the original
background, and a marginal loss Lmarg is then calculated.
In addition, the natural organ exclusiveness is added as addi-
tional prior knowledge to introduce a penalization in the form
of an exclusion loss Lexcl.

The training procedure of client Z1, as depicted in Fig. 2,
is taken as an example, and note that other clients train
models in a similar principle. Z1 holds labeled samples Dl

1
with annotations of the liver. The output probability maps
of S1

(·;�s
1

)
are denoted as pl1. Since the spleen and stom-

ach are not labeled, their corresponding channels in pl1 can
be merged into the first channel, and the new probability
maps p̂l1 ∈ R

B×2×H×W×D are then obtained. p̂l1 and yl1
have the same channels, and a marginal loss Lmarg can be
calculated between them. Besides, the exclusive labels ŷl1 ∈
R

B×4×H×W×D are created for pl1 based on y
l
1. Expressly, for

voxels belonging to the liver region in xl1, the corresponding
label values in ŷl1 are set to [1, 0, 1, 1], while the remaining
label values are set to [0, 1, 0, 0]. An exclusion loss Lexcl is
enforced between pl1 and ŷl1 to reduce their intersection.

Generally, the training objective Lpsl for each client of
{Zi }Ki=1 is:

Lpsl

(
pli , p̂

l
i , y

l
i , ŷ

l
i

)
= αLmarg

(
p̂li , y

l
i

)
+ βLexcl

(
pli , ŷ

l
i

)
,

(2)
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Fig. 1 Overview of proposed framework FPS-Seg

where

Lmarg

(
p̂li , y

l
i

)
= −

2∑

j=1

V∑

v=1

yli, j,v log p̂
l
i, j,v

︸ ︷︷ ︸
Lce

+
2∑

j=1

⎛

⎜
⎝1 − 2

∑V
v=1 p̂

l
i, j,vy

l
i, j,v

∑V
v=1

(
p̂li, j,v

)2 + ∑V
v=1

(
yli, j,v

)2

⎞

⎟
⎠

︸ ︷︷ ︸
Ldice

, (3)

and

Lexcl

(
pli , ŷ

l
i

)
=

4∑

j=1

V∑

v=1

ŷli, j,v log p
l
i, j,v

︸ ︷︷ ︸
Lece

+
4∑

j=1

2
∑V

v=1 p
l
i, j,v ŷ

l
i, j,v

∑V
v=1

(
pli, j,v

)2 + ∑V
v=1

(
ŷli, j,v

)2

︸ ︷︷ ︸
Ledice

, (4)

where j is the channel index, V is the number of voxels in
an image, and v is the voxel index. α and β are hyperparam-
eters. The combination of cross-entropy (CE) loss Lce and
Dice lossLdice is adopted as the marginal lossLmarg, and the
combination of exclusion CE loss Lece and exclusion Dice
loss Ledice is employed as the exclusion loss Lexcl.

Semi-supervised learning module

The SSL module enables every client of {Zi }Ki=1 to further
leverage its unlabeled samples Du

i = {
Xu
i

}
. Inspired by the

work of [4], another model Ti
(·;�t

i

)
is applied for each

client of {Zi }Ki=1. Ti
(·;�t

i

)
and Si

(·;�s
i

)
are regarded as
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Fig. 2 Illustration of the PSL module, using the training procedure for client Z1 as a representative example. For clarity, four voxels alongside
hypothetical probability values are specified from the background, liver, stomach, and spleen to aid explanation

Fig. 3 Illustration of the training procedure for the SSL module

the teacher and the student models. The teacher model shares
the same architecture as the student model and uses the stu-
dent model’s EMAweights. Consistency is imposed on their
predictions for unlabeled data. Besides, input perturbation
similar to the work [5] is further introduced since consis-
tency regularization under harsher perturbations empirically
benefits model generalization ability.

An illustration of the training procedure for the SSL
module is shown in Fig. 3. Assuming that a mini-batch of

unlabeled images xui is fetched at each training iteration,
these images are firstly fed into Ti

(·;�t
i

)
and Si

(·;�s
i

)

to obtain probability maps p̃ui ∈ R
B×4×H×W×D and

pui ∈ R
B×4×H×W×D . Same as Section “Partially super-

vised learning module,” the channels of unlabeled organs
are then merged into the background for p̃ui and pui to
yield merged probability maps q̃ui ∈ R

B×2×H×W×D and
qui ∈ R

B×2×H×W×D . Consistency learning regards q̃ui as
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pseudo-targets and calculates an unsupervised loss Lunsup

between q̃ui and qui .
However, q̃ui may inevitably contain fault and noisy pre-

dictions, and consistency regulation based on which may
accumulate training errors and result in model performance
degradation. Confidence thresholding [5, 20], which involves
setting a threshold τ , offers a practical solution to stabilize
training and enhance model performance. It allows for the
extraction of confident predictions from q̃ui , enabling consis-
tency regularization to rely solely on these predictions. By
incorporating confidence thresholding, the training object on
unlabeled samples Du

i for each client of {Zi }Ki=1 is:

Lunsup
(
qui , q̃

u
i

) =
∑2

j=1
∑V

v=1 �i,v

∥∥∥qui, j,v − q̃ui, j,v

∥∥∥
2

2
∑V

v=1 �i,v
, (5)

where

�i,v =
{
1 if max

(
q̃ui,1,v, q̃

u
i,2,v

)
> τ

0 otherwise
, (6)

in which ‖·‖2 is the mean error function (MSE) and �i ∈
R

B×H×W×D denotes the binary masks that control consis-
tency regularization only using confident predictions. j is the
channel index, V is the number of voxels in an image, and v

is the voxel index. The threshold τ determines the extent of
filtering, where τ = 0 means all pseudo-target regions are
included in the loss calculation, and τ = 1 implies complete
exclusion of pseudo-target regions.

Full training procedure of FPS-Seg

This part summarizes the full training procedure of FPS-
Seg. At each federated round, each client first downloads
the global model weight �g and assigns it to student mod-
els

{
Si

(·;�s
i

)}K
i=1. During the local training phase, student

models
{
Si

(·;�s
i

)}K
i=1 learn from labeled samples

{Dl
i

}K
i=1

withLpsl, and extract information learns fromunlabeled sam-

ples
{Du

i

}K
i=1 with the help of

{
Ti

(·;�t
i

)}K
i=1 using Lunsup.

Thus, the total local training objective Ltotal for each client
of {Zi }Ki=1 is:

Ltotal

(
pli , p̂

l
i , y

l
i , ŷ

l
i ,q

u
i , q̃

u
i

)
= Lpsl

(
pli , p̂

l
i , y

l
i , ŷ

l
i

)

+ γLunsup
(
qui , q̃

u
i

)
, (7)

in which γ is a trade-off hyperparameter. When the local
training finishes, the central server will aggregate local stu-
dent weights

{
�s

i

}K
i=1 to update the global model G(·;�g)

with Eq. (1). A global model can finally be obtained by
repeating the above procedures.

Experiments and results

Experimental settings

Datasets and evaluation metrics

Datasets Three in-house contrast-enhanced abdominal CT
datasets: #Set-A, #Set-B, and #Set-C, were applied. FPS-Seg
was first evaluated with #Set-A, and its generalization ability
was then validated by transferring it to downstream tasks on
#Set-B and #Set-C. Details of three datasets are shown in
Table 1. For data preprocessing, all volumes were resampled
to an isotropic spatial resolution of 1.0 mm for each axis.
The intensities were truncated to the range of [−1000, 1000]
Hounsfield units (HU) and then normalized as zeromean and
unit variance.
Evaluation metrics The Dice score [%] and 95% Hausdorff
distance (95HD) [mm] were applied as evaluation metrics.
The 95HD is a specific instance of the partial HD [21]. Given
a surface point setA of the prediction and a surface point set
B of the ground truth, the sets of directed HD from A to B
and B to A are defined as

ω(A,B) =
{
min
b∈B

‖a − b‖ | a ∈ A
}

(8)

and

ω(B,A) =
{
min
a∈A

‖a − b‖ | b ∈ B
}

, (9)

respectively, where ‖·‖ denotes the Euclidean norm. The val-
ues ωκ(A,B) and ωκ(B,A) that rank in the κ-th percentile
of ω(A,B) and ω(B,A) can then be chosen to calculate the
partial HD 
κ(A,B) with


κ(A,B) = max(ωκ(A,B), ωκ(B,A). (10)

Table 1 Details of three datasets used in our study

Datasets Organs Volumes Slices Pixels Resolutions

#Set-A Liver, spleen, stomach 200 311 ∼ 1149 512 × 512 ([0.59 ∼ 0.83] × [0.59 ∼ 0.83] × [0.50 ∼ 0.80])mm3

#Set-B Pancreas 80 773 ∼ 1125 512 × 512 ([0.63 ∼ 0.80] × [0.63 ∼ 0.80] × [0.50])mm3

#Set-C Artery 80 468 ∼ 2532 512 × 512 ([0.59 ∼ 0.98] × [0.59 ∼ 0.98] × [0.16 ∼ 1.00])mm3
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Table 4 Ablation study on
FPS-Seg’s components and
corresponding hyperparameters

PSL SSL Confidence thresholding α β γ τ Dice 95HD

✓ ✗ ✗ 0 1 – – 19.22 89.53

✓ ✗ ✗ 1 0 – – 77.42 64.22

✓ ✗ ✗ 1 1 – – 79.23 72.37

✓ ✗ ✗ 1 2 – – 79.86 73.44

✓ ✗ ✗ 1 3 – – 78.69 69.34

✓ ✗ ✗ 1 4 – – 78.10 99.77

✓ ✗ ✗ 2 1 – – 80.90 51.15

✓ ✗ ✗ 3 1 – – 80.94 53.03

✓ ✗ ✗ 4 1 – – 81.99 49.54

✓ ✓ ✗ 4 1 0 – 81.99 49.54

✓ ✓ ✗ 4 1 0.01 – 84.09 43.42

✓ ✓ ✗ 4 1 0.05 – 84.14 43.68

✓ ✓ ✗ 4 1 0.1 – 84.24 42.18

✓ ✓ ✗ 4 1 0.5 – 84.61 42.13

✓ ✓ ✗ 4 1 1 – 84.83 41.62

✓ ✓ ✗ 4 1 5 – 84.80 39.78

✓ ✓ ✓ 4 1 1 0 84.83 41.62

✓ ✓ ✓ 4 1 1 0.8 84.78 41.58

✓ ✓ ✓ 4 1 1 0.97 84.50 41.98

The optimal Dice score and 95HD value of each sub-step are highlighted in bold

Fig. 4 Ablation study on aggregating student models and teacher models

κ is set as 95 to compute the 95HD.

Implementation details

Problem simulation One central server and three clients
were maintained to simulate the problem. All experiments
were conducted with fourfold cross-validation. #Set-A was

split into 150/50 for training/validation at each fold. These
150 volumes were split into three sub-datasets (50/50/50)
for three clients, and every sub-dataset was divided into 20
labeled samples and 30 unlabeled samples. Each sub-dataset
only used annotations of a single organ.
Experimental setup All experiments were performed on the
PyTorch platform. 3D U-Net [22] was chosen as the back-
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Fig. 5 Qualitative results of outliers. These instances are notable for achieving satisfactory Dice scores yet exhibiting large 95HD values for the
liver, spleen, and stomach, respectively, as indicated by red arrows

bone. An SGD optimizer with a momentum of 0.9 and a
weight decay of 10−4 was utilized to train the global model
for 600 federated rounds. The local training epoch e was set
to 1. A warm-up two-stage training strategy was adopted.
Specifically, clients trained models using labeled samples
under a poly-learning ratewith an initial learning rate of 10−2

at the first 300 rounds and trained models using both labeled
and unlabeled samples under a poly-learning rate with an
initial learning rate of 10−3 at the second 300 rounds. Sub-
volumes with the size of 256 × 256 × 112 were randomly
cropped for training. Random flipping and random rotation
were applied as augmentation schemes. For hyperparameter
settings, please refer to Section “Ablation studies.” During
the testing phase, a sliding window strategy was applied.

Experiment results

Quantitative results

Table 2 shows the quantitative results of FPS-Seg with four-
fold cross-validation. Table 3 provides a detailed quantitative
validation of different methods in localized, centralized, and

federated learning scenarios. In the localized learning sce-
nario, each client trained its local model on its private data
with single organ annotations. Centralized learning involved
training FPS-Seg using centralized datasets, employing PSL
and SSL modules while excluding the FL module. The
multitask federated learning (MTFL) approach [16] was
implemented for comparison in the FL mode. These eval-
uations were conducted under three data scenarios: 50L (50
labeled samples), 20L (20 labeled samples), and 20L + 30
U (20 labeled and 30 unlabeled samples).

Each method demonstrated its upper bound accuracy with
50L. The performance of each method obtained with 20L +
30 U consistently surpassed that with 20L, validating the
efficacy of SSL in utilizing unlabeled data. FPS-Seg con-
sistently improved over localized learning, indicating its
capability to exploit local datasets through FL. Addition-
ally, FPS-Seg outperformed MTFL [16] in the FL mode and
yielded competitive results comparable to its performance in
the centralized learning mode.
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Fig. 6 Qualitative results of
various methods. 20L: training
with 20 labeled samples. 20L +
30 U: training with 20 labeled
and 30 unlabeled samples
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Fig. 7 Comparison of convergence rate and validation accuracy in transfer learning for pancreas and artery segmentation across various methods

Ablation studies

Effects of FPS-Seg’s components and their hyperparameters
α and β in Eq. (2) are associated with the PSL module, γ in
Eq. (7) relates to the SSL module, and τ in Eq. (6) is for con-
fidence thresholding. This ablation study was divided into
three sub-steps. Initially, the roles of α and β were exam-
ined with the PSL module using only labeled data. Once
optimal values for α and β were established, themodel incor-
porated unlabeled data by enabling the SSL module with
varying γ . After determining suitable values for α, β, and
γ , the model applied confidence thresholding with varying
τ . This searching process allowed for an assessment of the
individual contributions of each component, as well as evalu-
ating the corresponding hyperparameters. Results are shown
in Table 4. This paper set α = 4, β = 1, γ = 1, and τ = 0,
under which FPS-Seg achieved superior performance.

Evaluating aggregation of student versus teacher models As
depicted in Fig. 4, aggregating student models outperformed
using teacher models. While teacher models maintain the
EMA weights of the student models, this finding suggests
that student models, which undergo direct gradient descent,
are more effective for global model updating in our study.

Qualitative results

Three distinct instances with outliers are visualized in Fig. 5.
These instances are notable for achieving satisfactory Dice
scores yet exhibiting large 95HD values for the liver, spleen,
and stomach, respectively, as indicated by red arrows. This
visualization underscores the challenge FPS-Seg faces in cer-
tain instances where segmentation results contain outliers.

The qualitative results of various methods are displayed in
Fig. 6. With 20L, FPS-Seg outperformed localized training,

123



International Journal of Computer Assisted Radiology and Surgery

surpassed the FL method MTFL [16], and showed results on
par with centralized learning. Moreover, incorporating 30 U
into the training further enhanced FPS-Seg’s performance.

Transfer to downstream tasks

Initially pretrained on #Set-A, FPS-Seg was transferred to
pancreas and artery segmentation on #Set-B and #Set-C,
respectively. The datasets were divided into 60/20 for train-
ing/validation for both #Set-B and #Set-C. Comparisons
were conducted among 3D U-Net trained from scratch,
initialized with weights obtained by pretraining on single
organs such as the liver, spleen, and stomach, and initialized
with pretrained FPS-Seg. These comparisons were drawn
throughout 300 epochs until convergence was reached. As
depicted in Fig. 7,models initializedwith pretrainedFPS-Seg
exhibited faster convergence and superior validation perfor-
mance compared to those trained from scratch and those
pretrained on single organs across the two downstream tasks.

Discussion and conclusion

This paper introduced a challenging multi-organ segmenta-
tion problem, which was considered based on the following
observations in reality: (1) datasets cannot be easily shared,
and thus, we cannot collect a large-scale dataset to train
a generalizable model; (2) a large part of images is unla-
beled across institutes since annotation is costly; and (3)
only a small number of images may be partially labeled,
and annotations are inconsistent across institutes due to dif-
ferent research targets. Training a generalizable model using
these distributed, partially labeled, and unlabeled samples is
highly required in clinical practice and remains unexplored.

A practical approach, FPS-Seg, was introduced to tackle
this problem. FPS-Seg comprised three key modules: par-
tially supervised learning, semi-supervised learning, and
federated learning modules. These modules respectively,
managed to learn from partially labeled, unlabeled, and
distributed samples. This method was straightforward in
addressing partially supervised, semi-supervised, and fed-
erated learning in a unified way. Extensive experiments
were conducted to show FPS-Seg’s successful solution for
this challenging problem and good generalization ability for
downstream segmentation tasks.

The proposedmethodwas evaluatedwith liver, spleen, and
stomach segmentation in CT images. Extending this method
to segment additional organs using various modalities is con-
sidered an avenue for future work.
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