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Abstract
Purpose Numerous navigation devices for percutaneous, CT-guided interventions exist and are, due to their advantages,
increasingly integrated into the clinical workflow. However, effective training methods to ensure safe usage are still lacking.
This study compares the potential of an augmented reality (AR) training application with conventional instructions for the
Cube Navigation System (CNS), hypothesizing enhanced training with AR, leading to safer clinical usage.
Methods An AR-tablet app was developed to train users puncturing with CNS. In a study, 34 medical students were divided
into two groups: One trained with the AR-app, while the other used conventional instructions. After training, each participant
executed 6 punctures on a phantom (204 in total) following a standardized protocol to identify and measure two potential CNS
procedural user errors: (1) missing the coordinates specified and (2) altering the needle trajectory during puncture. Training
performance based on train time and occurrence of procedural errors, as well as scores of User Experience Questionnaire
(UEQ) for both groups, was compared.
Results Training duration was similar between the groups. However, the AR-trained participants showed a 55.1% reduced
frequency of the first procedural error (p > 0.05) and a 35.1% reduced extent of the second procedural error (p < 0.01)
compared to the conventionally trained participants. UEQ scores favored the AR-training in five of six categories (p < 0.05).
Conclusion The AR-app enhanced training performance and user experience over traditional methods. This suggests the
potential ofAR-training for navigation devices like theCNS, potentially increasing their safety, ultimately improving outcomes
in percutaneous needle placements.

Keywords Medical education · Augmented reality · User study · Interventional radiology

Introduction

Percutaneous CT-guided interventions are widely employed
in the medical field, including pain therapies, biopsies, and
ablations [1, 2]. Precise placement of the needle is crucial
for the success of these procedures, as it helps prevent tissue
damage, provides accurate diagnostic results, and leads to
effective treatment outcomes [1]. With the advent of naviga-
tion software and robotic assistance, needle placement has

B T. Stauffer
tobiasta@ethz.ch

1 Product Development Group Zurich, ETH Zurich,
Leonhardstrasse 21, 8092 Zurich, Switzerland

2 Medical Templates AG, Technoparkstrasse 1, 8005 Zurich,
Switzerland

3 Department of Neuroradiology, Hirslanden Clinic Zurich,
Witellikerstrasse 40, 8032 Zurich, Switzerland

become safer and more efficient in recent years [3, 4]. One
promising technique is the utilization of patient-mounted
devices, such as Navigation Cubes, being part of the Cube
Navigation System (CNS) (see Fig. 1). This method has
been demonstrated to improve accuracy and reduce interven-
tion time when compared to the traditional freehand method
(FHM) [5, 6].

Due to these advantages, the clinical use of the CNS
is increasing. However, as adoption grows, effective train-
ing methods become important to ensure safe usage of
the system. So far, training included written instructions,
which are solely text-based and therefore detached from
the application. This complicates the information processing
for learners, as no hands-on context is provided. Moreover,
written instructions lack a mechanism to verify users’ com-
prehension of the system.
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Fig. 1 Medical Templates planning software and Navigation Cube. The
yellow line visible in CT-scans represents a virtual needle which is
used to plan the puncture. As the needle moves, a green dot represent-
ing the coordinates in the top and bottom plates (shown in the bottom
right quadrant) automatically updates. The required angle is achieved
by inserting the needle through the corresponding holes and corners on
the top and bottom plates of the Navigation Cube

To find a possible solution addressing these issues, the
present study evaluates the effectiveness of augmented real-
ity (AR) training in teaching radiologists the usage of the
CNS. An AR-tablet app was specifically designed to ease
the understanding of the application by providing the infor-
mation gradually with a hands-on context and to enable
immediate feedback as errors occur.

The aimof this study is to compareAR-training to conven-
tional instructionwhen teaching radiologists puncturingwith
theCNS.The results of this study are expected to demonstrate
the advantage of AR-training over conventional instruction
in terms of patient safety for two main reasons: (1) It sim-
plifies the presentation of information by providing it in a
gradual and contextual manner. (2) It provides immediate
feedback, allowing users to identify and correct errors. These
advantages are supposed to contribute to the quicker and safer
adoption of the CNS in medical practice compared to con-
ventional written instructions, ultimately reducing the risk of
tissue injury, incorrect diagnosis, and ineffective treatment
outcomes.

Related works

Augmented reality in medical education

AR has found a growing application in medical education,
particularly in the learning of anatomy, diagnosis, procedural
planning and execution, aswell asmedical device handling. It
offers unique benefits, especially for learning new processes
[7, 8].

Lia et al. developed an AR-based training module using
HoloLens® to teach basic suturing skills. The holograph-
ically displayed video instructions aimed to provide an
interactive, self-directed learning experience. In a compar-
ative study, AR-training was not shown to achieve better
suturing results than conventional instructions, but users
found the app to be generally helpful and engaging, indi-
cating increased user acceptance [9].

Azimi et al. implemented an AR-instructor using
HoloLens® to train 20 novice caregivers on two emergency
medical procedures: (1) needle chest decompression and (2)
initiating a direct intravenous line. The study found that using
AR-training was more engaging and improved time on task,
as well as increased confidence in executing the procedures
when compared to conventional instruction methods [10].

Wolf et al. evaluated the effectiveness of AR-based step-
by-step guidance for extracorporeal membrane oxygenation
(ECMO) cannulation training using the Microsoft HoloLens
2®. The study found that the use of AR-instructions resulted
in a slight increase in training time but a significant reduction
in errors, particularly knowledge-related errors, compared to
conventional training methods [11].

By evaluating AR-training on the CNS, this study aims to
further investigate the effectiveness of AR in medical educa-
tion.

Training of freehandmethod in image-guided needle
placement

Several computer-aided simulators have been developed for
the training of the FHM. These methods offer focused and
deliberate practice with continuous feedback, essential for
acquiring these types of intervention skills.

Ungi et al. presented an open-source platform for training
in ultrasound-guided needle insertions called Perk Tutor. It
replaces traditional patient training with computer-assisted
guidance. Using electromagnetic tracking, it localizes nee-
dle, probe, and phantom for various procedures. The platform
offers real-time feedback and records needle trajectories for
enhanced learning [12].

Holden et al. used in their study the Perk Tutor plat-
form for the training of image-guided needle placement and
applied machine learning techniques for skills evaluation.
Feedback from these automated methods was then bench-
marked against expert opinions, showing comparable scores
in most scenarios [13].

Hayasaka et al. trained in their study 30 medical stu-
dents in needle placement using traditional methods and
AR-techniques. The AR-enhanced groups, which utilized
HoloLens 2® for visualization, reported significantly better
user experiences in the training.Overall, AR-training showed
promise in enhancing the learning of epidural needle place-
ment techniques [14].
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Fig. 2 Snapshots of three major steps of AR-training: a display of coordinates for needle placement, b user feedback after verification of needle’s
correct position, c holographic warning to maintain minimal rotation during puncturing

In contrast to the training for the FHM, the authors are not
aware of any study investigating training on navigation aids
for percutaneous needle placements despite their growing
clinical adoption. This study aims to fill this gap by devel-
oping an AR-training app for the CNS and evaluating its
potential to ensure the safety of its usage in clinical practice.

Methods

Cube Navigation System

The Cube Navigation System (Medical Templates AG, Egg,
Switzerland) (Fig. 1) is a navigation aid for CT-guided punc-
tures, comprising planning software and a patient-mounted
cube accessory. The Navigation Cube, visible in CT images,
is placed on the patient directly over the target region of the
puncture. Once a scan is taken, the software automatically
localizes the cube. Then, the planned trajectory of the punc-
ture is referenced to the top and bottom grids, determining
the coordinates through which the needle must be inserted to
achieve the desired needle trajectory. (A coordinate is defined
as a particular corner in a hole of the grid.) Compared to the
conventional FHM, theCNS thereby allows for a reduction in
the time-consuming stepwise control of the needle trajectory
with imaging techniques [15].

When puncturing with the Navigation Cube, there are
two potential sources of user error leading to an inaccurate
puncture: (1) using incorrect coordinates due to a slip in the
column or row and (2) rotating the cube due to applying
pressure during the puncture, causing a shift in the cube and
puncture trajectory.

AR-training app

The training app was built using the Unity® 3D game engine
(Unity Technologies, San Francisco, California), a platform
for creating interactive applications. The Vuforia® Aug-
mented Reality SDK (PTC Inc., Boston, Massachusetts) was

integrated into the Unity environment to facilitate the display
of holograms and tracking of the Navigation Cube.

The tablet app provides a training platform that guides the
user gradually through the procedure of puncturing using the
Navigation Cube and verifies each step’s correct execution.
The training process is divided into threemajor steps (Fig. 2):
(1) needle placement, (2) verification of the needle’s correct
position, (3) performing the puncture.

First, an image from the planning software is shown to the
user. This image illustrates the coordinates where the needle
needs to be placed on the Navigation Cube for the puncture.
If desired, the user can activate an AR-hologram indicating
the exact coordinate by a light blue arrow.

Second, the correctness of the needle’s position is verified.
Image frames fromdifferent perspectives of the tablet relative
to the Navigation Cube are processed to identify the needle’s
coordinates on the cube’s upper and lower grids (Fig. 3).

Fig. 3 Key concept for identifying needle coordinates: Image frames
are captured from different perspectives and transformed using the 6D-
pose of the cube relative to the camera in order to obtain top-down view
for both layers of the cube. On these, the needles are segmented with
a convolutional neural network. For both layers, the intersection of the
obtained lines is calculated using linear least squares, signifying the
respective needle coordinate
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If the needle is positioned correctly, the user receives posi-
tive feedback through a green checkmark and an affirmative
sound. If the positioning is incorrect, a red cross and sound
signal provide an immediate warning.

Third, the needle is inserted into the phantom. As the nee-
dle is being inserted, the rotation of the cube is monitored.
As soon as the cube is moved more than 0.5 degrees, a holo-
graphic overlay of the cube gradually turns red, encouraging
the user to maintain minimal rotation.

Study design

This study included 34 medical students from different
semesters (aged 19–43, 18 males, 16 females) (Fig. 4). A
specific exclusion criterion was set to ensure that none of
the participants had previous experience with the CNS. Eth-
ical guidelines were adhered to throughout the study. Before
the training, participants were given contextual information
including purpose and possible applications of the CNS. For
the training, they were randomly divided into two groups:
One group received conventional written instructions for the
application of the Navigation Cube, while the other group
used the AR-training app. While training time was measured
for each participant, the sessions were limited to a total dura-
tion of 8 min.

After training, all participants performed six punctures
using the Navigation Cube on an evaluation setup. Thereby
they were checked for errors leading to an inaccurate

Fig. 4 Illustration of the study flow: Participants receive contex-
tual information before being randomly divided into two training
groups. Following their training, they complete the user experience
questionnaire for their respective trainingmethod. Subsequently all par-
ticipants are being evaluated during six predefined punctures for the two
possible user errors

Fig. 5 Participant performingAR-training on a phantomusing the rotat-
ing holder

puncture, including (1) using incorrect coordinates and (2)
rotating the cube.

Phantom

A tissue-mimicking phantom, designed to simulate soft
human tissue and with dimensions of 80mm × 80mm ×
60mm, was used for the training and evaluation proce-
dures. The phantom was created using candle gel (Rayher
GmbH, Germany) to represent tissue consistency. An elas-
tically deformable consistency was deliberately selected to
increase the difficulty for the participants to keep the cube
from rotating. To emulate the resistance encountered during
skin puncture, a paper mat was positioned over the gel sur-
face.

Contextual information

Toprovide a comprehensive understanding of theCNS, a pre-
sentation was given to all participants before training which
elucidated its fundamental concept.

AR-training

The AR-training group learned to puncture with the Naviga-
tionCubeby independently using theAR-appwith a phantom
and a needle. To enhance usability, a rotating holder was
designed for the tablet (Fig. 5). This allows the tablet to eas-
ily pivot around the cube, freeing up the user’s hands during
the training process. Training time was limited to 8 min.

Conventional training

In the conventional training group, participants learned the
usage Navigation Cube by individually reading a set of stan-
dardwritten instructions withwritten and visual information.
They practiced using Navigation Cube with a phantom and
a needle. Again, training time was limited to 8 min.
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Fig. 6 Evaluation setup with participant performing a predefined punc-
ture on a phantom. Two perpendicularly placed cameras capture the
procedure, whereas Atracsys system tracks the rotation of the Naviga-
tion Cube

Evaluation

The evaluation protocol was standardized for both groups,
ensuring that all 34 participants underwent identical proce-
dures. To ensure a sufficiently robust dataset for assessing
procedural user errors, each participant executed a series of
six punctures using the Navigation Cube, with Cube Nav-
igation System planning software displaying the targeted
coordinates on a monitor. Mokry et al. also selected to per-
form six punctures in a similar study evaluating the accuracy
when puncturing with Puncture Cubes [6].

With a deliberate setup (Fig. 6), the procedures were
checked for the two sources of error: (1) using incorrect
coordinates and (2) rotating the cube during the puncture.
The correctness of the needle placement was manually veri-
fied using two RGB cameras, which captured footage of the
needle as the puncture was performed. The needle was only
considered to be correctly placed when the placement was
correct for the upper and lower layer. Notably, this required
hitting not only the correct holes but also the correct cor-
ners. A surgical tracking camera (Atracsys LLC, Puidoux,
Switzerland) was used to record the rotation of the cube. The
maximum change in angulation during each puncture was
recorded. Equation (1) described by Du Q. Hu [16] was used
to calculate cube rotation.

θ = arccos

⎛
⎝

(
min

(
trace

(
Rinitial ∗ RcurrentT

)
, 3

)
− 1

)

2

⎞
⎠ (1)

where Rinitial : Rotation matrix of PC at starting

time of puncture

Rcurrent : Rotation matrix of PC for current frame

Statistical analysis

Statistical analyses were applied, focusing on the two errors
possibly occurring during needle placement (using incor-
rect coordinates, rotating the cube). A binomial Generalized
Linear Mixed-Effects Model was employed for analyzing
binary outcomes, namely, the occurrence or non-occurrence
of using wrong coordinates. In this model, the training group
was treated as a fixed effect, while individual subjects were
treated as random effects.

Conversely, a Linear Mixed-Effects Model was utilized
for quantifying the continuous outcome extent of cube rota-
tion. Again, the training group was the fixed effect, and the
subjects were treated as random effects.

The Likelihood Ratio Test was conducted to ascertain
whether the observeddifferences in error occurrence between
the two groups were statistically significant. These analyses
were conducted using the R environment for statistical com-
puting (Version 4.3.1).

User experience questionnaire

After training, all participants completed a user experience
questionnaire (UEQ) [17] to compare the two groups’ expe-
riences. The questionnaire consists of 26 questions scaling
the six categories: Attractiveness, Perspicuity, Dependabil-
ity, Efficiency, Novelty, and Stimulation (Table 1). Par-
ticipants rated their experience by selecting a point on
the seven-point scale between contrasting adjectives (e.g.,
attractive/unattractive) that best represent their individual
perception.

Responses were converted to a scale from−3 to+ 3, with
scores above 0.8 considered positive, below 0.8 as negative,
and scores in between as neutral. The categories were also
benchmarked against a reference dataset and divided into five
classes (Table 2) [18].

Table 1 UEQ scaling categories [17]

Attractiveness What is the overall impression?

Perspicuity Is it easy to get familiar with and is it easy to
learn?

Efficiency Can the tasks be solved quickly and without
unnecessary effort?

Dependability Is the system reliable and does the user feel in
control of its handling?

Stimulation Is it exciting and motivating?

Novelty Is the product innovative and catchy?
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Table 2 UEQ benchmark classifying a product into 5 categories [18]

Rating Benchmark comparison

Excellent In the range of the 10% best results

Good 10% of the results in the benchmark dataset are
better and 75% of the results are worse

Above average 25% of the results in the benchmark are better
than the result for the evaluated product, and
50% of the results are worse

Below average 50% of the results in the benchmark are better
than the result for the evaluated product, and
25% of the results are worse

Bad In the range of the 25% worst results

Fig. 7 Distribution of training times for both groups

Results

Training performance

Data from all 34 participants could be used for the evaluation.
A total of 204 punctures were performed. The cube rotation
measurements for 2 punctures had to be excluded due to
incorrect recordings.

Training time

In Fig. 7, the boxplots depict the training durations for both
groups. The average training time for each groupwas slightly
over 4 min. No participant reached the maximum time of
8 min.

Correctness of needle coordinate

In evaluating the use of incorrect coordinates, it was found
that in the AR-group, 3 out of 17 participants performed at
least one of the six punctures incorrect. This resulted in 8.8%
of all punctures being incorrect. Comparatively, in the group

Fig. 8 Distribution of error count in using incorrect coordinates for both
groups

Fig. 9 Distribution of maximal cube rotation for both groups

that was given conventional instructions, there was a higher
error rate. When performing six evaluation punctures, 7 out
of 17 participants in this group made one or more mistakes,
leading to 19.6% of all punctures in this group being incor-
rect. The effect of the training group on the usage of correct
and, respectively, incorrect coordinates was not significant (p
> 0.05, binomial Generalized Linear Mixed-Effects Model).
The scatter plot in Fig. 8 shows the distribution of the error
count for each participant of both groups.

Cube rotation

Theboxplots in Fig. 9 show themaximumrotation of the cube
during all performed evaluation punctures for both training
groups. This was on average 1.0° for the AR-group and thus
significantly lower (p < 0.01, Linear Mixed-Effect Model)
than for the group trained with the conventional instructions
at 1.7°.
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Fig. 10 Distribution of UEQ
scores for both groups and each
category

User experience

The user experience of the AR-training was rated posi-
tively in all categories (> 0.8 points). When benchmarked
against the UEQ reference dataset, attractiveness, perspicu-
ity, dependability, and stimulation were considered “excel-
lent”. Efficiency and novelty were rated as “good”. The
conventional instruction also achieved positive scores for all
categories. When benchmarked with the reference set, the
conventional instructions achieve the rating “above average”
in all categories. The AR-training was rated higher than the
conventional instruction in all categories. Differences in the
UEQ scores were significant for Attractiveness, Perspicuity,
Dependability, Stimulation, and Novelty (p < 0.05, t test).
Only for the category efficiency there was no significant dif-
ference. The boxplots in Fig. 10 show the distribution of the
UEQ scores for both training groups.

Discussion

In assessing both CNS training methods, this study high-
lights distinct advantages of AR over conventional written
instructions. While both approaches proved effective, AR’s
potential to enhance the training effect and learning experi-
ence for needle placements emerged, attributable primarily
to two factors: (1) the provision of immediate user feedback,
and (2) the gradual, context-based delivery of information.
These advantages underscore the promising role of AR in
advancing safety and precision in percutaneous needle place-
ments.

Both training methods required a comparable amount of
time. Therefore, a direct comparison of the error occurrence
between the two groups is valid. In assessing the first proce-
dural error, the rate of using incorrect coordinates was halved
for theAR-group.Nevertheless, no significant effect could be
established. This is mainly due to low error occurrence and
the high influence of the random effect subject. Moreover,
the infrequent occurrence of errors implies that conventional
instructions are already effective and that AR-instruction at
minimum meets this standard. When examining the second

procedural error, the AR-training group showed a significant
decrease in cube rotation during the puncture process com-
pared to the group trained with conventional instruction. The
reduction of average cube rotation from 1.7° to 1.0°withAR-
training compared to conventional instruction can be decisive
for clinical applications. Laimer et al. defined a safetymargin
for CT-guided needle placement at 5 mm [19]. This safety
margin translates to an angular deviation of 1.9° at a depth
of 15 cm. An equivalent deviation from the planned nee-
dle path can result from cube movement of this magnitude.
By analyzing the distribution of the two groups in Fig. 8,
fewer instances of exceeding this limit in the AR-group than
in the conventional instruction group were observed. The
decrease in both procedural errors implies that AR training,
by offering real-time feedback when errors occur, enables
users to promptly adjust their actions, facilitatingmore effec-
tive learning. This highlights the first key advantage of AR
over traditional written instructions.

User experience for the AR-training scored highly in
all UEQ categories, four of six with the rating "excellent"
suggesting users experienced the AR-training as engag-
ing (Attractiveness, Stimulation), intuitive (Perspicuity), and
reliable (Dependability).Accordingly, the scoreswere higher
than for the conventional instructions. This positive feed-
back, superior to that for conventional instructions, can be
attributed to the AR training’s gradual, hands-on presenta-
tion of information, which likely reduces cognitive load and
enhances user engagement. This underscores the second key
advantage of AR training and indicates strong user accep-
tance, supporting its adoption as a preferred training method.

These results align with prior research investigating AR
in medical training and further suggest the potential for
broader adoption of AR-based training methods in medicine.
The enhanced training performance and user experience jus-
tify the additional resources needed for AR-based methods,
establishing it as a valid approach for CNS training in clini-
cal practice. This study is the first to investigate training for
navigation aids in percutaneous needle placements. Its find-
ings are expected to be transferable to the training of other
similar navigation devices.
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The study accounts for some limitations: (1) The train-
ing and user evaluation were performed on a phantom. With
this study design, the knowledge transfer from the simplified
trainings setup to the complex clinical scenario cannot be
evaluated. Therefore, implementing the evaluation in real-
world scenario could be beneficial. (2) The study identified
potential errors in CNS application but did not quantify
their direct impact on puncture accuracy. Future research
could compare puncture precision between the two groups
to quantify the accuracy difference attributable to the train-
ing methods. (3) As the study was conducted on medical
students, it is limited in its generalizability to working radi-
ologists. For them, knowing the accuracy requirements of a
puncture, it would be more obvious not to move the cube
during puncture and to hit the coordinates exactly with the
correct hole and corner. Therefore, subsequent studies could
include practitioners, where a lower error rate would be
expected. (4) The sample size in this study is not high enough
to test the two groups for the correctness of the needle place-
ments. Higher sizes would be beneficial for future studies.
(5) The UEQ is intended for comparing two or more prod-
ucts within the same group of users. However, in this study,
it was applied to compare user experiences between two
groups. Although participants were randomly assigned to
these groups from the same pool of medical students, this
methodological choice introduces the possibility that ran-
dom, inherent group differences could potentially skew the
results in favor of one training method.

Conclusion

This study suggests the potential of AR-training in enhanc-
ing training performance for navigation aids in needle
placements. Compared to conventional written instructions,
procedural errors were reduced with AR-training, while
the training duration remained consistent. Furthermore, an
enhanced user experience with the AR-training was reported
by participants. Although the focus of this study was on the
CNS training, the authors assume that these findings could
be generalized to the training of other navigation aids for
needle placements. The anticipated benefits of AR-training
could lead to increased procedural safety, potentially result-
ing in improved treatment outcomes in percutaneous needle
placements.
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