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Introduction

It may seem counterintuitive that computer-based technol-
ogy, designed to emulate human thought, could be anything
other than a positive boon to mankind, especially in the field
of healthcare. Despite tremendous enthusiasm, there have
been concerns regarding the possible shortcomings of arti-
ficial intelligence (AI) from its earliest days. Weizenbaum,
who had created Eliza, the precursor of today’s chatbots [1],
felt that computers should never be allowed to make impor-
tant decisions, because computers will always lack human
qualities such as compassion and wisdom [2].

General risks of AL

First, we need to recognize the various sources or categories
of risk or danger.

The potential dangers associated with AI, in general, were
recently summarized by Božić [3]. Some of the concerns
include

1. BiasAImodels can perpetuate and amplify human biases
if they are trained on biased data or are not designed to
account for certain groups’ experiences and needs.

2. Lack of transparency In some cases, it may be challeng-
ing to understand how AI systems make their decisions,
which can be problematic when those decisions affect
people’s lives.

3. Unemployment AI may automate jobs that were previ-
ously done by humans, leading to job displacement and
economic instability.

4. Malicious use AI can be used for malicious purposes,
such as developing autonomous weapons or creating
deep fakes to spread misinformation.
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5. Dependency Overreliance on AI systems can lead to
a lack of critical thinking and decision-making skills
among humans.

In this editorial, we will focus on and explore why we
need protection from the negative effects of AI as they relate
to clinical Radiology, and how we may protect ourselves [4].

Risks of AI relating to radiology

It should be noted that FDA-approved AI software has
demonstrated certain positive abilities. In general, AI is good
at answering specific questions, such as “pattern recogni-
tion,” by means of sophisticated algorithms, especially those
utilizing deep learning (DL). AI algorithmswork fast and can
work in the background without experiencing fatigue. How-
ever, AI has not reached an advanced state that is capable of
human thought processing and reasoning.AsBattaglia points
out, generalizing beyond one’s experiences (a hallmark of
human intelligence from infancy) remains a formidable chal-
lenge for modern AI [5].

Lacking analytic capabilities, AI is unable to recognize
and synthesize the multifactorial contributions to Radiologic
diagnosis, e.g., multiple radiographic findings plus clinical
information. AI has difficulty recognizing and accounting
for artifacts, technologist errors in positioning, or timing of
contrast injection in CT angiograms. For example, AI may
confuse calcifications that are in an “unusual” location with
hemorrhage on head CT scans.

Perhaps the most serious cause of controversy surround-
ing AI relates to its “black box” nature. “The unknowable
reasoning of “black box” AI [or, its opacity] stems from the
use of “deep neural networks,” with their reasoning…em-
bedded in the behavior of thousands of simulated neurons,
arranged into dozens or even hundreds of intricately inter-
connected layers.” [6]. Thus, interpretability of the results of
AI may be considered markedly limited.
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Unrealistic expectations of AI

It is postulated herein that unrealistic expectations of AI may
arise due to unconscious biases and fallacies of reasoning.
While hundreds of fallacies of reasoning, as well as cogni-
tive biases, have been described, a number of these fallacies
or biases appear to be applicable and operational in assessing
AI. It may be that AI developers, users, and patients are eager
to benefit from AI, even without understanding its capabili-
ties, limitations, pitfalls, and even dangers.

Since the “thought processes” of DL cannot be scrutinized
to ensure the validity of its conclusions, it may be that certain
biases and fallacies of reasoning influence the widespread
and pervasive acceptance of AI. One fallacy, entitled Fallacy
of Technology asMagic [7] can lead to viewing technology as
“magic” whereby an individual or organization may under-
stand what technology does but not how it works. A closely
related cognitive bias, Complexity Bias, is characterized by
a belief that complex solutions are better than simple ones.
There is an irrational assumption that complexity, including
software solutions, will achieve superior results.

The “black box” nature ofAI requires a certain acceptance
of Fallacy of Technology as Magic and Complexity Bias and
posesmany challenges to the basic human need to understand
how and why important decisions are made.

Two recent articles demonstrate how a variety of stake-
holders may have preconceived notions of the efficacy of AI
without sufficient understanding of the processes employed
by the AI.

1. A survey among patients in Sweden [8] found that partic-
ipants in a breast cancer screening program reported an
overall positive attitude when computers fully or partly
replace humans in decision-making. (It was pointed out
that while a computer-only decision received high levels
of trust, the addition of a reading by a physician increased
trust to the highest levels.)

2. A survey in Korea [9] investigated the awareness of AI
programs among Korean medical doctors and their reac-
tions to the introduction of AI in the future. In this study,
most physicians expected that AI would be helpful with
diagnoses and in planning treatment by providing the
latest clinically relevant data. In this study, 35.4% of par-
ticipants agreed that doctors will be replaced by AI.

Risks relating to AI study design,
performance, and validation

Risks relating to improperly designed, performed, and/or val-
idated studies have been reported. It may be assumed that
investigators wish to create and develop AI products with

substantial benefit to patients, however, inattention to proper
research protocols and practices may introduce biases and
errors that can lead to flawed results.

Moskowitz et al. [10] reviewed the many potential flaws
in study design and systematic biases that may be intro-
duced in radiomic studies and how they may be avoided.
The most important biases were divided into three categories
and described in detail: study design, image acquisition and
processing, and statistical analysis.

It is important that the reviewers and readers of research
projects recognize and understand the nature of these
research flaws to assess the validity of these studies.

How can we avoid harmful effects

1. Patient education
We should consider education as an essential means of
reducing unrealistic expectations of AI. Patients should
be informed of the true nature, limitations, and potential
drawbacks of AI in diagnostic testing or in the deter-
mination of treatment protocols. This should include an
explanation of the reliability and potential pitfalls of
AI. The degree to which human input and participation
accompanies AI should be made clear. This information
should be provided to patients by manufacturers, health-
care providers (HCPs), and healthcare organizations. The
use of AI and its risks, benefits, limitations, and alterna-
tives should be included in the informed consent process.
Publications provided to the public should be written
honestly and in plain, easy-to-understand language. The
information should allow the patient to give an informed
consent for the use of AI. (Commercial disclaimers that
simply list all possible product risks, without background
information, are inadequate for this purpose. They are
designed to protect the manufacturer and not the patient.)

2. Guidelines for physicians
We should consider the degree to which HCPs are able
to accurately evaluate the role and validity of AI in pub-
lished literature and in commercially available products.
Guidelines have been published by professional organi-
zations and ad hoc professional committees (see below)
regarding proper methodologies to ensure quality and
reliability of research studies and products employing
AI. These guidelines should be widely disseminated to
ensure that HCPs can easily recognize poorly designed
or improperly conducted studies.

3. Guidelines for developers of AI
The same guidelines should be read and understood by all
team members involved in the conception, development,
validation, and deployment of AI products at every step.
Each participant should be involved from the inception
of any AI project. The various roles required to complete
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an AI project should not be performed in isolation or
only at late stages of data analysis. It is essential that the
“medical premise” of the study be confirmed by qualified
physicians prior to the initiation of the study. Unproven,
yet seemingly valid, premises should be avoided. Aswith
all good medical research, the medical purpose and jus-
tification behind an AI project must be confirmed prior
to its design and performance.
It is interesting to note that despite the publication of tens
of thousands of articles relating to CAD and Radiomics
since 1967, the vast majority have not yet led to clinically
useful tests. As of July 30, 2023, only 692 market-
cleared artificial intelligence (AI)medical algorithmshad
become available in the USA, according to the FDA [11]
Huang et al. [12] provide detailed information on the per-
formance of radiomic studies. Issues raised include lack
of standardization of the radiomic measurement extrac-
tion processes and the lack of evidence demonstrating
adequate clinical validity and utility. A list of 16 criteria
for the optimal development of a radiomic test is pre-
sented.

4. Efforts by professional organizations
Finally, wewill consider the assessments and recommen-
dations concerning AI, especially Radiomics, that have
been published by a variety of organizations. The var-
ious stakeholders should be familiar with the proposed
standards in designing andperforming studies, and in ver-
ifying the validity of those studies. Briefly, these include:

• Radiomic Quality Score: RQS and TRIPOD
Radiomic Quality Score (RQS) and RQS2 (currently
under development) provide a standardized method
for evaluating the performance, reproducibility, and/or
clinical utility of radiomics biomarkers. The RQS
is comprised of 16 components, chosen to emulate
the Transparent Reporting of a multivariable predic-
tion model for Individual Prognosis OR Diagnosis
(TRIPOD) initiative [13]. TRIPOD Statement is a
guideline specifically designed for the reporting of
studies developing or validating a multivariable pre-
diction model, whether for diagnostic or prognostic
purposes [14].

• Image biomarker standardization initiative (IBSI)
The image biomarker standardization initiative (IBSI)
was created to establish nomenclature, image process-
ing schemes, data handling, and reporting guidelines
for radiomic studies [15].

• FDA Biomarker Working Group (BWG)
The FDA–NIH Biomarker Working Group [16] pro-
posed a system comprisingmaterials formeasurement,
procedures for measurement, and methods or crite-
ria for interpretation of Biomarkers that can be used

to guide medical decision-making for disease diag-
nosis and management. The mission of the BWG is
to enhance communications, processes, and policies
across theFDAon scientific issues related to biomarker
development.

• Publications of the ACR, ESR, RSNA
A recent article by Klontzas et al [17] published in
Radiology: Artificial Intelligence (RSNA) emphasizes
the need for transparent and organized research report-
ing. This review article presents guidelines for the
comprehensive reporting of AI research to promote
research reproducibility, adherence to ethical stan-
dards, comprehensibility of research manuscripts, and
publication of scientifically valid results.
Many articles, reviews, position papers, and guidelines
are available in publications by the ACR, ESR, RSNA,
and others.

• FDA PROTECTIONS: Software as Medical Device
(SaMD)
As of 2019, the FDA had designated software uti-
lized for medical purposes, such as AI products, as
“Software as Medical Device” (SaMD) [18]. The
FDApresented a regulatory frameworkwhich included
a controversial approach to “autonomous devices”
that may evolve over time through machine learn-
ing. Currently FDA has required “locked” algorithms
in which the SaMD are restricted from evolving
over time by using new data to alter their perfor-
mance. This approach is designed to protect patients
from AI products whose function may drift from that
which was originally approved. This “locked” require-
ment has been challenged by AI developers and an
acceptable solution is currently under investigation
in the FDA’s Action Plan of 2021 to optimize the
approach to SaMDs in the future. Implementation of
a “Predetermined Change Control Plan” would allow
AI products to use acceptable machine learning meth-
ods to learn and improve in accuracy from new cases
[19].

Conclusion

We need to remember Božić’s words, “It’s important to note
thatwhile these concerns [of the dangers ofAI] are valid, they
do not necessarilymean that AI is inherently dangerous. Like
any technology, AI can be used for good or bad purposes, and
it’s up to us to ensure that it is developed and used ethically
and responsibly” [3].

The general population, physicians, and other HCPs need
to maintain realistic awareness and expectations of the true
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capabilities and limitations of AI. Carefully written and
truthful educational products are required for the various
stakeholders to understand the nature and limitations of AI.
We all need to understand that “black box” solutions remain
unexplainable in traditional logical terms. We need to under-
stand that AI, at this time, remains within the realm of
“algorithms” (even if based on highly technical DL).

Patients must be informed when AI is being used in diag-
nosis and/or clinical decision-making, and what are the risks,
benefits, limitations, and alternatives so that informed con-
sent may be obtained. Those involved in the development
of AI products must follow published recommendations and
guidelines tomaintain the highest quality and to ensure valid-
ity and reproducibility. This includes careful selection of
clinically relevant problems to be solved, meticulous exper-
imental design and performance, expert statistical analysis,
performance of proper internal and external validation, and
proper reporting methods.

It is through education, vigilance, diligence, and the shar-
ing of information regarding our observations, research, and
opinions that we may protect ourselves from the possible
negative effects of AI. It will be through the integrated work
of teams of physicians, computer scientists, and statisticians,
as well as medical ethicists (who should be recruited) that
AI may someday overcome the limitations that Weizenbaum
warned us about.
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