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Abstract
Purpose Past research contained the investigation and development of robotic ultrasound. In this context, interfaces which
allow for interaction with the robotic system are of paramount importance. Few researchers have addressed the issue of
developing non-tactile interaction approaches, although they could be beneficial for maintaining sterility during medical
procedures. Interaction could be supported bymultimodality, which has the potential to enable intuitive and natural interaction.
To assess the feasibility of multimodal interaction for non-tactile control of a co-located robotic ultrasound system, a novel
human–robot interaction concept was developed.
Methods The medical use case of needle-based interventions under hybrid computed tomography and ultrasound imaging
was analyzed by interviewing four radiologists. From the resulting workflow, interaction tasks were derived which include
human–robot interaction. Based on this, characteristics of a multimodal, touchless human–robot interface were elaborated,
suitable interaction modalities were identified, and a corresponding interface was developed, which was thereafter evaluated
in a user study with eight participants.
Results The implemented interface includes voice commands, combined with hand gesture control for discrete control and
navigation interaction of the robotic US probe, respectively. The interaction concept was evaluated by the users in the form of
a quantitative questionnaire with a average usability. Qualitative analysis of interview results revealed user satisfaction with
the implemented interaction methods and potential improvements to the system.
Conclusion A multimodal, touchless interaction concept for a robotic US for the use case of needle-based procedures in
interventional radiology was developed, incorporating combined voice and hand gesture control. Future steps will include
the integration of a solution for the missing haptic feedback and the evaluation of its clinical suitability.

Keywords Human–robot interaction · Multimodal interface · Robotic ultrasound · Touchless interaction

Introduction

Robotic ultrasound (US) has been studied several times in the
past and has been developed for multiple medical domains
[1]. The guidance of the US probe by the robot can be
autonomous or under manual control of the user. However,
even with autonomous robot control, it may be necessary to
manually correct the position andorientation of theUSprobe.
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This requires an interface that enables communication with
the robot. Touchless interaction techniques are conceivable
and advantageous, as they help to maintain sterility in the
medical environment. Moreover, the combination of multi-
ple modalities mimicking human interaction could make the
interaction with a robot more natural and intuitive [2]. The
objective of this work is the development of a user-friendly
interface for the touchless control of a robotic US for needle-
based interventions. Therefore, a multimodal interface was
developed based on a use case analysis and evaluated regard-
ing its usability under laboratory conditions.
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Related work

Robotic ultrasound

One part of research on assistive robots focuses on the devel-
opment of roboticUS [1]. These systems connect aUS station
to a robot,with theUSprobebeing attached to the end effector
of the robot. Robotic US can help to overcome the physical
effort required during conventional US-guided procedures
due to the simultaneous positioning of the needle and US
probe and the required application of contact force [3]. In
most developments, tactile interaction methods are used in
the form of teleoperation [4,5]. Advanced systems include
haptic devices which enable force control [6,7]. Systems
with higher robot autonomy include, for example, automatic
application of a US probe’s contact force while operators
control the remaining degrees of freedom (DOF) of the US
probe [8]. To date, there is no developed robotic US that
proposes a multimodal interface for HRI.

Multimodal human–robot interaction

Since human-to-human communication is inherently mul-
timodal, combining multiple communication channels is
used in HRI to enable natural and user-friendly interfaces.
Generally, most research on multimodal HRI interfaces
incorporates a combination of voice input and hand gestures,
with the former used for discrete control of robots and the
latter for continuous control. In preliminarywork, the pose of
the robot end effector was specified by hand gestures and the
action was confirmed by voice input [9]. Perzanowski et al.
[10] implemented a multimodal HRI using voice commands,
hand gestures and tactile input via a handheld device, where
two input modalities were each combined to evoke a robot
behavior. The combinations are redundant to each other, so
that the user can individually select a combination according
to preferences. Wagner et al. [11] compared the multimodal
input of voice commands and hand gestures to a combined
voice and head gesture input. The application in a pick-and-
place trial revealed that interaction via head orientation is
more precise, faster and also perceived as less physically and
mentally demanding. Other work involved augmented reality
(AR) to provide interfaces to the user and/or to give visual
feedback [12,13].

Use case analysis

Expert discussions were held with four radiologists experi-
enced in needle-based interventions to define the procedure
and requirements for use. The discussions focused on the
workflow of current needle-based interventions under hybrid
computed tomography (CT) and US imaging and require-

ments of a potential robotic US to be used during these
procedures. Semistructured interviews were conducted with
one radiologist at a time. For analysis, audio recordings were
made and duplicate statements were clustered. The workflow
described below is derived from the repeated statements of
the radiologists. To develop a suitable interface for the HRI,
the interaction tasks resulting from the workflow are identi-
fied.

Workflow

Needle-based interventions under hybrid CT/US imaging are
particularly useful for puncturing lesions in the kidney and
liver. Intra-interventional imaging serves to track the needle
within the body. Radiologists’ statements suggest that CT
imaging is applied for initial puncturing before switching to
US, as deeper risk structures such as blood vessels can be
more easily detected under US. Unlike CT imaging, where
only axial image slices can be acquired, US imaging is not
tied to anatomic orientation, so the US probe can be oriented
based on the needle path. The focus of the visualization is on
the needle tip. However, it may also be necessary to visualize
the target structure or risk structures located on the path.
After successful positioning of the needle within the target
anatomy, the needle position is verified by post-operative CT
images.

Interaction tasks

By using a robotic US, a partially automated workflow can
be achieved (see Fig. 1). The initial positioning of the US
probe based on the needle trajectory could be realized auto-
matically, as well as the tracking of the probe whenmanually
inserting the needle.

Due to errors in automatic tracking or obscuring of
anatomical structures, it may be necessary to manually
correct the pose of the US probe. This includes manual cor-
rection of the translational position and rotational orientation
of the probe. There may also be a need to visualize anatomi-
cal structures located on the further needle trajectory that are
not visible on the current US image. This requires the naviga-
tion of the US probe to arbitrary poses. Besides the manual
navigation, it should also be possible to save any arbitrary
probe pose and to move to it later. Furthermore, it should be
possible to move the robot arm out of the workspace by a
manual command, for instance, to finish the procedure.

Interface conception

The identified interaction tasks which require manual user
input can be classified as discrete interaction and navigation
interaction. In this context, discrete interaction tasks include
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Fig. 1 Tasks during
needle-based interventions
under hybrid CT/US imaging
which are completed
autonomously by the robot
(blue), by the surgeon (red) or
interactively (orange)

Table 1 Overview of the integrated commands for voice control of the robotic US

Voice command Explanation

Translation Starts the translational navigation mode

Rotation Starts the rotational navigation mode

Stop Deactivates the current selected navigation mode & the detection of symbolic activation gestures

Save Opens the visualization for assignment options for saving poses

Cancel Closes the visualization for pose assignment options

Move to Opens the visualization for assignment options for moving to saved poses

Sphere, Pyramid, Cube Selects the assignment for saving and for moving to poses

End Ends the current interaction task, moves the robot to the specified starting position and resets the saved poses

Start Activates the detection of symbolic activation gestures

the activation and deactivation of modes (e.g., translational
motion), saving arbitrary probe poses and moving to them.
Interaction tasks for navigation comprise moving the robot,
and thereby theUSprobe, to an arbitrary position and orienta-
tion in space, hence to control six DOF.Manually controlling
aUS probe to generate images requires successive changes in
its pose. Therefore, to enable manipulation, input modalities
that support continuous input are required.

In the following, modalities for the identified interaction
tasks are explored and determined. After that, the realization
and implementation of the modalities are explained in detail.

Modalities

The mapping of input modalities to discrete interaction tasks
and those of navigation is based on results from a prelim-
inary user study. The aim of the study was to determine
the most appropriate combination of interaction modalities
for discrete and navigation interaction. For this purpose,
different combinations of interaction modalities were evalu-
ated regarding accuracy, task completion time, influence on
concurrent tasks and subjective feedback on usability. The
combinations included voice and gaze control for discrete
interaction, as well as hand and head gesture input for navi-
gation control. Sixteen subjects with technical backgrounds

participated in the study.Regarding the discrete interaction, it
was shown that the feedback on the users’ subjective experi-
encewasmore positive for the voice than for the gaze control.
For the navigation interaction, it was found that the interac-
tion task could be completed significantly faster when using
hand gestures compared to head gestures. Consequently, for
the further development of the interaction concept, it was
decided to use voice input for discrete control and hand ges-
tures for navigation interaction.

Voice interaction

For voice recognition, the commercially available recogni-
tion systemMicrosoft Speech API1 is used. Input commands
are in German. However, for better understanding, they are
explained in English in the following. Command language
was preferred to natural language input because it can be
recognized more robustly [14] and allows for more intuitive
interaction [15].

An overview of included voice commands is given in
Table 1. A LED ring at the robot flange provides visual feed-
back (see Fig. 4). During active navigation mode, the green
LED lights up. Further visual feedback is provided by but-

1 Microsoft Corporation, USA.
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Fig. 2 Overview of included hand gestures for continuous translational
and rotational control of the robotic US. Rotational control is achieved
by rotation of the shoulder joint (R1), flexion and extension of the elbow
joint (R2) and rotation of the forearm (R3)

tons shown inAR.During navigation, these provide feedback
about the active navigation mode. For saving or moving to
saved points, the possible assignments named according to
the corresponding geometric objects are shown.

Hand gesture interaction

The control for translational and rotational DOF is separated
because manipulation of all six DOF can cause incorrect
inputs, such as unintentional rotation during translational
control [14]. Because it is assumed that one hand might be
needed for other tasks during the interventional workflow,
such as needle insertion, a one-handed interaction is imple-
mented. Translational motion control of the robot is achieved
by moving the index finger in a pointing gesture (see Fig. 2).
Controlling the rotation is performed by moving the forearm
when it is upright (see Fig. 2).

Alternatively to voice interaction for discrete input, sym-
bolic activation gestures of the hand for the purpose of
starting and stopping the navigation modes are added. The
symbolic activation gestures are held during the navigation
interaction so that the execution of the gesture implicitly acti-
vates and deactivates the mode. A pinch gesture is used for
translational control of the robot, and rotational DOF can be
controlled by forming a fist. Activating the navigation modes
using symbolic activation gestures is only possible in con-
junction with the voice command start.

Translation of the robot is realized via relative handmove-
ments by adding the direction vector to the current robot
position. This vector is converted to robot coordinates based
on the implemented registration transformation. The relative
translation of the hand is transferred to robot motions in an
unscaled manner. Direct transfer of the motions is limited by
a maximum robot velocity and acceleration.

Fig. 3 Visual feedback for
rotational control of the robotic
US given under AR

Changes in motion of the arm are mapped to the rotation
of the end effector about discrete axes of rotation (see Fig. 2).
Only changes in a rotation relative to the rest pose, above a
defined threshold, result in a robotmotion. Thedistance of the
motion is determined by a transfer function. To prevent false
interpretation of the rest pose, it is dynamically redefined
each time the user returns to it. For the rotation control of the
robot, visual feedback under AR is given to the user in the
form of a widget (see Fig. 3). A hologram of it is displayed
on the US probe. When an arm rotation changes above the
defined threshold, the direction of the rotation resulting from
the interaction is highlighted in the widget by a red arrow.

System setup

The robotic US encompasses a robot arm of type KUKA
lbr iiwa2 (see Fig. 4a). A Clarius US Scanner HD C33 with
a custom-made adapter is attached to its end effector (see
Fig. 4b). Live US images are sent over a local network to a
workstation placed next to the robot (see Fig. 4c).

Since our System requires both input recognition and AR
content display, a Microsoft HoloLens 2 (see footnote 1)
was chosen for prototype implementation (see Fig. 4d). It is
implemented using the Mixed Reality Toolkit (see footnote
4) to incorporate hand and voice interaction and the Vuforia
SDK4 to enable optical marker detection. To co-register the
coordinate systems of theHoloLens and the robot, an optical
marker is used (see Fig. 4e). Its coordinate system is localized
when the application is started. Unity5 is used to implement
the application.

The robotic motion control is realized with the help of
KUKA Sunrise.OS (see footnote 2). The additional package
KUKA Sunrise.Servoing (see footnote 2) facilitates contin-
uous and high-frequency specifications of target points in
real time. The motion commands sent always refer to the
tool center point (TCP), which is located at the tip of the US
probe. For safe HRI, a safety zone is defined. The robot’s
blue LED ring is used to provide visual feedback to the user
when approaching the boundaries of this zone with the TCP.
In addition, the force in the z-direction is limited, meaning
the pressure being applied with the US probe on surfaces.

2 KUKA AG, Germany.
3 Clarius Mobile Health, Canada.
4 PTC Inc., USA.
5 Unity Technologies, USA.
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Fig. 4 System setup of the robotic US during the user study including
a robot arm (a), an attached US probe (b), a tablet showing live US
images (c), an AR headset (d), an optical marker (e) and a custom-
made phantom (f)

If the force exceeds a specified limit, the robot movement is
stopped. In this case, the red LED provides visual feedback
to the user.

The motion commands are sent from the HoloLens to the
robot controller in byte-coded form via UDP connection.
Because communication with the robot controller is only
possible via Ethernet connection, the data are first sent to
a desktop PC, which is connected to the HoloLens via a Wifi
network.

Evaluation

A user study under laboratory conditions was conducted to
evaluate the usability of the designed interaction concept for
the use case.

Participants

The prerequisites for participation in the study were a med-
ical background and experience in interpreting US images.
Eight subjects (6 female, 2 male) between 24 and 29 years
(M = 26.6, SD = 2.0) participated in the study. Of these,
seven were medical students between the sixth and 15th
semester (M = 10.4, SD = 3.3) and one was a medi-
cal resident. With regard to eyesight, five participants stated
that they had no limitations and three stated that they had
corrected eyesight. Participants rated their technical affinity
on a 5-point Likert scale between two and five (1: low, 5:
high, M = 3.8, SD = 0.9). Prior experience with touch-
less interaction techniques was estimated between two and
five (1: no prior experience, 5: very experienced, M = 2.9,
SD = 1.1) and with application of US imaging between
three and five (1: no prior experience, 5: very experienced,
M = 3.4, SD = 0.7).

Apparatus

Twophantomswith identical componentswere developed for
the study, one for training purposes and one for the conduc-
tion of the trial. Three differently shaped rubber objects were
placed in each phantom (pyramid, cube, and sphere), as well
as a rib-like structure made of plastic, which served to cause
US attenuation, so that additional rotation of the US probe
was necessary to visualize underlying objects. The place-
ment of the objects differed in both phantoms. The phantom
was placed on a table in front of the robot to guarantee its
reachability with the US probe (see Fig. 4f).

Measures

To get insights about the usability as an indicator of the
feasibility of our interface, qualitative and quantitative mea-
sures were recorded using a think aloud protocol [16] with
subsequent semi-structured interview and the system usabil-
ity scale (SUS) [17], respectively. The latter questionnaire
allows the collection of statistical data on perceived usabil-
ity by answering 10 standardized questions on a Likert
scale. During the interview, in addition to general questions,
further questions were asked that are related to individual
statements given during the trial. To analyze the statements
made during the study, they were hierarchical clustered by
combining statements that occurred at least twice into a
summary statement. Subsequently, these statements were
assigned to categories. In addition, the task completion time
was recorded, defined as the time taken from the start of the
interaction to the location of the last rubber object.

Procedure

First, participants were asked to complete a questionnaire
to collect demographic data. Second, an introduction to the
topicwas given,which included an explanation of the interac-
tion techniques and the interaction task. Third, two training
tasks were conducted. The first task aimed at learning to
identify the target objects in US images. For this purpose, all
objects within the training phantom had to be located con-
secutively by manually controlling the US probe without the
use of the robot. The second training task aimed at learning
the HRI methods. Several target poses of the US probe were
given as holograms under AR. They had to bemoved to using
the HRI methods. In addition, the training included saving
poses and moving to those. Third, if participants reported
feeling confident in interpreting US images and in using the
interaction methods, the study task was given. It consisted
of locating the three objects existing in the US phantom in
a constant predefined order. For this purpose, the integrated
interaction techniques had to be used to position the robotic
US in such a way that the respective target structure was vis-
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ible on the US image. Saving and moving to saved US probe
poses could be used to follow the given order. After all three
objects were located in the requested order, the trial ended.
Finally, participants were asked to complete the SUS ques-
tionnaire and the semi-structured interview was conducted.

Results

The conduction of the study took approximately 45min per
participant, the task completion time was 544.84 s (SD =
124.82 s). The usability of the interaction concept was evalu-
ated by the participants through the SUS questionnaire with
a mean score of 69.9 (SD = 18.0). To classify the achieved
result, it can be compared with the average score of 68 pre-
sented bySauro [18].Accordingly, the SUS score determined
in the study can be rated as average.

Regarding the qualitative results of the study, 217 individ-
ual statements were recorded. Of these, 104 statements were
mentioned by at least two participants. These were gener-
alized into 38 statements and classified into 14 categories.
These, in turn, were categorized into general feedback,
feedback on discrete interaction and feedback on naviga-
tion interaction. The individual subcategories of the three
feedback categories as well as the included generalized state-
ments are shown in Table 2. The implemented interaction
methods were considered by most participants as working
well and intuitive, respectively. Moreover, drawbacks of the
system could be identified. These include the display of
important information outside the user’s field of view when
looking at the US monitor, such as the visual feedback of
the LED ring, and the current probe pose. Furthermore, par-
ticipants criticized the lack of haptic feedback, and thus the
difficulty in estimating the applied surface pressure.

Discussion

This work extends previous work by evaluating the feasi-
bility of touchless multimodal control of robotic US for
user-friendly HRI. The proposed interface was rated by users
with average usability. This is also reflected by the interview
results, where although the interaction was described as intu-
itive, improvement potential emerged, which is discussed in
the following.

During translational control, participants rated it difficult
tomove theUSprobeon the horizontal plane.This led to diffi-
culties, especially when moving on the phantom surface, and
affected imaging by loss of contact or resulted in unwanted,
high contact forces on the phantom surface. The application
of a pre-defined contact force after reaching the surface, like
it was proposed in a work of Fang et al. [8], could address this
problem. Moreover, participants evaluated it as challenging

to perceive the given visual feedback (e.g., LED ring) and the
US probewhen looking at theUSmonitor. Hence, it is crucial
to display all needed information in the user’s field of view.
Therefore, it might be beneficial to unify the visualizations
by, for example, displaying the feedback from the LED ring
on theHoloLens or, as proposed in current research, display-
ing the ultrasound image in AR [19,20]. Future work could
also explore interfaces other than the HoloLens to address
limitations such as interaction space and ergonomics. More-
over, the lack of haptic feedback during the control of the
robotic US was criticized. To improve this, more precise
information could be given about the applied contact force.
One possibility would be displaying the applied contact force
in the form of visual feedback, audio feedback [21] or, as
mentioned before, the application of a pre-defined contact
force [8].

It is plausible that a number of limitations have influenced
the results obtained. One limitation arising from the study
design is that no quantitative values, for example regarding
latency or registration accuracy, were collected. Although
errors in this regard may be negligible, as no comments were
made in the qualitative feedback, these factors should be
investigated in the future. Additionally the study considered
an isolated task from the elaboratedworkflow requiring inter-
active control of the robot. Autonomous robot actions, such
as needle tracking and the manual needle insertion by the
radiologist, were disregarded. As a result, the significance of
the findings obtained from the study is only partially valid
with respect to the integrability of the developed interface
into a realistic workflow. Furthermore, the phantom needs
to be adapted in such a way that it depicts realistic human
anatomies to enable orientation that is as close to reality as
possible. This fact was also mentioned by participants dur-
ing the interview as a limiting constraint encountered during
the study. Another limitation results from the sample. The
participants in the study indicated that they had moderate
experience in the application of US. Higher experience lev-
els of participants could have an influence on the orientation
during imaging, as well as the handling of the missing haptic
feedback. Consequently, in further studies, participants with
different levels of experience should be recruited to obtain
more comprehensive feedback on clinical suitability and pos-
sibilities for improvement. In addition, a larger number of
participants should be included in further studies to poten-
tially allow for better generalizations.

Conclusion

This work involved the conception, development and evalua-
tion of a touchless, multimodal user interface for interaction
with a robotic US. Expert interviews were conducted to ana-
lyze the use case, which resulted in the identification of
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Table 2 Summary of qualitative results of the user study. The ID indicates the corresponding participant

Category Generalized statement ID

General

Functionality Reactions of the system were predictable 1, 2, 3

Automatic stopping of the robot was very good 6, 8

Modality HoloLens is comfortable to wear 3, 7

It takes some time getting used to HoloLens 6, 7

Phantom Fixed points of orientation are missing 4, 5, 6

Feedback LED ring is helpful 3, 4, 8

LED ring is out of field of view when looking at monitor 3, 5, 6, 7

Lack of haptic feedback 1, 2, 8

Difficult to estimate the applied pressure 1, 4, 5

Additional functions More accurate feedback on applied pressure 1, 6, 8

Additional feedback if applied pressure too high 3, 5, 6, 8

Additional support for orientation 3, 6, 8

Discrete interaction

Voice command Voice recognition worked well 3, 4, 5, 7

Voice commands are intuitive 1, 3, 7

Move To command is not intuitive 1, 3

Voice interaction takes too long to select navigation modes 3, 5

Saving and moving to Saving and moving to poses worked well 1, 2, 3

Saving and moving to poses is practical 3, 5

Activation gestures Activation gestures are too similar 2, 3, 5

Alternative interaction to activate navigation modes would be helpful 3, 5

Additional functions Command to perform large rotations 5, 6

Commands to operate US functions 5, 7, 8

Navigation interaction

General Gestures for interaction are intuitive 1, 2, 4, 6, 7, 8

Interaction can be learned quickly 2, 7

Robot motions are comprehensible 4, 8

Robot motions are very precise 4, 8

Very fast transfer of gestures to robot motions 6, 7, 8

Current probe pose difficult to assess when looking at monitor 2, 3, 4, 8

Translation Motion on one level difficult 1, 2, 7

Rotation Rotation challenging due to anatomical limitations of arm 3, 4, 5

Practice needed to learn that start orientation of the arm can be adjusted for rotation 3, 4, 8

Helpful that during rotation the position is kept constant 5, 8

Interaction space Necessary to consciously remember field of view of the camera 1,3

Camera field of view for gesture recognition too small 3, 4, 5

Physically demanding that hand must be held up due to the interaction space 3, 4

Hand position would be more stable if the hand did not have to be held freely 1, 8

Additional functions Possibility to lock axes to allow motions on one level 2, 7

Automatic maintenance of constant surface pressure 3, 7

HRI tasks. The developed interface incorporates voice com-
mands for discrete control, like mode selection and hand
gestures, for the translational and rotational navigation of
the robotic US probe. In a user study, the interaction con-

cept was rated with an average usability. Results of the study
moreover reveal future directions for improving the inter-
action concept. These include an integration of the missing
haptic feedback and visualization of all needed information
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within the users’ field of view by, for example, displaying US
images underAR. Therefore, thiswork has demonstrated that
multimodal interaction has the potential to enable touchless,
user-friendly control of robotic US, laying the foundation for
future research on multimodal interaction for such systems
in the medical field.

Supplementary information

Thiswork is accompanying a supplementary video to demon-
strate the implemented multimodal, touchless interaction
methods which includes navigational and rotational control
of a robotic US.

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s11548-022-02810-
0.
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