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Preface

Reflections on the CARS 2022 Theme of ‘‘Intelligent

Technologies for Precision Diagnosis and Therapy’’

and on Model Guided Medicine

Every year on occasion of the CARS Congress, we are facing very

similar questions, such as:

1. What are the issues in health care and specifically in the domain

of CARS and what previous work can be built on?

2. Why are new concepts needed?

3. How can possible new concepts, for example, towards a Model

Guided Medicine (MGM), be realised?

4. Who are the stakeholders and beneficiaries of possible MGM

realisations?

5. When can the different stages of MGM solution concepts be

realized?

In the following Preface of the IJCARS proceedings, an attempt is

being made to address and to shine some light on the above questions

in the context of the scope of IJCARS and the CARS 2022 Congress

in Tokyo and beyond.

1. What are the issues in health care and specifically

in the domain of CARS and what previous work can be

built on?

More specifically, will the CARS concepts and themes, such as the

– Digital Operating Room (DOR)

– Hospital of the Future (HoF)

– Multi-disciplinary Computational Anatomy (MCA)

– Patient Specific Model (PSM)

– diagnostic and therapeutic Process Model (PM)

– Model Guided Medicine (MGM)

– Medical Information Modelling and Management System

(MIMMS), etc.

still be part of a greater picture in a holistic medicine based health

care and what other concepts are appearing on the horizon? What are

the R&D questions that need to be addressed now and in the not too

distant future, and how do they relate to what has been the focus of

CARS in the past?

It must be observed, for example, even though patient specific

modelling and the concept of a model guided medicine, based on an

ICT architecture MIMMS are not new, they still do not represent part

of ‘‘mainstream’’ R&D in CARS or similar domains.

2. Why are new concepts needed?

With the overwhelming amount of data, information, knowledge and

occasional wisdom which circulate around health care and its insti-

tutions, the search for new concepts to handle this complex situation

is mind blowing. Not least because of the fact that these and related

new methods and technologies are expected to improve the quality of

healthcare while at the same time are supposed to bring healthcare

costs to lower levels. They, therefore, need to be addressed from a

wider perspective by including many view points from different

stakeholders, particularly when looking at complex healthcare situa-

tions and processes.

The wide spectrum of possible mathematical models is, why the

challenges facing the CARS R&D community implies a continuous

focus on new methods and tools, exemplified at CARS 2022 under the

overall theme of ‘‘Intelligent Technologies for Precision Diagnosis

and Therapy’’.

3. How can possible new concepts, for example,

towards a Model Guided Medicine (MGM) be realised?

In general terms it can be observed that a health care delivery with a

wider view of the patient in mind implies a thorough if possible

holistic understanding of the patient. The main question of course is,
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how to build such a holistic model represented as a PSM and how can

present and future methods and technical tools support integrated

model building activities?

Recent advances in ICT-based methods and tools allow, in prin-

ciple, only for a somewhat comprehensive but still very modest

presentation of the individual patient and corresponding medical

processes within a given domain of discourse, for example, in car-

diovascular, neurological, orthopaedic or oncological disorders.

4. Who are the stakeholders and beneficiaries

of possible MGM realisations?

Increasingly, the teams working in R&D projects in academia,

healthcare settings and industry come from a wide variety of disci-

plines. In consequence, the synergy between the various active groups

and individuals in medical technology developments give rise to the

hope that integrated views of the patient will be facilitated when

supported by appropriate tools. It is the objective of CARS to provide

a platform and framework to enable this type of cooperation and

synergies between physicians, engineers, scientists, providers and

decision makers.

A possible concept on how these stakeholders for MGM realisa-

tions may cooperate is reflected in the horizontal and vertical

integration of MIMMS-like based MGM centres, see Fig. 1. Two

infrastructures could be envisaged to support MGM research, services

and management. One infrastructure is an MGM network of research

centres with focus on modelling, modelling tools, mathematics of

patient specific and process models, validation and validation tools

(lower part of Fig. 1). The other is an MGM network of clinical

centres focussing on health care domain selection with associated first

and second order information entities as well as Model-Based Med-

ical Evidence (MBME) with associated tools for MBME criteria

definitions and selection (upper part of Fig. 1).

Both types of MGM networks are vertically connected via

appropriate firewall-like security arrangements, in order to enable the

exchange of PSMs and PMs as well as related algorithms while taking

care about security and protection against cyber-attack. Specific

configurations of firewalls need to be designed, as different research

and clinical situations may demand.

Who will be part of the proposed horizontal MGM network centres

should be subject to exhaustive discussions and evaluations. Mul-

tidisciplinary work, however, should not be impeded by different

focusses of the two horizontal network centres but enhanced by

means of think tanks, workshops and joint publications from members

of cooperating and complimentary network centres. Active steps

towards these multidisciplinary working modes have been taken by

IFCARS in the past and are judged to be of prime importance in the

future.

Fig. 1 Horizontal and vertical integration of MIMMS based MGM centres
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5. When can the different stages of the MGM solution

concepts be realized?

Compared to the four questions posed in the previous sections of this

preface, the question about timing is the most difficult to answer. As

far as short and mid-term future CARS congresses are concerned, it is

likely that MGM will become a focus in selected healthcare domains.

In the long term, however, this depends on the view points of the

different stakeholders in the CARS community and their strategic

decisions on the importance rating assigned to different R&D themes,

including MGM.

Endeavours to understand the digital transformation in radiology

and surgery are an important step in the direction to increase

awareness to a balanced selection of future desirable ‘‘mainstream’’

R&D activities. The domain of CARS would therefore benefit from

an introspection and idea generation, for example, in think tanks and

workshops, on how it can best serve radiology and surgery specifi-

cally and medicine generally, when pursuing the path towards an

MGM.
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Deep clustering of skin cancer from mass spectrometry

imaging

R. Ellis1, T. Mainguy1, B. Everitt1, R. Theriault1, K. Y. M. Ren1

1Queen’s University, Kingston, Canada

Keywords Skin Cancer, Mass Spectrometry, Variational Autoen-

coder, Digital Pathology

Purpose

Skin cancer is the most common malignancy reported in the United

States, with basal cell carcinoma (BCC) accounting for approximately

80% of non-melanoma skin cancers [1]. The most common approach

to treating BCC is surgical excision including Mohs micrographic

surgery (MMS). MMS is associated with lower recurrence rates

compared to conventional surgical excision [1] as it includes intra-

operative histologic margin assessment to detect microscopic tumour

foci at surgical margins during the procedure. A challenge of MMS is

that it requires specialized personnel and the addition of a frozen

section laboratory setup incorporated into the operating room making

MMS more expensive and time-consuming than conventional exci-

sion methods [2]. Methods from mass spectrometry (MS), such as

desorption electrospray ionization (DESI), may provide a less costly

and time-intensive means of detecting malignancy at margins. Spa-

tially sampled MS, called mass spectrometry imaging (MSI), can

detect distributions of ions in a physical tissue sample. Recent

developments have shown the effectiveness of MSI in discovering

disease biomarkers, but clinical applications of MSI are still limited.

MSI can be vexing to analyze; background signals are spectrally rich,

and as a result distinguishing tissue pixels from background is often

non-trivial. Because MSI data are typically unlabelled, analysis is

often unsupervised and identifies clusters in MS data based on a

similarity metric. Most works dealing in multivariate analysis of MSI

data divide their approach into a two-stage process consisting of

dimensionality reduction followed by clustering. While the results are

impressive, models optimized to learn representations exclusively for

the task of clustering have not yet been explored. Our aim was to use

a deep clustering model to jointly optimize for the dimensionality

reduction and clustering tasks, and to perform non-linear multivariate

malignant versus benign tissue analysis. We proposed a two-step

process that first segmented an MSI dataset into foreground and

background, and then clustered the MSI foreground pixels. This work

may be able to guide a clinician in determining whether positive

margins are present that might require further tissue removal,

specifically with applications to skin cancer such as BCC.

Methods

This study included 7 samples of excised skin tissue from 6 patients

who underwent surgical removal of BCC. Each sample contained

both malignant and benign tissue. Tissue was cryotomed onto a plain

glass slide, scanned for MSI acquisition, formalin fixed, then H&E

stained for routine pathological analysis. Each MS image pixel

originally contained 2000 mass–charge abundances. Alignment was

performed across all samples, resulting in a unified feature space with

dimensionality 3120.

Our method used the variational autoencoder (VAE)-based vari-

ational deep embedding (VaDE) architecture to perform clustering of

MSI data. Two separate VAE models were used for the segmentation

and clustering tasks, each with the same architecture. For segmenta-

tion, the model was trained to search for three clusters; two

background clusters and one foreground cluster. After model con-

vergence, the two background clusters were combined to create one

background cluster. We then applied morphological operators to the

clustering mask; these retained and filled in only the largest connected

component in the mask. Histology masks were affinely registered to

each corresponding VAE mask, and the degree of overlap was

assessed using Dice scores. The resulting foreground pixels were then

processed using a VAE into 3 distinct clusters. The cluster association

of each MS image pixel was visualized. VAE clustering models were

trained and assessed using two methods. The first method was a leave-

one-out method in which the foreground pixels in 6 MSI tensors were

merged and used to train the model and determine VAE clusters; the

remaining MSI tensor was clustered using this trained model. Results

were visually compared to histological annotations performed by a

board-certified pathologist. Because cancer is a highly heterogeneous

disease, a second assessment was performed by training a distinct

MSI model for each sample. Visual assessment was repeated.

Results

Image registration was visually highly accurate because the pro-

cessing produced negligible tissue deformation. Our background

segmentation method was able to achieve an average Dice score of

0.93 with a standard deviation of 0.03 (Table 1). The leave-one-out

clustering technique was compared to the annotated histology images

with disappointing results; most tissue samples had poor visual cor-

respondence. The second method, which trained a model for each MS

image, produced clusters that were in close correspondence with the

pathologist’s annotations (Fig. 1).

Conclusion

This work demonstrated an automated segmentation and clustering

pipeline for MS images that jointly optimized for both the dimen-

sionality reduction and clustering steps without requiring prior feature

selection. One finding of this work was that for our dataset, cutaneous

BCC was sufficiently heterogeneous such that a patient-specific

Fig. 1 For three MS images: the first column contains the

corresponding histology image, the second column contains the

foreground MS image segmentation, the third column contains the

leave-one-out tissue clustering, and the final column contains the

individual sample tissue clustering

Table 1 Dice scores of the segmentation of histology images regis-

tered to segmentations of the MS images. The first row is the

alphabetic code of the tissue sample. A Dice score of 0.9 or greater is

usually interpreted as an excellent segmentation correspondence

Sample code A B C D E F G l ± r

Dice score 0.95 0.95 0.93 0.93 0.86 0.85 0.9 0.93 ± 0.03
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model was required. MS methods such as DESI may provide a sup-

plementary diagnostic tool for margin detection in surgeries such as

MMS. Real-time microscopic analysis of resection margins is a time-

consuming step that requires considerable expertise. An independent

source of information—analysis of MS signals—could reduce the

time necessary to determine whether the excised cutaneous tissue

contains BCC or not. This work demonstrated the feasibility of using

mass spectrometry for margin detection in skin cancer.

This work is a first and promising step in the use of MS to provide

computer-aided diagnosis of malignant tissue, including at the mar-

gins, by detecting and analyzing small-molecules using metabolites.

Future work could include the physical resection of marginal tissue

for independent analysis, which might mimic a reasonable clinical

application, and intraoperative testing using real-time DESI-MS

acquisition. Because a VAE is effectively a Gaussian mixture model

(GMM) in latent variables, MS methods may provide a pathologist

with a greater understanding of the relations between cellular struc-

ture and cellular metabolism in cancer.
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Purpose

The increasing prevalence and healthcare burden of chronic skeletal

disease such as osteoporosis (OP) and osteoarthritis (OA) necessitates

the development of new quantitative biomarkers of bone health. In

particular, there is a need for imaging technologies to assess trabec-

ular microstructure (’’bone quality‘‘) to augment the well-established

bulk measurement of bone mineral density (BMD, ’’bone quantity‘‘).

Since the cancellous details are typically are typically\ 100 lm size

and thus beyond the resolution limit of current diagnostic modalities,

there has been an increasing interest in utilization of image texture as

an indirect marker of the underlying trabecular microarchitecture.

Rigorous assessment of the confounding imaging chain effects on the

quantitative texture features is necessary to develop robust radiomic

models of bone health incorporating these metrics. Potential physical

factors that might affect image texture include: noise magnitude and

correlations (related to patient size), reconstruction algorithm, and

variable spatial resolution throughout the field-of-view (FOV) due to

e.g. focal spot blur.

Recently, a new generation of multi-detector CT systems

with * 2 9 improved spatial resolution compared to current clinical

standard has been introduced. These emerging Ultra-High Resolution

CT (UHR CT) devices, such as Canon Precision CT, can visualize

details to * 150 lm. UHR CT might thus yield textural biomarkers

that better reflect the underlying cancellous microarchitecture that

conventional CT [1]. However, many of the physical factors affecting

image texture have different impact in UHR CT compared to con-

ventional systems. For example, the variability of spatial resolution

throughout the FOV is more pronounced in UHR imaging compared

to standard resolution CT [2]. Therefore, this study employs experi-

mentally calibrated, physics-based CT system models to evaluate the

impact of UHR imaging chain on texture features of bone. The aim is

to develop reproducible trabecular biomarkers that fully exploit the

potential of UHR CT in bone radiomics. Here, we report specifically

on the impact of the location-dependent azimuthal blur associated

with CT gantry motion during x-ray exposures.

Methods

UHR CT: The Canon Precision UHR CT is based on a 160 slice

detector with 0.25 mm slice thickness (at the isocenter) and 0.25 mm

axial pixel size. The x-ray source provides focal spot sizes ranging

from 0.4 9 0.5 mm (the finest setting) to 1.6 9 1.4 mm. These novel

components enable potential * 2 9 improvement in spatial resolu-

tion over current conventional CT (0.5 mm slice thickness). We

compare UHR CT acquisition protocols involving the finest focal spot

and scan rotation times from 0.35 s to 1.5 s. Reduction in scan time

implies longer distance traveled by the source during a single x-ray

exposure, leading to worsening axial-plane azimuthal blur that

increases with the distance from the isocenter. Even for the relatively

slow 1.5 s rotation, previous experimental studies [2] estimated that

this blur results in * 25% reduction in the frequency of 10% mod-

ulation (f10) over a radial distance of 150 mm from the isocenter.

Note that in conventional resolution CT, this resolution loss is much

less pronounced due to the more prominent role of detector pixel blur

(\ 10% reduction at 150 mm from isocenter).

Blur simulation: A digital trabecular bone phantom was obtained

from a micro-CT scan of a human hamate. Voxel size was 0.1 mm. In

this initial investigation, azimuthal blur was modeled as an image-

domain rectangular convolution kernel. The width of the kernel was

adjusted based on gantry speed and distance from the isocenter

(ranged 0 mm–150 mm) using a parametrization obtained from

experimental UHR CT measurements of a 150 lm tungsten wire at

0 mm and 65 mm from the isocenter. Ongoing studies employ a

realistic forward projector with a cascaded systems detector model to

capture a broader range of physical effects affecting imaging

performance.

Texture metrics and performance assessment: Gray Level Co-oc-

currence Matrix (GLCM) and Gray Level Run Length Matrix

(GLRM) features were obtained in 21 square regions-of-interest

(ROIs, 2.2 mm side length) in each of the blurred trabecular bone

images. The evaluate the variability of texture features across the

FOV imparted by the location-dependent azimuthal blur, concordance

correlation coefficient (CCC) was computed between the ROI texture

metric values at the isocenter and the values measured at each of the

simulated distances from the isocenter.

Results

Figure 1 illustrates typical CCC results for representative texture

features: GLCM entropy and GLRM gray level non-uniformity (de-

noted GLNU). For both scan speeds, the concordance with

measurements obtained at the isocenter worsens with radial distance.

However, the increasing disagreement is more pronounced for the fast

0.35 s scan. For the 1.5 s rotation and both texture metrics, the CCC

at 105 mm is * 0.9, indicating good agreement with the 0 mm ref-

erence. For the 0.35 s rotation, the CCC at 105 mm is * 0.7 for

GLNU and * 0.5 for entropy, suggesting a substantial lack of

reproducibility between measurements obtained at different locations

in the FOV. This change in image texture is consistent with the visual

impression of increasing azimuthal blur evident in the trabecular bone

images for the 105 mm location and 0.35 s scan (shown above the
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CCC plot). Similar trends were observed for other texture features: for

the majority of the metrics, the CCC at 105 mm was[ = 0.8 for the

1.5 s rotation and\ = 0.7 for the 0.35 s rotation.

Conclusion

The results illustrate that texture features of trabecular bone extracted

from UHR CT exhibit appreciable dependence on the location within

the FOV due to a variety of non-stationary CT system blurs. Rigorous

understanding of such variability is essential to ensure that radiomic

models of bone health (e.g. to predict OP fracture risk) are robust to

changes in the acquisition parameters, patient size, and positioning.

The preliminary study presented here suggest that scan rotation speed

must be kept relatively slow to obtain reproducible biomarkers of

bone quality.

Ongoing work using realistic CT system models further investi-

gates the link between trabecular microarchitecture, image texture,

and imaging system physics across a broader range of settings. The

results will likely be applicable for other emerging high-resolution

technologies where the minimization of detector blur may exacerbate

the effects of source-side blurs, such as photon-counting CT.
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Purpose

Coronavirus disease 2019 (Covid-19) may cause dyspnoea, whereas

Interstitial Lung Diseases (ILD) may lead to the loss of breathing

ability. In both cases, chestX-Ray is typically one of the initial studies to

identify the diseases as they are simple and widely available scans,

especially in under-development countries. However, the assessment of

such images is subject to a high intraobserver variability because it

depends on the reader’s expertise, which may expose patients to

unnecessary investigations and delay the diagnosis. Content-based

Image Retrieval (CBIR) tools can bridge such a variability gap by

recovering similar past cases to a given reference image from an

annotated database and acting as a differential diagnosis CAD-IA

system [1]. The main CBIR components are the feature extraction and

the query formulation. The former represents the compared images into

a space where a distance function can be applied, and the latter relies on

the k-Nearest Neighbor (kNN)method to fetch themost similar cases by

their distances to the query reference.

In this study, we examine the quality of Covid-19 and ILD deep

features extracted by a modified VGG-19 Convolutional Neural Net-

work (CNN) [2] following the perspective of the Voronoi frontiers

induced by kNN, which is at the core of the CBIR query formulation

component.

Methods

We curated a dataset of annotated chest X-Rays from our PACS/HIS

systems following a retrospective study approved by the institutional

board. A set of 185 Covid-19 and 307 ILD cases from different patients

was selected, being Covid-19 cases confirmed by RT-PCR tests and

ILD images included after the analysis of two thoracic radiologists. We

also added 381 images of ‘‘Healthy’’ lungs (withoutCovid-19 or ILD) to

enrich the dataset. The resulting set includes 873 X-Rays (mean age

60.49 ± 15.21, and 52.58% females).

We cast the DICOM images into PNG files by using the Houns-

field conversion and a 256 Gy-scale window. The files were scaled to

224 9 224 images and fed into a modified VGG-19 version we

implemented [2]. Our version includes the stack of convolutional layers

and five new layers after the block5_pool, namely: GlobalAver-

agePooling2D, BatchNormalization, a dense layer with 128 units and

ReLU, a dropout layer with ratio 0.6, and a final dense layer with three

neurons for classification. The Adam function was used to minimize

cross-entropy, whereas batch size and epochs were set to 36 and 100,

respectively. All layers start with ImageNet weights that were frozen

until block4_pool so that only the remaining layers were updated. We

fed the CNNwith images and labels (i.e., {Covid-19, ILD, Healthy}) so
that our feature extraction procedure was oriented towards those classes

rather than autoencoders.

The flattened outputs of the last max-pooling layer were collected

as feature vectors of dimensionality d = 512. We clean and

Fig. 1 Concordance correlation coefficient between texture features

of trabecular bone (GLCM entropy, squares, and GLRM gray level

non-unformity, GLNU, circles) measured at the isocenter of an UHR

CT system and at a range of radial distances from isocenter.

Azimuthal blur due to gantry motion increases with radial distance.

The resulting decrease in concordance with the reference isocenter

value is more pronounced for the faster 0.35 s rotation scan (dashed

line) compared to 1.5 s scan (solid line). The effects of the blur are

illustrated with images at 0 mm and 105 mm for 0.35 s rotation
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preprocess those vectors before applying the kNN-based search

mechanism. First, we scaled the dimensions into the [0,1] interval.

Then, we perform a reduction by using the Principal Component

Analysis (PCA). The number of reduced dimensions was determined

by the intrinsic dimensionality of the features, estimated by the mean

(l) and standard deviation (r) of the pairwise distance distribution as

the value l2/2.r2. Finally, the reduced vectors were also scaled into

the [0,1] interval. The experiments were performed in a 3854 core

1.5 GHz GPU NVidia TitanX 12 GB RAM, and an

Intel(R) Xeon(R) CPU 2.00 GHz, 96 GB RAM. The code was

implemented under Tensorflow (v.2.1.0) and R (v4.1.2).

Results

We used two Principal Components to reduce the vectors according to

the estimated intrinsic dimensionality. Figure 1 shows the Voronoi

frontiers induced by kNN with a smooth separation between the three

classes, which creates a search space in which CBIR searches are

expected to be accurate. We quantify such behavior through a kNN-

based classification on the two experimental settings (i.e., 10-folds and
Holdout) by using the scaled features with and without dimensionality

reduction. Table 1 summarizes the results with the following findings:

• The accuracy measures increased with the neighborhood (k = 1

vs. k = 5) in all experimental cases,

• Covid-19 cases were more difficult to label than ILD according to

F1 and RC,

• The kNN hit-ratio (TP) for Covid-19 was comparable to the very

first diagnosis stored into the PACS/HIS systems by readers on

duty regarding the Holdout cases (readers’ mean * 63% vs.
KNN * 59%),

• Searches over the reduced data were * 4 9 faster, and

• While dimensionality reduction was just as suitable as non-

reduced data in the 10-folds evaluation, it expressively enhanced

the kNN performance for the Holdout test (e.g., 0.68 vs. 0.82,
k = 1 and F1). This result shows the side-effects of searching

high-dimensional spaces with kNN (the ’’curse of dimensional-

ity‘‘), which requires pre-processing the vectors or defining other

query criteria to browse the data.

Table 1 Accuracy measures of test cases

10-folds Holdout 10-folds Holdout
TP   91[93/83]   66[83/50]   91[92/84]  75[100/50]
PR   91[92/89]   73[71/75]   91[92/84]  87[75/1]
RE   91[93/83]   66[83/50]  91[92/84]  75[100/50]
RC  93[94/90]   70[75/66]   93[94/89]  79[83/75]
F1   91[92/86]    68[76/60]  91[92/84]  76[85/66]
CK 87 38 86 53

10-folds Holdout 10-folds Holdout
TP   94[95/89]  83[100/66]  94[95/90]  83[100/66]
PR   94[94/89]  87[75/100]  94[95/88]  87[75/100]
RE   94[95/89]  80[100/67]  94[95/90]  83[100/66]
RC  97[98/96]  80[80/80]  97[97/96]  80[80/80]
F1   94[95/89]   82[85/80]  94[95/89]  82[85/80]
CK 90 66 91 66

Accuracy measures for both tests: 10-folds cross-validation (10-folds)
 And external instances (Holdout). Average values are presented outside
 the brackets, while inner brackets' entries represent classes ILD/Covid-

19, i.e. , lines in the format of values AVG[ILD/Covid-19] on a 
x102 scale

k=5
d=512 d=2

k=5
d=512 d=2

Conclusion

This study has discussed feature extraction for Covid-19 and ILD

images from the perspective of kNN queries, the query formulation

component within CBIR systems. Although we used cross-validation

and one external batch to mitigate overfitting, a practical limitation

was the size of the CNN training set. Still, our approach showed

promising results in the extraction of suitable features for CBIR

environments.
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Purpose

Dysphagia, the inability or difficulty to swallow, has a lifetime

prevalence of about 5%. Especially in elderly people dysphagia

occurs in up to 33% above the age of 65 years. Dysphagia occurs both

in benign and malignant diseases of the oropharyngeal tract and the

esophagus as well as in neuromuscular diseases. Being unable to

swallow food, drinks or even saliva has a decisive influence on the

quality of life if patients are no longer able to eat in public or at all,

which is leading to malnutrition.

The gold standard in the diagnosis of dysphagia is, after ruling out

malignancy by endoscopy and CT, functional assessment, esophageal

manometry and X-ray cinematography. These diagostic means are

performed consecutively, mostly not even on the same day and

especially not by the same physicians or examiners. Therefore they

covere different acts of swallowig and (dys)motility events, which

cannot be campared one on one. Especially oropharyngeal dysphagia

sill poses major problems in comparison different diagnostic means

due to swallowing in a highly dynamic area with the interaction of a

large number of muscles and cranial nerves [1].

Furthermore different diagnostic means in one single patient are

rarely presented to the physician side-by-side, non-speaking simul-

taneously. Therefore we propose a novel approach for fusing time-

synchronyzed high-resolution manometric pressure data and X-ray

imaging to a single picture visualization method as a first step.

In the second step the exposure to X-ray radiation during cine-

matography can be reduced by synchronizing these two diagnostic

modilities to such an extent that the X-ray radiation field and time of

radiography are cut down to minimum necessary time and dose [2].

Methods

We used a state-of-the-art high resolution esophageal manometry

probe with the mobile data logger MALT (Standard Instruments,

Karlsruhe, Germany), the software ViMeDat (Standard Instruments,

Karlsruhe, Germany) and an extended digital imaging X-ray machine

(Philips Medical Systems, Hamburg, Germany) at the Klinikum

rechts der Isar (Technical University of Munich, Germany). Both

diagnostic means were recorded simultaneosly and time-synchronized

in study participants who were asked to swallow multiple times 10 ml

of fluid contrast agent.

In the next step positions of the pressure sensors on the mano-

metric probe had to be detected for each frame of the cinematography.

Subsequently we fitted a rectangular b-spline through these detected

pressure sensors to estimate the path of the manometric probe and its

movement, Fig. 1.

The most complex step was then to integrate the manometric

pressure data into the cinematographic video as high-resolution

manometry is sampled at 50 Hz in comma separated XML whilst

dynamic X-ray is recorded at about 30 Hz in DICOM-Standard.

Especially with our primary aim to make diagnosis of oropharyngeal

dysphagia more intuitive and feasible for physicians we were finally

able to implement a graphical user interface application based on

Python (PyQT, Riverbank Computing Limited, UK).

Results

We tested our sensor detection algorithm on a small data set in

patients with oropharyngeal dysphagia with very positive outcome.

Both experienced examiners and young doctors appreciated our

program as very intuitive and as an enrichment in the diagnosis of

benign forms of oropharyngeal or esophageal dysphagia.

The template matching approach for the detection of manometric

pressure sensors alone yields rather poor results in underexposed

areas of the X-ray frames (e.g. mandibular region). However, when

combined with spline-fitting, sensor positions can be estimated very

reliably and with high accuracy even beyond the sensor visibility for

human eyes. This makes it for the first time feasible to reduce X-ray

radiation field and time of radiography without significant loss of

information.

Our new tool for fusing manometric and cinematographic data can

be used to create patient-individual, but standardized examinations or

to create specific project files associated with different clinical cases

that patients’’ examinations can be integrated in. After time-syn-

chronized manometric and X-ray (video) data has been loaded into a

project, the sensor detection algorithm is started. Once the analysis

has terminated, the detected sensor positions are shown in the X-ray

cinematography and the pressure values are overlaid as spatio-tem-

poral color plots which are state of the art in esophageal high

resolution manometry.

Conclusion

Fusion of multiple diagnostic means of different origins is despite

todays’ technical possibilities still often done by medical experts by

viewing diagnostics one by one or in a non-intuitive and insufficient

way side by side.

In the diagnosis of oropharyngeal dysphagia manometric and

cinematographic data is most commonly used. The goal of our work

was to develop a tool for fusing manometric and cimeatographic

information into augmented, patient-individual examinations. The

great feedback by medical experts shows the huge potential of such

fused imaging applications, which directly support medical doctors in

daily clinical routine and reduce time and dosage of exposure to X-ray

in patients.
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Purpose

Stereotactic radiosurgery (SRS) is an established and increasingly

used indication for the treatment of brain tumors and metastases. It

requires the annotation of the brain metastases to be irradiated in a

contrast-enhanced T1-Gd brain MRI scan acquired prior to the

treatment. After SRS, radiological monitoring of the irradiated brain

metastases is performed with consecutive MRI scans. While SRS may

not fully eliminate these lesions, it may slow their growth, reduce

their volume, and thus decrease their potential malignancy.

Clinical decisions on SRS treatment efficacy and treatment con-

tinuation are based on the comparison of the size of the lesions in the

pre- (baseline) and post- (follow-up) treatment MRI scans. While

volumetric measurements are considered superior to the currently

used RECIST linear measurements, they are not performed routinely

since they require the manual/interactive delineation of the brain

metastases, which is time-consuming, error prone, and subject to

significant observer variability. In previous works, we have developed

methods for longitudinal follow-up of various types brain lesions [1,

2].

The goal of our work is to develop an automatic method for the

accurate and reliable volumetric radiological evaluation and visual-

ization of brain metastases after SRS on follow-up brain T1-Gd MRI

scans using the available baseline metastases delineation and a deep

learning network trained on a variety of annotated datasets.

Methods

Our method consists of a pipeline of five steps: (1) resolution

matching between the baseline and the follow-up scans; (2) regis-

tration of the baseline and follow-up scans by Normalized Mutual

Information; (3) Region of Interest (ROI) computation for each brain

metastasis in the follow-up scan based on its segmentation in the

baseline scan; (4) automatic segmentation of the brain metastases in

the follow-up scan; (5) simultaneous analysis and visualization of the

brain metastases segmentations in the baseline and follow-up scans.

The brain metastases segmentation is performed with two custom

3D U-Net classifiers: one for small metastases (diameter B 10 mm)

and one for large metastases (diameter[ 10 mm). The reason to use

two classifiers instead of one is the significant difference in the

appearance of the brain metastases: small metastases tend to be

homogeneous, while larger ones are more inhomogeneous and may

have different sub-components. Additionally, fewer annotated data-

sets are needed to train each network separately. Both networks use

non-isotropic sampling and batch normalization; they are trained with

training time augmentations consisting of flipping, rotation, scaling

and shearing. The loss function is the Dice similarity coefficient. The

patch size is 64 9 64x16. We applied transfer learning from the large

metastases netwrok to the small metastases network to compensate

for class imbalance.

The results of the analysis are presented in a custom viewer which

consists of three main windows (Fig. 1): a main window in axial slices

of the registered baseline and follow-up scans are visualized, and a

summary window that details the brain metastases number, new,

existing and disappeared metastases, and the total tumor burden and

tumor burden difference between the two timepoints of the scans.

Two clinical datasets of patients from the Hadassah University

Medical Center, Jerusalem, Israel between 2016 and 2020 were ret-

rospectively collected. The first consists of 77 pairs of pre-SRS and

post SRS scans with a mean time of 14 months between them. A total

of 663 brain tumors were manually delineated: 202 baseline brain

metastases, 123 existing follow up brain metastases and 211 new

follow-up brain metastases not present in the pre-SRS scan. The

second set consists of 81 scans with a total of 127 brain metastases.

The brain metastases volumes are 0.06–22.5 cc. The ground truth

brain metastases delineations in both datasets were obtained from the

SRS pre-operative planning file generated with the BrainLab software

by the three neurosurgeon co-authors. For the study, fivefold cross

validation was performed with 639/8/17 brain metastases train-

ing/validation/testing split. We also quantified the manual delineation

observer variability between two neurosurgeon authors on 52 brain

metastases.

Results

Our method achieves a mean Dice score of 0.81(std = 0.12) and

Average Symmetric Surface Distance (ASSD) of 1.15 (std = 0.54)

mm on the fivefold cross validation study, surpassing the observer

variability of 0.77 (std = 0.14). For large (small) brain metastases, the

Dice score is 0.84 (0.77), with a significant improvement of 0.18 in

the Dice score when transfer learning was used. It is important to note

that these results were achieved with relatively few annotated

datasets.

Conclusion

We have presented a novel method for the quantitative evaluation

of brain metastases after SRS on follow-up brain T1-Gd MRI

scans The novelties of our method are that incorporates expert prior

knowledge from the pre-treatment brain metastases delineation, that it

uses relatively few brain metastases manual segmentations top train

the classification deep network, and that it provides a scans viewer

that enables the simultaneous visualization of the metastases seg-

mentations and their analysis for longitudinal volumetric scan studies.

Fig. 1 Screenshot of the viewer. Registered axial slices of the

baseline (left) and follow-up (right) scans. The brain metastasis is

segmented (yellow) with the linear measurement superimposed on

it(blue line). The metastasis volume information is displayed below.

Information regarding change over time is displayed in the middle. In

this example, the lesion length (diameter) changed by - 2% while

volume decreased by - 40%, indicating partial response to SRS
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Purpose

The total amount of abdominal adipose tissue is commonly separated

into the two main components of visceral adipose tissue (VAT) and

subcutaneous adipose tissue (SAT), with the former being more

closely associated with health risks and linked to a variety of medical

conditions such as metabolic, neurodegenerative and cardiovascular

diseases. It has been shown that patients with neurodegenerative

motor neuron disorder amyotrophic lateral sclerosis (ALS) display

increased visceral fat and an increased ratio of visceral to subcuta-

neous fat [1]. Accurate quantification of visceral fat volume by MRI is

a challenging task, often demanding manual segmentation, which

results in non-reproducible measurements due to the high variation

between manual delineations. Further, MRI related image distortions

demand highly trained experts for proper segmentation. For autom-

atization of the semantic segmentation in the computer vision

community machine-learning strategies such as convolutional neural

networks (CNN) and its derived architectures have been introduced

and proven to outperform conventional automated and semi-auto-

mated techniques as clustering, thresholding, histogram-based region

growing etc. Based on the concept of fully convolutional networks,

we investigate the application of CNN of U-Net like architecture to

automated segmentation of SAT and VAT from T1-weighted (T1w)

whole body MRI scans and evaluate its robustness and accuracy in a

cohort of ALS patients and healthy controls, in which fat character-

ization references have been derived and manually checked prior.

Methods

155 T1w spin-echo MRI scans were obtained from 74 patients with

ALS at a disease duration of 23 ± 15 months and 81 healthy controls

without any neurological/psychiatric disease or other medical condi-

tion. The whole body MRI volumes were merged from 6 to 8

subsequent acquisitions, each consisting of 36 2D slices using in-

house developed software package ATLAS (Automatic Tissue

Labelling Analysis Software) [2]. Resulting images of 384 9 384

pixels were supersampled to isotropic voxels with size 1.2 mm3. The

arms of the subjects were manually removed from all scans prior to

data pre-processing. For each single image slice a corresponding

reference mask segmented using ARTIS algorithm (Adapted Ren-

dering for Tissue Intensity Segmentation) within ATLAS software

was created. All available data from both groups were split into

training (70%), validation (6%), and test (24%) data, based on age and

BMI strata to ensure a balanced population distribution.

The problem was addressed with a CNN of encoder-decoder

architecture, consisting of a convolutional part down-sampled with

the maxpool layer and strided transposed convolutional up-sampling

part in combination with drop out regularization. The network was

implemented in Keras and trained based on the given reference seg-

mentations on a GeForce GTX 1060 6 GB graphics card for 10

epochs with batch size of 16 using the Adam optimizer and cate-

gorical cross-entropy as loss function for multi-class semantic

segmentation.

Results

Figure 1 shows the comparison of the segmentation performed by

U-Net with the reference segmentation for a control and ALS patient

of the test dataset. The dice similarity coefficients between the pre-

dicted masks and reference segmentations averaged among both

groups achieved 0.91 ± 0.03 for SAT and 0.76 ± 0.12 for VAT. The

most commonly observed errors in segmentation with the U-Net were

erroneous interpretation of the hip bones as VAT and errors in dis-

crimination between VAT and SAT in ambiguous areas (Fig. 1, white

arrows); moreover, differences appeared at the edges of structures

suggesting that in comparison to the reference technique the neural

network tend to a smoothed segmentation without pixelated edges.

Fig. 1 also clearly visualizes the differences in segmented SAT and

VAT volumes between a control and ALS patient.

A significant linear correlation between the SAT and VAT vol-

umes calculated from the reference segmentation and predicted

segmentation was obtained (Fig. 2). Respective Pearson coefficients

were r = 0.953 and r = 0.934.

Conclusion

Convolutional neural network of U-Net architecture has been applied

to medical whole body MRI images for differentiation and quantifi-

cation of body fat compartments into SAT and VAT. The network

was robust enough to generate accurate SAT and VAT segmentations

from both control and ALS patient groups. There was a clear corre-

lation between the prediction and reference in volume quantification,

suggesting that CNN-based quantification might serve as a potential

biological marker to monitor specific body composition changes.
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Purpose

The success of fully supervised deep learning methods for computer

vision tasks hinges on the availability of large datasets. These datasets

can be easily annotated through crowdsourcing efforts. In contrast,

annotating biomedical images require substantial knowledge of sub-

ject matter experts.

To alleviate the shortage of labeled data, self-training uses unla-

beled data as pseudo labels with great success. Furthermore, the

Noisy Student (NS) method found that noise incorporated with

unlabeled data improves the accuracy of object classification [1]. This

suggests that unlabeled data can boost the availability of data in

biomedical image tasks. This study introduces a teacher student

training paradigm through a curriculum which incrementally increa-

ses the difficulty of samples being trained by the model, known as

Noisy Student Curriculum Learning (NSCL).

The biomedical dataset selected for this study consists of 285

patients containing primary brain gliomas obtained from the BraTS

platform [2]. Gliomas have poor prognosis, with average survival of

12–18 months. Our motivation for evaluating the segmentation over a

classification task is that the outcome of a patient largely depends on

the accuracy of segmentation of glioma and healthy tissue for treat-

ment planning.

To our best knowledge, this study is the first of its kind to assess

feasibility of the self-training method specifically in glioma images,

and the adaptability of this method to glioma segmentation.

Methods

Our new NSCL method is evaluated using data from 285 fully-an-

notated volumetric brain scans and 209 unlabeled scans.

Segmentations are quantitatively assessed using Dice Scores and

Hausdorff distance computed on the BraTS platform (https://ipp.

cbica.upenn.edu/).

A teacher model is trained for 300 epochs on the full set of

labelled brain scans and used to synthesize pseudo-labels on the

remaining 209 unlabeled scans. Pseudo labels and labeled data are

used together to train the student model for 3 iterations. In the NS

method, every iteration is trained with noise applied onto the data and

model. Our NSCL method implements a curriculum approach to

applying noise into training the student model with ascending levels

of difficulty.

To compare the efficacy of the proposed NSCL, we compare the

Dice Scores and Hausdorff distance of the Teacher Model and NS

method. The Teacher Model was trained on only the labeled data. The

results for a 3-iteration (NSCL3) and 4-iteration (NSCL4) scheme are

reported.

Results

In Table 1, we compare the teacher model, which is trained only on

labeled data with the original approach i.e., NS and our proposed

approach, NSCL. Interestingly, the training for all 3 methods was

performed with ground truth from BraTS2018, and then used to

predict data on BraTS2020. Comparing NSCL3 with the winning

model of BraTS2020, the method can perform sufficiently well,

registering higher segmentation accuracies for TC regions (? 0.56%)

and lower accuracy of - 0.01%, - 0.08%, respectively for ET and

WT. This suggests that the curriculum learning self-training method

on unlabelled data was sufficient to produce good accuracy without

any additional training. On NSCL4, we have a much better TC score

by incorporating Manifold MixUp. This result is clinically significant

to improving prognosis of brain gliomas as stereotactic radiosurgery

is applied onto the TC region.

Through experimentation, we have used a curriculum which

consists of model noise in the form of stochastic depth and dropout,

and data noise in the form of MixUp and Copy Paste in the following

sequence:

1. MixUp

2. Copy-Paste ? Dropouts

3. MixUp ? Copy-Paste ? Dropouts

4. Manifold MixUp ? Copy-Paste ? Dropouts

Also, we found that model refinement did not improve the accu-

racy of the segmentations after NSCL. In NS, we found that by

Fig. 2 Correlation between volumes of subcutaneous (SAT) and

visceral adipose tissue (VAT) calculated based on the segmentation

predicted by U-Net vs. reference in test dataset

Table 1 Dice score and Hausdorff distance for tumor regions on the

BraTS2020 validation dataset. Three tumor regions are evaluated:

Enhancing Tumor (ET), Whole Tumor (WT) and Tumor Core (TC)

Model Dice Scores (%) Hausdorff95

ET WT TC ET WT TC

Teacher Model 77.37 89.26 81.56 27.13 7.22 9.45

Noisy Student Training

(NS)

77.29 87.84 83.55 29.80 14.37 8.16

Noisy Student Curriculum

Learning 3 Iterations

(NSCL3)

78.49 90.62 84.26 23.62 6.06 5.20

Noisy Student Curriculum

Learning 4 Iterations

(NSCL4)

78.16 90.24 85.20 24.43 5.82 4.85
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injecting all forms of noise at the onset of training caused deterio-

ration in two of the three segmentation regions, while improving the

tumor core region. By the third iteration of NS, we found that the

segmentation continued to degrade, and the training results were

discarded.

Figure 1 shows the progress of the different iterations in NSCL3.

In the teacher model in (c), the red arrow indicates substantial error in

segmentation. Tracking this area in the first iteration (d), the white

arrow indicates a reduction in error. As we progress to (e), the pro-

gressive noise caused some instability, resulting in missing

segmentations and enlarged erroneous area shown by the two arrows.

However, the overall validation scores have improved from each

iteration. In (f), segmentations appear to correct itself—with the

recovery of the missing tail region and a much smaller erroneous area.

Conclusion

This study shows that the application of noise in a systematic manner

can outperform the NS method which applies as much noise as pos-

sible during self-training. We have shown that the multiclass

segmentation task is able to generalize to unseen data by applying the

NSCL method to unlabeled data in a small dataset such as the BraTS

dataset. Further work is needed to expand the curriculum for the

NSCL to prevent catastrophic forgetting in later iterations.

References

[1] Xie Q, Luong M-T, Hovy E, Le QV (2020) Self-Training With

Noisy Student Improves ImageNet Classification, Nov. 2020,

pp. 10684–10695, https://doi.org/10.1109/cvpr42600.2020.

01070.

[2] Bakas S, et al. (2019) Identifying the Best Machine Learning

Algorithms for Brain Tumor Segmentation, Progression Assess-

ment, and Overall Survival Prediction in the BRATS Challenge,

Nov. 2018, Accessed: Nov. 08, 2019. [Online]. Available: http://

arxiv.org/abs/1811.02629.

Extraction of mediastinal great vessels from non-

contrast CT images using 3D U-Net and its

application to CTEPH

H. Suzuki1, Y. Kawata1, M. Matsuhiro1, T. Sugiura2, N. Tanabe2,

M. Kusumoto3, M. Kaneko4, N. Niki5

1Tokushima University, Graduate School of Technology, Industrial

and Social Sciences, Tokushima, Japan 2Chiba University,

Department of Respiratory Medicine, Chiba, Japan 3National Cancer

Center Hospital, Diagnostic Radiology, Tokyo, Japan 4Tokyo Health

Service Association, Tokyo, Japan 5Medical Science Institute Inc.,

Tokushima, Japan

Keywords Computed tomography, Computer aided detection, U-Net,

Artificial Intelligence

Purpose

Quantitative evaluation of mediastinal great vessels is a useful

information for detection of pulmonary hypertension. A major prob-

lem for segmentation of mediastinal great vessels from non-contrast

CT images is contact with blood vessels. In this study, we apply 2D

and 3D U-Net [1] to segmentation of the aorta, vena cava (VC), main

pulmonary artery (MPA), and main pulmonary vein (MPV) of normal

and chronic thromboembolic pulmonary hypertension (CTEPH).

Those segmentation performances are compared with a conventional

method [2]. In addition, the robustness to the contacts between blood

vessels is evaluated.

Methods

This study used two datasets of non-contrast chest CT images, normal

cases (dataset A) and CTEPH cases (dataset B). The CT images of

dataset A were acquired on Aquilion Lightning scanner with 30 mA

at 120 kVp, plane resolution: 0.625 mm, reconstruction matrix:

512 9 512, convolution kernel: FC01, slice thickness: 1.0 mm, and

reconstruction interval: 1.0 mm. The CT images of dataset B were

acquired on Aquilion One scanner with 112–295 mA at 120 kVp,

plane resolution: 0.570–0.698 mm, reconstruction matrix:

512 9 512, convolution kernel: FC07, slice thickness: 0.5 mm, and

reconstruction interval: 0.5 mm. The number of cases in dataset A

and B were 100 and 24. Manual annotations of ground truth of the

mediastinal great vessels were performed in the axial plane. The

vertical interval of this annotation was 10 slices. The window level

and width for the annotation were adjusted to 50 HU and 300 HU. The

boundary voxels of the ground truth were manually classified into five

classes, (a) Non-contact, (b) contact of aorta with MPA, (c) contact of

aorta with VC, (d) contact of MPA with VC, and (e) contact of aorta

with esophagus.

Our approach consists of three steps. First, a branch point of tra-

chea is detected. Then, a region of interest (256 9 256 9 256)

centered on the branch point is cut out from original CT images.

Finally, the mediastinal great vessels in the ROI are segmented by 2D

and 3D U-Net. Training and testing were achieved by tenfold cross

validation. The network was trained using the Adam optimization

algorithm, with Dice loss function, using a single graphical processing

unit (NVIDIA GeForce RTX 3090). The network was implemented

using TensorFlow.

We defined contact surface ratio (CSR) to evaluate the robustness

to contacts with blood vessels. CSR for each axial slice was

Fig. 1 The series of images above depict the predictions for

Brats18_TCIA02_491_1 (Slice 60) for FLAIR image in (a) with its

corresponding ground truth in (b). Image (c) is the teacher model

prediction, while (d), (e) and (f) represent the prediction of each

iteration of NSCL3. White arrows denote regions of improved

segmentation in each scheme, red arrows denote regions which did

not perform well
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calculated as a ratio of contact boundary pixels per whole boundary

pixels. Relation of the CSR and segmentation performance of U-Net,

3D U-Net, and conventional method is evaluated by Dice similarity

coefficient (DSC).

Results

Extraction performance of ascending aorta of dataset A (and dataset

B) using 2D and 3D U-Net, and the conventional method were 0.977

(0.972), 0.977 (0.971), and 0.959 (0.960), respectively. Extraction

performance of MPA of dataset A (and dataset B) using 2D and 3D

U-Net, and the conventional method were 0.965 (0.967), 0.965

(0.964), and 0.934 (0.953), respectively. The DSCs of 2D and 3D

U-Net were significantly higher than the conventional method

(p values\ 0.05) for both of normal and CTEPH cases. We divided

the ascending aorta of dataset A into two groups: those with less than

30% CSR and those with more than 30% CSR. For dataset A, the

extraction performance of ascending aorta with more than 30% CSR

was slightly decreased in all methods (p values\ 0.05). For the

dataset B, the extraction performance of ascending aorta using 3D

U-Net was not decreased by CSR.

Conclusion

Extraction of mediastinal great vessels using U-Net and 3D U-Net

achieved higher performance than the conventional method regardless

the contacts with blood vessels, whereas the extraction performance

with more than 30% CSR was slightly decreased.
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Purpose

This paper presents a multi-stage convolutional neural network

(CNN) framework to segment the basal ganglia from magnetic res-

onance (MR) images more accurately. In stereotactic neurosurgery,

where electrodes are implanted in the basal ganglia for electrical

stimulation, accurate segmentation of the basal ganglia on MR images

is important for perioperative planning and simulation to accurately

implant electrodes into the basal ganglia located deep in the brain.

Thus, CNNs have recently been applied to automated segmentation of

the basal ganglia. However, because the basal ganglia are relatively

small in the brain and consist of different sizes of nuclei, the distri-

butions between background and foreground classes or among

different foreground classes are imbalanced. The class imbalance

problem makes it difficult for CNNs to accurately segment the basal

ganglia from MR images. Although one way to solve the problem of

class imbalance is to use a weighted loss function, that is not suffi-

cient to deal with the extreme imbalance between background and

foreground classes. Therefore, we aim to reduce the negative influ-

ence of class imbalance and improve the performance of CNNs on

segmentation of the basal ganglia by introducing a framework that

consists of CNNs for object detection and segmentation.

Methods

We designed a two-stage CNN-based approach for segmentation of

the basal ganglia, including caudate nucleus, globus pallidus, puta-

men, and thalamus, from T1-weighted MR images. In this study, we

adopted two-dimensional (2D) CNNs for our framework to support

MR images with various slice thicknesses. The first and second stages

of our framework consisted of 2D CNNs for coarse region detection

and fine segmentation of the basal ganglia, respectively. In the first

stage, we used YOLOv4-CSP [1], which is one of state-of-the-art

object detectors, to detect bounding boxes of rough areas including

the basal ganglia and surrounding margins on each image slice.

Subsequently, by cropping the image slices based on the detected

regions, we excluded image regions that are far from the basal gan-

glia, so that the second stage CNN for segmentation can focus on

image features that are more relevant to the basal ganglia. In the

second stage, we used U-net [2], which can be widely applied to

medical image segmentation tasks, to segment detailed regions of

basal ganglia from the cropped images detected in the first stage.

Moreover, because there is still an imbalance between foreground

classes (i.e., caudate nucleus, globus pallidus, putamen, and thalamus)

although the background-foreground class imbalance can be allevi-

ated by cropping the images with the first-stage CNN, we adopted a

weighted loss function, which is known as Focal loss, to alleviate the

foreground-foreground class imbalance. With the above procedure,

we obtained fine segmentation results of the basal ganglia from MR

images.

Results

To validate segmentation performance of the proposed method, we

performed an experiment for segmentation of the basal ganglia on T1-

weighted MR head images of 79 cases, which were imaged for

medical examination in the Department of Neurosurgery of the

University of Tokyo Hospital (The use of medical images for this

study was approved by the ethics committees of the University of

Tokyo and Tokyo Medical and Dental University). The size and

resolution of MR images were 256 9 256 9 104–228 [voxels] and

0.94–1.00 9 0.94–1.00 9 0.80–1.60 [mm3/voxel], respectively. In

this experiment, we compared segmentation results between U-net

only and the proposed method (i.e., YOLOv4-CSP ? U-net) to

evaluate the effect of adding the procedure of coarse region detection

before segmentation. The CNNs were trained and tested using four-

fold cross-validation, in which we randomly divided 76 cases into

training (57 cases) and test (19 cases) sets, and utilized the remaining

3 cases as a validation set. In each trial, YOLOv4-CSP pre-trained on

ImageNet was retrained at 100 epochs, while U-net was trained from

scratch at 50 epochs. For U-net, the Adam optimizer was applied with

the following parameters: a (learning rate) = 10–3 (in U-net only) and

10–4 (in the proposed method), b1 = 0.9, b2 = 0.999, and epsilon =

10–7.
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Table 1 indicates the segmentation results with Dice similarity

coefficients. The proposed method achieved better segmentation

performance than U-net only in all the classes. Moreover, Fig. 1

shows the visualization results of basal ganglia segmented by U-net

only and the proposed method. From the results, we found that the

proposed method improved segmentation accuracies of smaller

objects such as globus pallidus. These results suggest that the pro-

cedure of cropping with the first-stage CNN can be useful to alleviate

the class imbalance problem and allow the second-stage CNN to

capture the image features of not only large targets but also small

targets.

Table 1 Segmentation results with Dice similarity coefficients

(Ave. ± Std.)

Conclusion

In this study, we proposed a two-stage CNN framework for improved

segmentation of the basal ganglia on MR images. The experimental

results showed that the proposed method could outperformed the

conventional method in all the target classes. Especially in globus

pallidus class, the proposed method improved segmentation accuracy

by about 15% compared with the conventional method. It is

considered that segmentation performance of CNNs on smaller targets

can be improved by adding the image cropping based on the region

detection processing.
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Purpose

The aim of this study is to develop an automated musculoskeletal

segmentation system from a whole-leg CT image by integrating

existing labeled CT databases with various limited field-of-views

(FOVs), which were created for the purpose of segmentation and

analysis of various anatomical structures in multiple institutions. It is

important to effectively utilize existing labeled databases for different

anatomical structures in different institutions. A previous study has

reported an automated muculoskeletal segmentation from whole-leg

MR images [1], but as far as we know, automated whole-leg segmen-

tation from CT images has not been reported. In addition, its training

database consisted of whole-leg FOV images and it was specially

constructed for whole-leg segmentation. That work [1] does not aim to

integrate different training databases with various limited FOV. We

focus on integration methods of the segmentation results of multiple

pre-trained segmentors, each of which was developed using a method

proposed in our previouswork [2], from individual CTdatabases. In this

study, we conducted experiments to evaluate the accurary of automated

whole-leg musculoskeletal segmentation, and compare two different

methods for integrating multiple pre-trained segmentors.

Methods

To construct segmentors for different anatomical structures from CT

data of different FOVs, we used 2D Bayesian U-Net [2], which

estimates the segmentation label and prediction uncertainty. In this

study, we develop automatic whole-leg musculoskeletal segmentation

sytems using three pre-trained models trained in hip musculoskeletal

(Osaka University Hospital (OUH), 40 cases, 19 muscles, and three

bones), lower leg bone (Nara Medical University, 35 cases, 28 bones),
Fig. 1 Visualization results of segmented basal ganglia
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and lower leg muscle (Nara Medical University, 10 cases, four

muscles) databases. We used two integration methods: One is based

on bone bounding box (BB) detection from a 2D projection of the CT

image, that is, digitally reconstructed radiograph (DRR). The other is

based on the uncertainty captured from Bayesian U-Net. Regarding

the fomar method based on bone BB detection, we used YOLOv5

trained by transfer learning using the DRR of whole-leg CT images of

162 cases from OUH for the bone BB detection. The appropriate FOV

in the whole leg CT was calculated for each segmentor by the

detected bone BB, and the whole-leg segmentation label was inte-

grated. Regarding the latter uncertainty-based integration, each

segmentor generates entired prediction label and uncertainty map

from the input whole-leg CT image, regardless of whether it is a

training FOV or not. The uncertainty based method is expected to be

more scalable because it selects the label with the smallest uncertainty

value. In contrast, the YOLO-based method which requires a proce-

dure design depending on available training databases. The automatic

whole-leg musculoskeletal segmentation accuracy was evaluated

using Dice and ASD metrics.

Results

We evaluated three cases of whole-leg CT from OUH. We created the

ground truth labels by manually verifying and correcting the labels

automatically generated by the Bayesian U-Net. The Dice scores for

muscles and bones for the three methods evaluated in this study are

shown in Table 1. Figure 1 shows the quantitative and qualitative

results of each method. The Dice scores for the uncercertainty-based

integration and YOLO-based integration for musculoskeletal struc-

tures shown in Table 1were 0.904 ± 0.059 and 0.940 ± 0.037 on

average, respectively. The uncertainty-based integration has the

advantage of not requiring additional training data for the object

detection but had some segmentation errors where the uncertainty did

not correctly indicate segmentation errors outside of the training

FOV, resulting in the lowest segmentation accuracy. The YOLO-

based integration required additional training data depending on the

training FOV, but since the segmentation accuracy is relatively high,

the integration of the segmentation labels was successful.

Table 1 Dice scores of all bones and muscles using two integration

methods, (1) uncertainty-based integration and (2) YOLO-based

integration

Uncer�anty YOLO
Mean±Std Mean±Std

Pelvis 0.972±0.012 0.973±0.012
Femur 0.985±0.006 0.989±0.005
Adductor muscle 0.950±0.006 0.960±0.002
Biceps femoris muscle 0.772±0.104 0.958±0.007
Gluteus maximus muscle 0.962±0.005 0.963±0.004
Gluteus medius muscle 0.936±0.006 0.936±0.005
Gluteus minimus muscle 0.828±0.011 0.830±0.010
Gracilis muscle 0.938±0.015 0.950±0.011
Iliacus muscle 0.904±0.003 0.905±0.004
Obturator externus muscle 0.889±0.041 0.890±0.042
Obturator internus muscle 0.919±0.009 0.919±0.009
Pec�neus muscle 0.892±0.031 0.900±0.038
Piriformis muscle 0.877±0.027 0.876±0.027
Psoas major muscle 0.909±0.017 0.890±0.038
Rectus femoris muscle 0.913±0.015 0.956±0.009
Sartorius muscle 0.944±0.005 0.949±0.004
Semimembranosus muscle 0.822±0.051 0.944±0.017
Semitendinosus muscle 0.837±0.066 0.939±0.009
Tensor fasciae latae muscle 0.920±0.033 0.920±0.032
Vastus lateralis muscle and 
vastus intermedius muscle

0.951±0.015 0.973±0.003

Vastus medialis muscle 0.910±0.007 0.956±0.005
Sacrum 0.947±0.036 0.947±0.035
Tibia 0.976±0.014 0.987±0.002
Fibula 0.984±0.003 0.984±0.003
Talus 0.863±0.079 0.965±0.028
Calcaneal 0.938±0.031 0.980±0.013
Anterior compartment 0.789±0.034 0.944±0.015
Lateral compartment 0.915±0.021 0.926±0.012
Deep posterior compartment 0.882±0.004 0.914±0.015
Superficial posterior 
compartment

0.789±0.019 0.981±0.003

Anatomical structures

Conclusion

We evaluated the accuracy of automatic musculoskeletal segmenta-

tion from whole-leg CT images by effectively integrating the multiple

pre-trained segmentors from individual training databases in various

FOV. The uncertainty-based method has the advantage of not

requiring additional training data, but the uncertainty did not correctly

indicate segmentation errors outside of the training FOV of each

segmentor, resulting in degradation of the integration accuracy. The

YOLO-based method was useful in automatic whole-leg muscu-

loskeletal segmentation, although it required additional bone ROI

annotations in the DRR of the CT image. In the next step, we will

investigate out-of-distribuion data detection methods for the uncer-

tainty-based method to separate areas where the uncertainty did not

correctly indicate segmentation errors. Furthermore, the YOLO-basedFig. 1 Quantitative and qualitative comparison of the segmentation

results using the two integration methods. The boxplots shows the

dice and ASD scores of the muscles and bones shown in Table 1,

which were used in this evaluation
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method will be expanded for automated whole-body musculoskeletal

segmentation.
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Purpose

Musculoskeletal models that are faithful to medical images are

important for analyzing the causes of movement disorders. Since the

standing position is the fundamental posture in daily activities, it is

desirable to create a musculoskeletal model for the analysis of

standing movements based on medical images scanned in the standing

position. Our final goal is to make a quantitative comparison of

musculoskeletal deformation and muscle volume between supine

position, in which muscles are relaxed, and standing position, in

which muscles are tense. For this purpose, musculoskeletal segmen-

tation from CT images is needed; however, manual segmentation is

labor-intensive and requires expertise. Therefore, automatic seg-

mentation of muscles from clinical CT images is necessary. In this

study, we evaluated the accuracy of automatic musculoskeletal seg-

mentation in supine and upright (standing) CT images scanned for the

same subject and analyzed its effect on the measurement of volume

change with respect to the body position. The upright CT scanner

used in this study is a newly developed whole-body imaging scanner

[1]. Especially, we addressed the question of how accurately the

segmentation tool trained using supine CT images can segment

upright CT images in which muscles are largely deformed from

supine to upright position.

Methods

Eleven pairs of CT images in supine and upright positions, 22 sets of

CT images in total, were used for this study. First, we automatically

segmented these CT images using a previously proposed Bayesian

U-Net [2]. The model was built for a different purpose, using a dif-

ferent supine CT dataset (added more cases to the dataset in [2]).

Second, under the supervision of a medical expert, we manually

revised the predicted labels and made ground truth labels of the

pelvis, gluteus maximus (Gmax) muscle, gluteus medius (Gmed)

muscle, and sacrum. While muscles required substantial manual

revisions, the pelvis and sacrum bones did not require revisions since

the automatic segmentation was highly accurate. Then, we evaluated

the accuracy of the automatic segmentation of the Gmax and Gmed

muscles. Finally, we evaluated the volume change ratio of each

anatomical structure between the supine and standing positions using

ground truth labels and auto segmentation labels. For the volume

change ratio evaluation, we selected only those cases that covered

each anatomical structure entirely in CT images of both the standing

and supine positions, resulting in 8, 10, and 9 cases for the pelvis,

sacrum, and Gmed, respectively. Regarding Gmax, only 3 cases

satisfied the above condition, therefore Gmax was not considered for

the volume change analysis due to too small data size.

Results

Figure 1(a) shows axial CT images of the same subject in upright and

supine positions, in which large shape differences of muscles are

observed while both slices pass through the femoral head center.

Figure 1(b) shows the visualizations of the results of auto segmen-

tation of Gmax and Gmed. The distinct shape difference between the

supine and standing positions in the Gmax was observed. Table 1

shows the segmentation accuracy of Gmax and Gmed muscles.

Compared to the results reported in [2], the segmentation accuracy in

this study was higher in both the supine and standing positions. This

might be due to the increase in the number of training data from 20 to

29 and the u-net depth from 5 to 6, compared to [2]. Figure 1(c) shows

the scatter plots of the volume change ratio from supine to standing

position for the pelvis, sacrum, and Gmed muscle. The volume

change ratio for bones, that is the pelvis and sacrum, was less than

0.5% on average and was little changed, but for the Gmed muscle, the

volume change ratio was around 2.6% and was changed largely

compared to the bones. The difference in the volume change ratio for

the Gmed muscle between auto and manual segmentations, substan-

tially regarded as an estimation error, was around 0.7% on average,

which indicates that automatic muscle volume measurement is

potentially possible with an error of less than 1%.

Table 1 Results of evaluation of segmentation accuracy

Fig. 1 Results of segmentation for supine and standing CT. (a) Axial

CT slices of upright and supine positions of the same subject.

(b) Visualization of auto segmentation results. The yellow and green

show Gmax and Gmed muscles, respectively. (c) Scatter plots of the

volume change ratio from supine to standing position for the pelvis,

sacrum, and Gmed muscle. The horizontal axis is for automatic

segmentation, and the vertical axis is for manual segmentation
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Conclusion

Muscle segmentation in upright and supine CT images was described

and auto segmentation was shown to be promising for accurate

quantification of muscles. This work is the first study of 3D muscle

shape reconstruction in the standing position. In the standing position,

the shape of the muscles is significantly deformed compared to the

supine position. Therefore, as shown in Table 1, the segmentation

accuracy of the upright CT images was lower than that of the supine

CT images with the segmentation tool trained with the supine CT

images. Nevertheless, the Gmax and Gmed muscles were automati-

cally segmented with the dice coefficient higher than 0.97 from

supine and upright CT images. Although the number of evaluated

cases was not large, these results suggest that the model trained with

CT images acquired in supine position would be able to be applied for

CT images acquired in standing position with reasonable accuracy

and promising results were also obtained for the accuracy of the

muscle volume measurement. In future work, we will evaluate the

segmentation accuracy in more cases and evaluate the volume change

and shape deformation from the supine to standing position in a few

hundred cases.
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Purpose

Fetal MRI has the potential to complement US imaging and improve

fetal development assessment by providing accurate volumetric

information about fetal structures. However, volumetric measure-

ments require the manual delineation, also called segmentation, of the

fetal structures, which is a time consuming, annotator-dependent and

error-prone task. State-of-the-art automatic segmentation methods for

volumetric scans are based on deep neural networks that require a

large, high-quality dataset of expert-validated annotations, which is

time consuming and very difficult to obtain.

Obtaining expert-level delineations by interactively correcting

automatically generated segmentations is usually less laborious and

time consuming than performing delineations ‘‘from scratch’’ when

the automatic segmentation is in most cases of acceptable quality and

has relatively few errors. Therefore, a variety of deep-learning based

segmentation algorithms are being developed in a bootstrapping

process. In this process, a network is first developed using few

annotated datasets; it is then used on new datasets to generate seg-

mentations that will be manually corrected by an expert, thereby

producing additional high quality annotated data for network re-

training. This process produces valuable segmentation error correc-

tion data which is not currently used and may have potential value.

The goal of our research is to show how to use the segmentation

correction data to optimize the radiologist time and effort by cor-

recting first the most significant segmentation errors instead of in

random or sequential order as is done in current practice.

Methods

We have developed a novel method to prioritize scan slices for

manual examination and correction of a structure segmentation

automatically produced by a network. The method is based on a 3D

deep learning voxel classification network trained on previous seg-

mentation corrections data. The network inputs the original scan and

the segmentation mask and outputs possible segmentation error

voxels. The slices selection is performed in three steps: (1) apply

errors segmentation network on the input scan and the segmentation

mask; (2) assign a segmentation error score for each slice by using the

maximum network response in the slice; (3) correct all slices with a

segmentation error above a threshold or select a pre-defined per-

centage of slices to correct based on the highest slices score.

The novel error segmentation network is based on the 3D U-Net

described in [1] augmented with an additional input channel for the

segmentation mask. We used a patch size of 256 9 256 9 48 to

capture a large Field of View without downscaling. The output of the

network is the voxel-wise segmentation error prediction for the scan.

We evaluated our method on 101 MRI fetal body scans (gesta-

tional age GA of 28–39 weeks) acquired with the TRUFI sequence

from Tel-Aviv Sourasky Medical Center of fetuses with. The scans

were acquired on the Siemens Skyra 3 T, Prisma 3 T and Auera 1.5 T

scanners. Each scan had 55–128 slices, 320–512 pixels/slice and

resolution of 0.59–1.34 9 0.59–1.34 9 2.0–4.0 mm3.

Ground truth annotations were created using a bootstrap approach

in which the segmentation masks generated by a pre-trained 3D

U-Net [1] were inspected and manually corrected by an expert radi-

ologist as needed. The data pairs consisted of the original and the

corrected segmentation masks. Since we used the segmentation masks

of the annotation process, the difference between them and the cor-

rected ground truth was only the segmentation error without observer

variability.

Results

The slices selection method was evaluated on a 72/5/24 train/vali-

dation/test split. The Dice score (9100, %) and the absolute Volume

Difference Ratio (VDR) metrics before and after the correction were

used for evaluation. The Dice score was 97.6% and the VDR was 3%

with the corrected ground truth on the test set. Table 1 lists the results

of the comparison between slices correction using errors segmentation

network and slices correction using a random approach with the same

number of correction slices (random on all slices and random from

non-empty slices). The mean Dice score was 99.3% and the minimum

was 97.8% using network predicted slices vs. 98.5% mean and 95.2%

minimum using a random approach from non-empty slices. The mean

VDR was only 0.8% and the maximum VDR was as low as 3.4% for

the corrections based on network prediction vs. a mean VDR of 1.4%

and a maximum VDR of 6.3% with random selection from non-empty

slices. Thus, correcting slices based on error segmentation network

was able to reduce the maximum VDR error by almost half compared

to the random approach.
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Table 1 Dice score (%) and absolute Volume Difference Ratio

(VDR) results before and after correction

We also evaluated the VDR after correcting different slices per-

centages. We compared four segmentation error correction

approaches: (1) random slice selection; (2) random slice selection

from non-empty slices; (3) sequential selection; (4) selection based on

the error segmentation network. Figure 1 shows the results. For each

one of the slices percentages, selecting slices based on the error

segmentation network resulted in the smallest VDR error. About

30–60% more slices were required for both sequential and random

approaches to reach the same VDR error as the network-based

approach. For example, to reach an error of 1% VDR, 30% of the

slices need to be corrected using network-based approach compared

to more than 40% of the slices using either the sequential or the

random based approaches.

Conclusion

To the best of our knowledge, this work is the first to utilize seg-

mentation corrections data for segmentation error slices selection. We

demonstrated our method on a dataset with minor segmentation errors

and showed that selecting slices based on the segmentation errors

network can further increase Dice score and reduce VDR error

compared to random selection. We also showed that for different

target VDR errors our network-based method requires less slices to

correct compared to both random and sequential orders.
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Purpose

Quantitative measurement of bone mineral density (BMD) is neces-

sary for the diagnosis of osteoporosis and osteopenia. While dual-

energy x-ray absorptiometry (DXA) is the preferred modality for

BMD measurement that is recommended in several guidelines, DXA

is not always applicable in clinics due to its cost and availability.

Thus, a method to accurately measure BMD from conventional X-ray

image acquired routinely in the clinic has been deemed necessary. A

recent study [1] reported a method to predict the BMD from an x-ray

image. However, as the method directly regressed DXA-measured

BMD value from an x-ray image, a large data set ([ 5000) was used

for the training and required pre-processing of data to extract the

appropriate region-of-interest from the x-ray image. In this study, we

propose leveraging information in CT [2] of the patient in the training

dataset to improve the accuracy of BMD estimation from an x-ray

image using a limited number of data, which is a common and vital

requirement in the medical research field.

Methods

Figure 1 (a) shows the overview of the proposed method. Instead of the

direct regression of DXA-measured BMD from the x-ray image, this

study first translates the input x-ray image to a digitally reconstructed

radiograph (DRR) of the proximal femur region, where its average

intensity is known to be highly correlated to the DXA-measured BMD.

A model for translating an x-ray image to the proximal femur DRR was

trained using the Pix2Pix framework, which uses a conditional dis-

criminator to form the generative adversarial network (GAN),

introducing adversarial loss. Unlike the original Pix2Pix that used

ResNet as the backbone, this study achieves higher performance by

adapting the fashion transformer-based semantic-segmentation model,

SegFormer. Our model is pre-trained with the task of bone decompo-

sition from an x-ray image. The final estimation result is obtained by

calibrating the average intensity of the proximal femur area of DRR and

DXA-measured BMD on training data using the linear least square fit-

ting. We used two datasets in this study: 70-cases (dataset #1) and

130-cases (dataset #2). Details for the datasets are shown in Table 1,

where the mean DXA-measured BMD values were almost equal, 0.711

and 0.744 for dataset #1 and dataset #2, respectively.We performed two

experiments to compare the effect of increasing the number of training

datasets on the prediction accuracy. The first experiment used only

dataset #1 in a tenfold cross-validation setup (Experiment #1), i.e., 60

training datasets in each fold, and the second experiment used both

dataset #1 and #2 in a fivefold cross-validation setup, i.e., 160 training

datasets in each fold (Experiment #2). In experiment #2, we only eval-

uated the 70 cases in dataset #1 for a fair comparisonwith experiment #1.

The mean absolute error (MAE) in the prediction of the BMD was

quantified, and the PearsonCorrelation Coefficient (PCC) alongwith the

intraclass correlation coefficient (ICC) between the predicted BMD and

the DXA-measured BMD were also quantified. Statistical significance

was tested with the single-factor repeated measures ANOVA model.

Fig. 1 Absolute volume difference of: (1) random prioritization

(blue). (2) random prioritization of selection from non-empty slices of

the segmentation (red); (3) sequential correction (green); (4) correc-

tion based on correction network response (purple)
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Table 1 Case characteristics of datasets #1 and datasets #2

Dataset #1 #2
Number, n 70 130
Female, n (%) 70(100) 96(73.85)
Mean DXA-measured BMD (sd), 0.711(0.162) 0.774(0.147)
Mean age (sd), years 62.29(11) 57.96(13.56)

Results

The experimental results are shown in Fig. 1(b). With SegFormer

backbone, MAE showed a statistically significant decrease, whose

averages were 0.069 and 0.060 for experiments #1 and #2, respec-

tively, suggesting improved accuracy by increasing the number of

training datasets. ICC and PCC also improved from 0.794 to 0.853

and 0.868 to 0.915, respectively. For ResNet, MAE remained the

same for experiments #1 and #2. ICC and PCC showed slight

improvement, from 0.814 to 0.820, and 0.863 to 0.891, respectively.

The average training time was approximately 30 h on an Intel Xeon

processor (2.30 GHz, 16 cores) with Nvidia GeForce RTX 3090

(10,496 CUDA cores, 24 GB memory).

Conclusion

This study proposed a method for estimating DXA-measured BMD

from a single x-ray image using a DRR of the proximal femur. We

observed that the SegFormer in experiment #2 showed the highest

PCC, 0.915, with 160 training datasets. The result is close to PCC

reported in [1], 0.917, obtained by the training with[ 5000 cases,

suggesting our proposed framework that efficiently leverages the CT-

derived DRR helped improve the accuracy of the BMD prediction

from a single x-ray image. Furthermore, our results showed consis-

tently high PCC (higher than 0.86) on two different training datasets,

even with the small number of datasets (70 cases), suggesting the

stability of the proposed method with both backbones, ResNet and

SegFormer. However, it is worth to be noted that the SegFormer

benefits more from a larger training dataset, suggesting a stronger

learning ability. Our future work includes improving the accuracy of

predicting the DXA-measured BMD and applying the method

developed herein to a larger number of cohorts with a larger variation

in x-ray acquisition protocol.
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Purpose

Sparse-view computed tomography (CT) is an imaging technique that

reduces projections, resulting in lower radiation and faster acquisition

time. However, since image reconstruction with insufficient projec-

tions is an ill-posed inverse problem, severe streak artifacts are

produced on the images reconstructed with the analytical algorithms

such as filtered back-projection (FBP). Our goal is to estimate fully

sampled sinogram from sparse-view sinogram and reduce artifacts in

CT images. In recent years, several researchers have developed arti-

fact reduction methods for CT images or sinograms using a deep

learning technique. This paper proposes a deep learning-based new

correction method for sinograms using frequency domain information

in loss function to reduce artifacts in sparse-view CT.

Methods

We proposed a deep learning model to estimate fully sampled sino-

gram by correcting for sparse-view sinogram. Since the sinogram is a

stacked projections obtained from each angle, the sinogram enlarged

vertically as the number of projections increases. In this study, sparse-

view sinogram X first enlarges vertically by linear interpolation as

preprocessing. With the linearly interpolated sinogram as input, the

model F parameterized by h estimates the corrected sinogram X̂ as

follows:

X̂ ¼ FðlerpðXÞ; hÞ: ð1Þ

lerp(�) means the linear interpolation. Training the model F requires

optimization of the parameter h, which is achieved by minimizing the

loss function between corrected sinogram X̂ and fully sampled

sinogram Y corresponding to the ground truth. We implemented a

Fig. 1 (a) Overview of proposed method (b) BMD estimation results

by the proposed method with ResNet and SegFormer on experiment

#1 using dataset #1 and experiment #2 using additional training

dataset #2
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simple fully convolutional network (FCN) as model F consists of the

sequential residual blocks and global skip connection.
The proposed method utilized a frequency domain loss function that

calculates the absolute differences of the frequency components

between the corrected sinogram and fully sampled sinogram.

Attempts to introduce frequency domain loss have been reported in

several studies, e.g., Xue et al. [1] proposed a super-resolution model

with a frequency feature map of low-resolution images as input. The

proposed loss function consists of two terms; the first term calculates

the absolute differences in the spatial domain and the second term

calculates the absolute differences in the frequency domain. The

overall loss function is defined as

LðY; X̂Þ ¼ jY � X̂ 1 þ k�j jW � ðfDFT ðYÞ � fDFT X̂
� �

j1; ð2Þ

where fDFT means the two-dimensional discrete Fourier transform

function, k means hyper-parameter, and A � B means the Hadamard

product of A and B. W represents the weight matrix for the absolute

differences in the frequency domain. As shown in Fig. 1 (b), the

frequency pattern of the sinogram exhibits a double-wedge region [2].

Therefore, we designed the weight matrix W to focus on the high-

frequency regions located in the top and bottom ends of the frequency

domain. The proposed weight matrix represents the inverted two-

dimensional Gaussian function whose value varies vertically

(Fig. 1(c)). The element of (i, j)th in W [ RM9N is given as

Wj ið Þ ¼ �a � exp M=2� ið Þ2=2r2
h i

þ aþ 1; ð3Þ

where a is the height of the curve’s bottom peak, and r is the standard

deviation.

Comparison experiments using the publicly available chest CT

datasets were conducted to evaluate the effectiveness of the weighted

frequency domain loss function. We extracted 12 patients’ data from

datasets and divided them into eight patients (2696 axial images) for

training, two patients (715 axial images) for validation, and two

patients (708 axial images) for testing. The sparse-view sinogram

with 256 projections and fully sampled sinogram with 1024 projec-

tions were generated by applying the 2D fan-beam Radon transform

to the axial CT image. We compared the performance among the

linear interpolation, the U-net as a benchmark of deep learning

approach, FCN without frequency domain loss (FCN, k = 0 in

Eq. (2)), FCN with frequency domain loss (FCN-FD, k = 1), and

FCN with weighted frequency domain loss (FCN-WFD, k = 2). All

models were trained using the Adam optimizer. The initial learning

rate was 1.0 9 10–3 for all layers and was decayed by multiplying the

value by 0.8 for every 50 epochs. The training was stopped after 200

epochs. The batch size was set to 32. The parameters of the weight

matrix were set to a = 3.5 and r = 100, respectively.

Table 1 Average quantitative results of the sinograms and

reconstructed images by FBP

Method Sinogram Reconstructed image (CT)
Linear interpolation 0.0058 / 44.89 / 0.9968 0.0267 / 31.70 / 0.9453

U-net 0.0040 / 48.02 / 0.9973 0.0105 / 39.85 / 0.9759
FCN 0.0020 / 54.27 / 0.9992 0.0096 / 40.56 / 0.9802

FCN-FD 0.0020 / 54.51 / 0.9994 0.0096 / 40.61 / 0.9804

FCN-WFD (proposed) 0.0019 / 54.93 / 0.9994 0.0094 / 40.79 / 0.9821

Results

Table 1 summarizes the average quantitative results of the sinograms

and reconstructed images by FBP. The proposed method (FCN-WFD)

achieved the best performance in terms of root-mean-square error

(RMSE), peak signal-to-ratio (PSNR), and structural similarity index

(SSIM). In addition, FCN-FD showed the second-best scores.

Therefore, we confirmed the effectiveness of the frequency domain

loss, and the weight matrix contributes to the improvement of esti-

mation accuracy. Note that we also confirmed that the effectiveness of

the proposed method qualitatively.

Conclusion

We proposed a deep learning model to correct sinograms that intro-

duces frequency domain information in loss function to reduce

artifacts in sparse-view CT. We introduced the weight matrix is

applied to the frequency domain loss function to focus on the high-

frequency regions. Experimental results show that the effectiveness of

the weighted frequency domain loss function quantitatively and

qualitatively.
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Purpose

Computed tomography (CT) is essential for the diagnosis of various

diseases, such as pneumonia or lung carcinoma. A higher resolution is

required for a more accurate diagnosis. However, the resolution is

limited by the geometrical constraints of the CT scanner, such as the

X-ray focal spot size or detector element pitch, and the reconstruction

algorithm applied. Therefore, machine-learning-based super-
Fig. 1 Frequency pattern of the sinogram. (a) original sinogram,

(b) power spectrum of (a), and (c) weight matrix W
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resolution has attracted attention for restoring high-resolution (HR)

CT images from low-resolution (LR) CT images.

Deep-learning-based super-resolution techniques have recently

achieved remarkable results. These are classified into end-to-end or

blur-kernel based approaches, the latter of which are more reliable

because its process is more transparent than that of the end-to-end

approach, which is a black box. Some of the blur-kernel based

approaches assume the underlying blur kernel to be known, such as a

bicubic kernel or a Gaussian kernel. However, the blur kernel of a

given CT scanner is often unavailable.

This paper focuses on the problem of a blind SR of CT images,

that is, the super resolution that occurs when the underlying blur

kernel is unknown. A related study was conducted on a deep alter-

nating network (DAN) [1], for which a joint blur kernel estimation

and super resolution were proposed but an estimated blur kernel was

not explicitly used. By contrast, the deep Wiener deconvolution

network (DWDN) [2] applies an explicit deconvolution process in a

feature space by integrating a classical Wiener deconvolution

framework with learned deep features. However, it was applied to a

deblurring problem using an encoder-decoder architecture, but not to

the super resolution, for which the encoder–decoder architecture has

been shown to provide poorer results.

This paper presents a blind SR method that applies a blind super-

resolution by integrating an explicit Wiener deconvolution in a joint

blur-kernel estimation and super-resolution framework. We demon-

strate an improvement in the super resolution by applying the

proposed method to a micro-CT image.

Methods

We employ the architecture proposed in DWDN to explicitly deblur

an input LR image in an LR feature space using Wiener deconvolu-

tion with an estimated two-dimensional blur kernel. We propose a

super-resolution architecture for the feature refinement module by

referring to the architecture used in the residual channel attention

network (RCAN). Specifically, we pass the deblurred deep features

obtained from the Wiener deconvolution to the residual in residual

(RIR) module proposed in RCAN. Finally, the output from the RIR

module was upscaled through an upscale module.

During the training process, we minimize the sum of the estimator

and restorer losses of Eqs. (1)–(3) in an alternating manner, through

which the network of the estimator is trained while the network of the

restorer is fixed, and vice versa.

Lestimator ¼ L1 Est:kernel; GT kernelð Þ ð1Þ
Lrestorer ¼ L1 SR; HRð Þ þ a � Lperceptual SR; HRð Þ ð2Þ
Loss ¼ Lestimator Est:kernel; GT kernelð Þ þ Lrestorer SR; HRð Þ ð3Þ

Results

Micro CT images with a 70-mm pixel size were used as HR images,

and we estimated it from pseudo LR (PLR) images synthesized

through blurring and subsampling the HR images. In this study, to

realize blind super-resolution, the blurring process employed an iso-

tropic Gaussian kernel with a standard deviation of 0.8–3 pixels for

every training iteration. The blurred images were then downscaled by

a factor of 4 to generate PLR images whose pixel size was almost

similar to that of a clinical CT image. We used HR CT volumes of

two cases for training, and an HR CT volume of a case for validation

and a different case for testing.

Because a Wiener deconvolution is carried out within the LR

feature space (i.e., on extracted features with the same spatial size as

the LR image), we need to provide the restorer with a deblur kernel.

We assume the standard deviation of the deblur kernel to be one-

fourth of the ground truth Gaussian SR blur kernel, i.e., in the range of

0.2–0.75.

Table 1 Evaluation indices of test dataset

    Model    PSNR (dB)      SSIM
 Proposed 

Model    33.49 0,907

     DAN 33,37 0,906

The model with the largest peak signal-to-noise ratio on the val-

idation images was applied to the test images. It can be seen from

Fig. 1(c) and (d) that the proposed SR image at iteration T = 4 is

significantly improved compared to that at T = 1, which shows the

superiority of the minimization in an alternating manner and using the

estimated blur kernel. In addition, the proposed SR images have fewer

artifacts compared with those of DAN, as shown by the red arrows in

Fig. 1(f) and (g).

Table 1 shows the PSNR and SSIM of the test dataset, where the

proposed model is superior to DAN by 0.12 dB and 0.001 on average,

respectively. We suppose that one of the reasons for the improvement

is the successful estimation of the blur kernel. For instance, the

average L1 loss, shown in Eq. (1), of the estimated kernels over the

test dataset during experiment 1 was 0.00047.

Conclusion

We proposed a blind SR method that integrates a Wiener deconvo-

lution in a joint blur kernel estimation and a super-resolution

framework. We applied the proposed method to pseudo LR images

generated from micro-CT images and found the effectiveness of

explicitly using a blur kernel.

Fig. 1 SR images of test dataset whenr of blur kernel is 2.16 [pixel]

S28 Int J CARS (2022) 17 (Suppl 1):S1–S147

123



Acknowledgements

This work was partly supported by MEXT/JSPS KAKENHI Grant

Numbers 20H03908.

References

[1] Huang Y, Li S, Wang L, Tan T (2020) Unfolding the alternating

optimization for blind super resolution. Advances in Neural

Information Processing Systems, vol. 33.

[2] Dong J, Roth S, Schiele B (2020) Deep Wiener Deconvolution:

Wiener Meets Deep Learning for Image Deblurring. Advances

in Neural Information Processing Systems, vol. 33.

Compensation of deformable motion for vascular

interventional cone-beam CT with a vessel-targeted

approach

A. Lu1, W. Zbijewski1, M. Unberath2, J. Siewerdsen1,3, C. Weiss1,3,

A. Sisniega1

1Johns Hopkins School of Medicine, Department of Biomedical

Engineering, Baltimore, United States 2Johns Hopkins University,

Department of Computer Science, Baltimore, United States 3Johns

Hopkins University School of Medicine, Russell H. Morgan

Department of Radiology, Baltimore, United States

Keywords Motion compensation, Interventional radiology, Cone-

beam Computed Tomography, Deep learning

Purpose

Cone-beamCT (CBCT) has seen increased use in the interventional suite,

with application to intraprocedural guidance and quality assurance. CBCT

has demonstrated improved visualization of small vasculature, critical in

selective embolization procedures, compared to 2D imaging, due to

reduction in anatomical clutter and ability for 3D localization. However,

interventional robotic C-arms suffer from moderately long image acqui-

sition time ([6 s) that is susceptible to involuntary patient motion from a

complex combination ofmotion sources. The resulting deformablemotion

is poorly suited to compensation approaches that invoke temporal peri-

odicity or use external tracking devices and physiological signals to infer

internal motion. Image-based autofocus has demonstrated potential for

soft-tissue deformable motion compensation by optimizing image prop-

erties associated to motion-free images (e.g., sharpness). However,

conventional autofocus metrics are often agnostic to the imaging task, and

act on the complete image, which may result in poorly conditioned

problems that challenge the autofocus optimization. Robust autofocus

compensation could be obtained with targeted approaches featuring met-

rics specifically designed to promote image features associated to intricate

vascularity depiction, such as presence of sparse, tubular-shaped struc-

tures. While pertinent to enforcement of vascularity, such metrics can

promote unrealistic appearance in regions not containing vascular struc-

tures and must be accurately targeted to a region of interest. This work

presents an approach for deformable motion compensation targeted at

vascular imaging in the abdomen via a novel vesselness autofocus cost-

function and a strategy for accurate identification of target vascularity.

Methods

The method builds on two premises: moving vasculature is suffi-

ciently conspicuous in 2D projection data (prior to CBCT

reconstruction); and that vascular structures exhibit a tubular-like

appearance that can be exploited for 3D motion-compensated

reconstruction. Building from these premises, the approach in Fig. 1

was developed as a two-stage framework: i) automatic segmentation

of vascular regions-of-interest (ROIs) in projection data to yield an

approximate volumetric distribution of the target vascularity; and, ii)

a deformable motion compensation approach based on a novel aut-

ofocus metric designed to promote the presence of vessel-shaped

structures in the target region.

Vascular target generation
Segmentation of 2D distributions of contrast-enhanced vasculature

and the associated catheter were obtained with a two-class deep

convolutional neural network (CNN) based on the U-Net architecture.

The deep-CNN included 4 encoding blocks followed by 4 decoding

blocks, each including three 3 9 3 convolution layers followed by

ReLU activation and 2 9 2 pooling, resulting in a total of 1.73 mil-

lion parameters. The 2D segmented vascularity was backprojected to

generate an approximate volumetric ROI containing the target vas-

cular tree and catheter in the reconstruction domain. Residual

inconsistencies between the masks obtained in individual projection

views were mitigated by removing regions of the volumetric mask

receiving contributions from less than 30% of the total number of

projection views.

Targeted motion compensation framework
The autofocus motion compensation algorithm is based on quantifi-

cation of the image ‘‘vesselness’’ within the target region, where

vesselness is described in terms of the 3D Hessian within the ROI,

yielding a metric assigning large scores to voxels likely to be mem-

bers of a tubular structure. This metric is incorporated in the

autofocus cost function to promote spatially sparse, vesselness for

voxels inside the ROI, as expected for reconstruction of fine vascular

structures. The autofocus cost function also includes a gradient

entropy term acting outside the ROI to simultaneously drive global

image sharpness as described in [1].

The 4D motion vector field is modelled as a spatio-temporal

arrangement of 14,256 B-spline knots that is integrated into a warped

backprojection method to generate a motion-compensated volume.

The motion trajectory minimizing the autofocus cost-function was

obtained via stochastic numerical optimization with the covariance

matrix adaptation—evolutionary strategy (CMA-ES).

Fig. 1 Vascular motion compensation framework integrates neural

network inference and iterative optimization. The U-Net trained on

synthetic TACE forward projections produces semantic segmenta-

tions of catheter and vasculature in each projection view. These

segmentations can be backprojected to form a coarse 3D mask that

captures the region containing vessels. This region is targeted for

deformable iterative motion compensation, using a vascular autofocus

cost function to improve image quality and reduce motion artifacts,

particularly within the ROI
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Table 1 Intersection over union (IOU) values

Mo�on Compensa�on Target IOU Improvement
vasculature refined vasculature catheter refined catheter

test set (mo�on free) 0,69 0,74 0,82 0,83 -
mo�on-affected case 0,42 0,50 0,70 0,69 25,01%
clinical 0,13 0,34 - - -

Vascular Mask Genera�on IOU

Training and evaluation datasets

The vascular target segmentation network was trained and evaluated on

simulated datasets obtained from 54 liver MDCT scans from the CT-

ORGdataset.A total of 560CBCTprojectionsweregenerated per scan to

include synthesized catheters (2.5 mmdiameter, 1400HUcontrast) and a

vascular tree [2] spanning from the catheter entrance to (15–35) points

randomly distributed in the liver. The vascular structures ranged

1.0–3.3 mm diameter with 1400 HU contrast to liver parenchyma.

Smooth, deformable, time-varying motion fields with 15 mmmaximum

motion amplitude were induced to each volume to generate motion-

contaminated data. Performance assessment was obtained with a test

dataset obtained analogously to the training containing 2800 projection

views.Validation studies were performed using two scans from a clinical

C-arm CBCT (Artis Zee, Siemens Healthineers) acquired during TACE

procedures, in which vascularity was manually segmented.

Results

The vascular target segmentation method yielded accurate depiction

of the vascular anatomy and catheter region in the test dataset, as

demonstrated by the intersection over union (IOU) values shown in

Table 1. The primary detriment to segmentation accuracy was (non-

vascular) anatomical clutter arranging into vessel like structures. The

projection consistency method used to refine network predictions

resulted in near complete removal of such hallucinated, false-posi-

tives in segmentation (Table 1), resulting in an average improvement

of 7% in IOU in cases with no patient motion and 19% in presence of

motion. The segmented vascular trees featured a realistic visual

appearance (Fig. 1). Lower IOU values were observed in clinical

cases, largely attributable to detection of enlarged vessel regions,

compared to the reference. The enlarged estimated vascularity how-

ever followed the same spatial distribution depicted by the manual

segmentation, resulting in accurate identification of the vessel-con-

taining region of interest for autofocus.

Autofocus motion compensation was performed on a simulated

case yielding restoration of vascular structures. Threshold-based

segmentation of the vascular anatomy in the motion-compensated

CBCT demonstrated an IOU improvement of 25% compared to the

motion-affected image, using the motion-free volume as reference.

Mitigation of motion-induced distortion and improved visualization

of vascularity was also observed in the reconstructed volumes,

improving the connectivity of the vascular tree (green arrows in

Fig. 1), recovery of fine vascular structures obfuscated by motion

corruption (magenta arrows in Fig. 1), and restoration of the tubular-

shape in highly distorted vessels (inset, Fig. 1).

Conclusion

Targeted motion compensation for interventional vascular CBCT was

developed via combination of a deep learning-based approach for

segmentation of vascular structures and catheters in projection data

and a novel, vessel-promoting, autofocus cost function. The results in

the testing datasets yielded accurate segmentation of the vascular

target region in projection data and improved visualization of small

vessels affected by complex deformable motion. The proposed tar-

geted concept with identification of target anatomical structures and

metrics specifically tailored to vascular imaging tasks poses an step

towards robust motion compensation for reliable delineation of small

vascularity in interventional CBCT.
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Purpose

Percutaneous cryoablation is a cancer treatment intended to destroy

malignant cells by inducing cryoinjury in the affected tissue volume.

It has been used to treat cancer in different areas, including the kidney,

prostate, liver, breast, and bone. Typically, one or more cryoprobes are

inserted into or around the tumor to rapidly remove heat from the tis-

sues. An ellipsoidal frozen volume forms as the cryoprobe absorbs heat.

This frozen volume, also called iceball, continues to expand until the

desired ablation margin is achieved. The iceball is visible in most

cross-sectional imaging modalities such as ultrasound, CT, and MRI,

potentially allowing real-time confirmation of the tumor coverage by

the iceball and the avoidance of nearby critical structures. In particu-

lar, MRI offers excellent visualization of both the target tissue and

the iceball, which makes MRI a good choice for focal cryoablation of

prostate cancer [1]. However, monitoring the leading edge of the ice-

ball in 3 dimensions (3D) is not intuitive and often requires a careful and

time-consuming slice-by-slice review of the volumetric image.

Ensuring a proper target volume (i.e., visible tumor plus a safety

margin) coverage while minimizing damage to surrounding structures

is crucial to achieving the expected clinical outcomes and depends on

adequate iceball monitoring. The failure to properly monitor the ice-

ball growth can lead to insufficient or excessive ablation causing local

recurrence and postprocedural morbidity. This study presents a pre-

liminary evaluation of an artificial intelligence (AI)-based

automatic iceball segmentation software tomonitor the iceball growth

during MRI-guided cryoablation. The software was incorporated into

an open-source medical imaging software, 3D Slicer (https://www.sli

cer.org/), for 3D visualization and validated using retrospective clinical

data obtained during MRI-guided focal cryoablation procedures.

Methods

This study developed a custom automatic segmentation soft-

ware implemented in Python with imaging machine-learning

frameworks, MONAI, and SimpleITK. Visible iceballs on intrapro-

cedural MRI were automatically segmented using a convolutional

neural network (CNN) model based on the 3D U-Net [2]. The model

was trained using intraoperative MR images of the prostate obtained
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during 46 MRI-guided cryoablation procedures. In all cases, 17-gauge

cryoprobes (IceSeed, Galil Medical Inc., Yokeneam, Israel) were

inserted transperineally using a guiding template and a custom-made

planning software. The number of cryoprobes depended on target size

and location. Among the 46 cases, we had a median of two cry-

oprobes and a maximum of 6 probes. The intraoperative monitoring

images were acquired during the procedure at different time stamps

using a T2-weighted turbo spin-echo sequence (20 slices, 3 mm slice

thickness, FOV of 157 9 180 mm, and 168 9 192 matrix). As part of

a previous study, iceballs were manually segmented on 119 images

consisting of 77 training, 21 validation, and 21 test images. The

training and validation images were randomly selected and used for

training, while the test images were used to compute Dice Similarity

Coefficient (DSC) between the manual and automatic segmentation.

The model was incorporated into a custom plug-in module for 3D

Slicer so that the segmentation result can be converted to a 3D surface

model and visualized along with 3D anatomical models on the fly.

Results

The average DSC between the manual and automatic segmentation

was 0.843 ± 0.208. Figure 1 presents the results of a representative

case, where an 11 cc target volume located at the peripheral zone was

ablated using two cryoprobes. The top two plots show the change of

the iceball volume throughout two freezing cycles and the percentage

of target volume encompassed by the iceball, respectively. Additional

safety margins were added by equally dilating the segmented target

volume in all directions to compensate for possible target segmen-

tation and image registration errors during the procedure. Figure 1b

shows two examples of safety margins and how additional margins

affect the target volume coverage. The use of this type of safety

margin will depend on several factors, such as the prostate region

where the target is located, proximity to critical structures, and size of

the target volume. In order to assist the physician, the software

allows for the visualization of the 3D surface model of the target

volume, the segmented iceball and models of the prostate gland,

neurovascular bundles (NVB), and the external urethral sphincter

(EUS), as presented in Fig. 1.

Conclusion

This study presented an AI-based software for intraoperative auto-

matic iceball segmentation. Our preliminary evaluation results

suggest the feasibility of using a CNN, in particular a 3D U-net,

for iceball segmentation. The software achieved an average DSC

value above 0.8, which is suitable for our application. However, it

was possible to observe the presence of iceball segmentation artifacts

in the rectum and other darker image areas. Those artifacts won‘‘t

significantly affect the target coverage analysis but might impair the

3D visualization and automatic calculation of ablation margin. We

are currently improving the automatic segmentation by adding

patient-specific input data, such as the type of cryoprobe and their tip

location before the freezing cycles. This additional information will

help the algorithm avoid artifact segmentations outside the ice-

ball. Besides, it is well known that MRI image quality may

vary, therefore, the algorithm should be robust to variations in the

image quality. The software will be integrated with the current 3D

Slicer module used for focal cryoablation in our institution and will

assist the physician during the intraoperative monitoring. As future

work, we intend to extend this work to other organs where the 3D

evaluation of the ablation margin is equally challenging.
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Purpose

Aortic hemodynamics associated with bicuspid aortic valve (BAV) is

affected by the BAV morphology. However, due to the morphological

variety of BAV, the relationships between BAV morphology and

aortic hemodynamics have not been well clarified. We experimentally

investigated influences of BAV morphology on aortic hemodynamics

using an MRI-compatible pulsatile flow circulation system.

Methods

Two types of BAV models with cusp angles of 240�–120� (asym-

metric BAV) and 180�–180� (symmetric BAV) were prepared using

bovine aorta and pericardium. The MRI- compatible pulsatile flow

circulation system, which duplicated the thoracic aortic circulation,

composed of an elastic left ventricle model, aortic valve model, aortic

arch model, aortic compliance chamber, resistive unit, left atrium

pressure chamber, and polymeric valve as an alternative to the mitral

valve, was developed. The elastic left ventricle model was operated

using a pneumatic control system to simulate periodically contracting

and relaxing myocardium. The aortic arch model with the geometries

based on the literature values of young human aortic arch were

devised. The aortic arch model was created in a tunnel shape rather

than a tubular shape, to provide a static signal for background phase

correction during MRI. The characteristics of aortic valvular outflow

jet and circulation values of secondary rotational flow in the aortic

arch model were qualitatively and quantitatively evaluated using 4D-

flow MRI. Streamlines at peak systole were compared among 4 BAV

morphologies including right and left coronary cusps fused BAV (R/L

type), right and non-coronary cusps fused BAV (R/N type), left and

non-coronary cusps fused BAV (L/N type), and symmetric BAV.

Circulation values of secondary flow were calculated at 3 cross-sec-

tions (level corresponding to the proximal, middle, and distal parts of

the ascending aorta) to quantify the magnitude of helical components

of secondary flow.

Results

Markedly eccentric aortic valvular outflow jets directed to the aortic

wall faced to the smaller leaflet were present in the 3 asymmetric

BAVs. In the R/L type of BAV, an eccentric jet impinging on the

outer curvature of the ascending aorta was present. In the R/N type of

BAV, a left-posterior directed jet shifting to the outer curvature of the

proximal aortic arch was present. In the L/N type of BAV, an

eccentric jet impinging on the left-anterior wall of the proximal

ascending aorta was observed. In the symmetric BAV, mildly

eccentric outflow jet, which did not impinge on the ascending aortic

wall, was present. The asymmetric BAVs induced larger circulation

of secondary flow in the ascending aorta, compared to the symmetric

BAV.

Conclusion

Our study indicated that the angles and orientations of the BAV

impacted on the locations of outflow jets impinging on the aortic wall

and circulation values of secondary flow. In the asymmetric BAVs,

the direction of jet was influenced by the position of smaller leaflet.

Our data suggests that the R/L type of BAV may be a risk factor

inducing an asymmetric ascending aortic aneurysm bulged toward the

aortic outer curvature. The R/N type of BAV may be a risk factor of

an ascending aortic aneurysm involving the transvers arch, whereas

the L/N type of BAV may induce an aortic aneurysm involving the

proximal part of the ascending aorta.

The CathPilot: a novel approach for accurate

interventional device steering and tracking
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Purpose

Catheter-based procedures, the primary surgical interventions for

treating cardiovascular diseases, have high failure (* 20%) and high

complication rates (* 30%) [1]. This is due to the key challenges of

accurate device steering and navigation. The long and flexible devices

(e.g., catheters and guidewires) engage with the tortuous anatomy

along their length and are manipulated remotely from outside of the

patient’s body. These limitations constrain the reachable workspace

of the device tip and reduce its controllability. Furthermore, these

procedures are guided with 2D projection X-ray fluoroscopy that does

Fig. 1 Experimental setup with, in this case, the CathPilot steering

the guidewire to access a 1.25 mm target hole in an artery phantom

under simulated x-ray
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Table 1 CathPilot performed significantly faster in crossing

the occlusion

Crossing �me [s] Success Rates

Non-Steerable Catheter
420 ± 219
(n=15) 53,3%

Steerable Catheter
239 ± 182
(n=15) 93,3%

CathPilot
81 ± 133
(n=15) 100%

not provide 3D spatial feedback. In angioplasty, these limitations lead

to challenges in crossing the occlusion with a guidewire for revas-

cularization and ultimately technical failure of the procedure. In this

study, we assess the performance of a novel steerable catheter

(CathPilot) in crossing such occlusions in ex vivo phantom models.

Methods

The CathPilot is an expandable cable-driven manipulator that allows

for localized device steering and tracking relative to the anatomy [2].

Once the expandable frame is at the location of interest, the user

deploys it by retracting its delivery sheath. The frame expands and

acts as a mechanical reference for the manipulation and tracking of

the device. The steering capability of the device is independent of the

local environment and the tortuosity of the path. Sensors coupled to

the cables allow for tracking the position of the device to display it in

a user interface (UI) for full 3D feedback in conjunction with con-

ventional x-ray. We have proved that this system has similar steering

capability regardless of the shape and size of the local anatomy [2].

For assessment of the system, we designed an ex vivo phantom study

with an occluded arterial phantom model to compare the CathPilot’’s

performance against a conventional non-steerable catheter and a

steerable catheter. The artery model had an inner diameter of 10 mm.

Using each method, three users were asked to access a 1.25 mm target

hole within the occluded lesion (5 lesions used) using a 0.89 mm

guidewire under a simulated fluoroscopy setup (Fig. 1). With a

10-min time limit, we compared crossing times and success rates.

Results

As predicted, the CathPilot performed significantly faster in crossing

the occlusion (, two-way ANOVA) (Table 1). It was also always

successful at hitting the 1.25 mm target, while the conventional non-

steerable and steerable catheters sometimes failed.

Conclusion

The novel CathPilot promises to overcome the limitations of con-

ventional devices; it directly addresses the challenges of catheter

control by providing direct manipulation, accurate positioning, and

tracking of the device tip. This allowed the CathPilot to perform

significantly better in an angioplasty phantom model compared to its

conventional counterparts. Future directions include optimization and

testing for other procedures.
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Purpose

Atrial fibrillation is one of the arrhythmias which can be a predictor of

stroke and heart failure. The estimated number of patients in Japan is

1 million in 2020 and it is expected to increase in the future. One of

the treatments of atrial fibrillation is catheter ablation. Pulmonary

vein isolation with catheter ablation is reported to be an effective

method for the treatment of atrial fibrillation, and currently, balloon

catheter ablation and radiofrequency catheter ablation are established

treatments [1]. Pulmonary vein isolation using a balloon catheter is

characterized by shorter operation time and simpler catheter manip-

ulation compared with conventional radiofrequency catheter ablation

[2]. However, due to the limitation of balloon size, some cases have

been reported to be unsuccessful. Some studies implied that contact

force of cryoballoon to pulmonary vein might be a great predictor of

success in cryoballoon ablation, but it is still not proven yet. There-

fore, in this study, we developed a left atrial and pulmonary vein

model that can detect the contact force by the cryoballoon catheter.

Methods

Based on the patient’s computed tomography data, a 3D printed left

atrial and pulmonary vein model was fabricated. Using the 3D printed

model, an elastic left atrial and pulmonary vein model was developed

using a silicone. Then, a newly-designed sensing unit using a pressure

transducer was placed around pulmonary veins of the silicone model

Fig. 1 a Changes in pressure acting on pulmonary vein model

without contact with cryoballoon, b Changes in pressure acting on

pulmonary vein model in contact with cryoballoon. The blue dotted

area indicated the region where the cryoballoon was in contact with

pulmonary vein model

Int J CARS (2022) 17 (Suppl 1):S1–S147 S33

123



to detect the contact pressure. To simulate the in vivo environment,

pressures of left atrial and pulmonary vein were duplicated in the

experiments.

We sought to assess pressures acting on the pulmonary vein model

in contact with cryoballoon under physiological pressure environ-

ments. First, cryoballoon was inserted into the left atrium-pulmonary

vein model by the physician. Then, pressures acting on the pulmonary

vein model without contact with cryoballoon and in contact with

cryoballoon were measued and compared.

Results

The left atrial internal pressure was duplicated in the physiological

ranges between 4.4–7.3 mmHg. The results shouwed that when the

cryoballoon was not in contact with the pulmonary vein model, the

maximum pressure acting on the pulmonary vein model was

5.7 mmHg (Fig. 1a). When the cryoballoon was in contact with the

pulmonary vein model, the maximum pressure acting on the pul-

monary vein model was 28 mmHg (Fig. 1b). We could successfully

measure the contact pressure acting on the pacient-specific atrial and

pulmonary vein model.

Conclusion

We could successfully develop the elastic atrial and pulmonary vein

model based on a patient’s CT data. Using the patient-specific model,

the contact pressure acting on the pulmonary vein model could be

measured. The methodology developed in this study will be useful to

investigate influences of left atrium anatomical characteristics on

success of crypoballoon ablation in terms of the contact pressure.
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Purpose

Various transcatheter mitral valve repair devices are emerging,

however, its preclinical evaluation method has not been established.

As they repair and preserve the native valves, valve repair devices

should be evaluated on disease models instead of normal valves.

However, diseased animal model is not easy to produce in the point of

its cost, technique, and reproducibility. Thus, we aimed to develop a

repairable in vitro mitral regurgitation model for preclinical evalua-

tion of transcatheter mitral valve repair devices. We focused on

functional mitral regurgitation because their surgical results are

controversial, therefore, transcatheter devices may play a bigger role

compared to degenerative mitral regurgitation.

Methods

Whole swine hearts were obtained from an abattoir (n = 6). The

hearts were dissected and the mitral complex including the left atrium

were explanted. The annulus was dilated with an original dilator

which had been chosen according to each annular size. They were

simultaneously immersed in collagenase for effective dilation and to

prevent tissue injury. Left atrium was trimmed and sutured to a sili-

cone sheet which was then inserted between left atrium and left

ventricle models of the pulsatile circulation simulator. Papillary

muscles had been immersed in glutaraldehyde to prevent tissue injury

before they were secured to the left ventricle box. The pulsatile cir-

culation simulator was then driven at a pulse rate of 70 bpm. Mean

flow and aortic pressure were adjusted to approximately 4–5 L/minute

and 110–140/70–90 mmHg respectively. Regurgitant fraction was

measured before and after the valve repair procedure: the edge-to-

edge technique. We chose the edge-to-edge technique as a repairing

method because this technique became the basis of MitraClip which is

the only transcatheter mitral valve repair device available in the

United States, Europe, and Japan.

All data were recorded continuously for 6 beats and averaged.

Continuous variables are expressed as mean ± standard deviation.

Paired t-test was employed to evaluate the difference between the

regurgitant fraction before and after the procedure.

Results

The annular size of the porcine hearts was 140.3 ± 5.9 mm in

average, which were dilated to 153.4 ± 7.1 mm (p\ 0.05). Mean

flow and aortic pressure before and after the procedure was

4.1 ± 0.2L/minute vs 3.9 ± 0.4L/minute (p\ 0.05) and

122/80 mmHg vs 122/78 mmHg (p = 0.95) respectively. Mean

regurgitant fraction was 46.9 ± 2.6% and 27.8 ± 3.2% (p\ 0.05)

before and after the procedure.

Conclusion

We developed an in vitro functional mitral regurgitation model.

Regurgitant fraction was 46.9% which was compatible with moderate

to severe mitral regurgitation. This fulfills the indication of mitral

valve repair. This model was also repairable using the edge-to-edge

technique which was proved by the regurgitant fraction as low as

27.8%. Moreover, the narrowing of the effective orifice area induced

by the edge-to-edge technique was reflected in the decrease of mean

flow. Therefore, this model may not only evaluate the positive effects

but also detect adverse effects of the procedure.

We are planning to test the model whether it can be repaired with

other techniques such as the annuloplasty technique. In vitro degen-

erative mitral regurgitation model is under development. These

models may help the development and evaluation of novel tran-

scatheter mitral valve repair devices.
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Purpose

Augmenting X-Ray (XR) fluoroscopy with anatomic overlays (road-

maps) rendered from 3D CT or MRI images is an essential technique

to improve the guidance of the catheterization procedures. Current

augmentation methods use static roadmaps without adaptation to the

actual patient’s cardiac and respiratory state. Following initial regis-

tration, respiratory motion in head-feet direction is, however, a major

cause of introducing mismatch to the superposition. In our previous

study [1] we have applied the convolutional neural network (CNN) to

fluoroscopic image pair as input with the target values being the

displacement of the diaphragm between these frames to extract the
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respiratory motion. Good agreement with the reference method

implying template matching over the diaphragm edge using cross-

correlation could be achieved and the related motion waveform could

be reliably extracted. However, the predicted displacements were

highly overestimated when used for the adjustment of the roadmap. In

this work, we propose to use instead of the diaphragm a reference

catheter which remains static to the heart and thus correlates well with

the respiratory induced motion.

Methods

In transcatheter aortic valve implantation (TAVI) procedures rapid

right ventricular pacing is used to ensure balloon stability during

deployment of the artificial aortic valve. The respective catheter with

its single electrode is clearly visible in the X-ray fluoroscopy images

and moves synchronously with the aortic valve which is a target

structure in these procedures. As such it appears promising to be used

as a target for deriving displacements between fluoroscopic frame

pairs by a respectively trained CNN.

Training data were derived from TAVI procedures performed at

the Ulm University Medical Center. 64 fluoroscopy runs of

512 9 512 pixels resolution containing the rapid pacing catheter were

preprocessed and labeled. The displacements were calculated by

defining a rectangular region of interest (ROI) of 15 9 15 pixels

around the catheter tip and tracking its motion through the run with

template matching using normalized cross-correlation. All possible

permutations of frame pairs were created for each run, which results

in a total of 410.298 samples with target displacement values in the

range of ± 66 pixels. Samples were split into training-, validation-

and test- sets with a ratio of 81%/5%/14%.

The problem was addressed with a rather generic network similar

to those for optical flow estimation FlowNetSimple proposed by

Dosovitsckiy et al. [2], allowing the network to decide itself how to

process the image pairs and extract the displacement. The network,

consisting of multiple convolutional- and pooling operations before

providing the output value from the final fully-connected layer was

implemented in Keras and trained on a GeForce GTX 1060 6 GB

graphics card for 10 epochs.

Results

Figure 1 visualizes the superposition of the target values derived from

cross-correlation and prediction for fluoroscopy runs of the test

dataset. Mean absolute error (MAE) averaged over the entire test

dataset comprised 8.7 ± 2.5 pixels or 3.0 ± 0.9 mm. The respiratory

waveform could be extracted from all runs of the test dataset and

could be used for respiratory rate and phase detection.

Figure 2 demonstrates an example of motion compensation using

cross-correlation over the rapid pacing catheter (b) and network

prediction (c) compared to the non-compensated reference frame

(a) for a single fluoroscopic frame of the test run from Figure 2 (a).

Whereas cross-correlation highly overestimates the motion amplitude,

an excellent match could be achieved when compensated with the

predicted displacement. According to attention heatmap plot (d), used

to visualize the importance of different regions of the input images for

the prediction, the network composes its decision from multiple

features in the image and catheter (white arrows) seems not to be

important for prediction. These features vary across different fluo-

roscopy runs and often includes diaphragm and heart edge.

Conclusion

Convolutional neural network has been shown to be capable to extract

respiratory motion waveform from fluoroscopic frames with accuracy

sufficient to reliably detect respiratory phase and rate. As compared to

the diaphragm, rapid pacing catheter represents a uniform structure

and as such is much easier to be automatically tracked providing more

reliable displacement values for the training. Apparently, smoothed

waveforms were obtained as compared to the reference method based

on tracking of the rapid pacing catheter with cross-correlation. Large

absolute displacements were often underestimated by the network

reflecting, however, much better the motion pattern of the target organ

as compared to the motion of the rapid pacing catheter, leading to

improved motion compensated image fusion. The drawback of the

proposed approach is using a single scalar value for describing the

motion and can be further addressed by extending the network to

predict the 2D displacement vector instead.
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Purpose

MRI-targeted biopsy of the prostate is critical to the diagnosis of

prostate cancer, boasting improved diagnostic outcomes and identi-

fication of more clinically-significant cancers through the use of

intraoperative image feedback. Such biopsies include the in-bore

MRI-guided approach, which uses both preoperative and intraopera-

tive MR images in the diagnostic workup and as a needle placement

guide. In-bore MRI-guided prostate biopsies can be further divided

into transperineal and transrectal approaches. Consistent with findings

that transrectal biopsies are strongly associated with sepsis, the

transperineal method is quickly becoming widely accepted as the

superior method for prostate biopsies with or without MRI guidance.

However, the longer stroke length of a transperineal biopsy makes

such operations prone to needle deflection, leading to placement

inaccuracy, inadequate sampling, and missed targets. Deflection can

be countered via a closed-loop feedback system which integrates real-

time image processing with robotic needle control processes to drive

needle insertion and guidance; however, no such integrated needle

tracking and guidance system exists. Therefore, the unmet need that

this research seeks to address is the lack of system integration

methods to seamlessly integrate real-time MR imaging with

transperineal in-bore robotic needle guidance. If this need remains

unmet, consequences will include decreased needle placement accu-

racy and lower rates of diagnostic success in transperineal prostate

biopsy procedures, or continued use of transrectal biopsies and higher

postoperative infection rates.

The objective of this study is to address this need through the

development of system integration methods to utilize intraoperative

images to drive transperineal targeted needle placement with

responsive guidance via real-time MRI imaging, with the hopes of

eventually translating our findings to the fusion approach. This paper

presents the design, development, and preclinical evaluation of an

Open Network Interface for Image-Guided Therapy (OpenIGTLink)-

integrated robotic system for targeted transperineal prostate biopsy

guided by continuous MRI.

Though some may argue that it is not necessary to perform

prostate biopsies with the assistance of real-time MRI guidance, we

first emphasize the increased difficulty of achieving accurate needle

placement in the transperineal approach and the need for a guidance

system. Furthermore, we are using in-bore biopsy as a research

platform to validate the robotic system prior to translating the system

to the fusion approach. In-bore MRI imaging is an ideal research tool

that facilitates data collection in the research process, as image quality

is high and we avoid the error that would be caused by image fusion

while registering pre-procedural MRI to intra-procedural TRUS.

However, once the system is completed and validated, in-bore MRI

may no longer be necessary as we hope to translate our system to the

fusion approach.

Furthermore, we respond in advance to concerns about the cost

and complexity of a robotic system by emphasizing our efforts to

simplify the system as much as possible and pointing to past robot-

assisted needle intervention technologies that have achieved cost-ef-

fectiveness via a number of strategies. Cost to the patient for an in-

bore MRI prostate biopsy is comparable to, if not lower than, the cost

of the alternative fusion approach due to insurance payment schema.

Methods

System design: The core of the system consists of the robot needle

guidance system and its associated robot controller software con-

nected via a fiber optic cable, a bridging software, and a Slicer-based

command center module. The robot controller, bridge software, and

Slicer module achieve bidirectional communication via Open-

IGTLink server and client connections. The custom Slicer module

provides (1) IGTLink server control, (2) coordinate system calibra-

tion, (3) robot control via target setting and command, (4) robot status

monitoring, and (5) incoming MR image reception. An MR marker-

based calibration device (Z-frame) is utilized in conjunction with the

Slicer module interface to automatically register the MR image to the

physical coordinate system and generate a calibration matrix for

conversion between the two systems. Finally, images are imported as

they are generated from the MRI scanner onto a Linux-based work-

station connected to the hospital‘‘s private network via the Digital

Imaging and Communication in Medicine (DICOM) protocol, where

they are processed and utilized in the robot control process initiated

by the Slicer module. A diagram describing the system architecture is

included in Fig. 1.

Implementation: The surgeon begins by selecting the position of the

target lesions on the prostate images via the Slicer user interface. The

target position and a registration transform are sent to the robot

control software as OpenIGTLink messages, allowing the robot

control software to perform inverse position kinematics and trajectory

planning to identify the necessary joint positions for accurate inser-

tion [1]. As the robot moves according to these joint position

commands, the updated positions are messaged back to the robot

control software, bridging software, and the navigation workstation

Slicer module. Used in concert with continuous intraoperative MR

imaging which monitors and adjusts the position of the prostate target,

these tools provide the ability to update the surgical plan in real-time

to ensure accurate needle guidance by the robot [2].

Validation: First, frequency of DICOM image transfer from the MRI

machine to the Slicer navigation interface was measured to ensure the

system can handle a sufficient MR image transmission rate to detect

changes in lesion position and needle navigation path due to patient

movement or needle deflection and change the robot command

sequence accordingly. Second, a gel phantom test was performed to
Fig. 1 System control architecture of the prostate biopsy robot [1]
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measure the needle insertion accuracy of the robotic system,

involving four sets of five random target needle insertions to mimic

four biopsy procedures.

Results

We found that image transmission at a high rate is feasible and not a

limiting factor for robot performance. The average in-plane targeting

error of the robotic system in the insertion accuracy tests showed a

promising result for the accuracy of the navigation system.

Conclusion

We described a closed-loop system strategy which integrates real-

time MR imaging and robotic control of needle insertion, using

intraoperative images to counter needle deflection and increase

placement accuracy in transperineal biopsy. We achieved promising

results in tests of image transmission rate and in-plane targeting

accuracy, and conclude that our system has strong potential to

improve diagnostic outcomes in transperineal targeted MRI-guided

robotic prostate biopsy.
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Purpose

Augmented Reality (AR) applications have strong growth potential in

clinical practices such as needle biopsy and surgery guidance and

require important amounts of video data to be transferred with very

low latency. In this context, devices and wires see their numbers grow

in the Operating Room (OR) and a way to reduce this number is to use

5G transmission. The goal of this paper is to start demonstrating and

measuring 5G capabilities inside the OR by setting up a real time AR

application merging images from two medical modalities and over a

5G network. To provide a precise synchronization of the different

incoming images, we will operate DICOM-RTV [1] (Real Time

video) streams.

Methods

The scenario considers a situation where a patient has to undergo a

cardiac intervention procedure based on live, simultaneous fluo-

roscopy and ultrasound (US) imaging. To create the AR application

merging US and X-ray images, two calibrations should be performed

beforehand in order to get the spatial relationship between the two

planes. [2] presents the US probe calibration method. Concerning

X-ray calibration, aimed at evaluating the X-ray device projective

parameters, we performed a geometrical 2D/3D calibration using a

dedicated 3D-printed cubic phantom with embedded radiopaque

fiducials (small metal balls). This calibration was tested on a Siemens

AXIOM Artis C-Arm in TherA-Image Platform at University

Hospital Rennes.

Figure 1 represents the setup to simulate a wireless OR, as a first

step, in b\ [ com Rennes showroom. As illustrated on the figure,

we used a BCOM Platform containing 4 servers in a trans-

portable suitcase. C-arms are generally heavily connected, so we did

not set up a 5G transmission and directly connected an X-ray simu-

lator video output to the first server (DICOM-RTV Tx) to be

transformed into a DICOM-RTV stream. We then connected the

ArtUS Telemed US to a laptop to grab ultrasound images. The laptop

also contains a software to track US probe using the same framework

as for US calibration (see RGB-D based tracking described in [2]).

The probe’’s pose matrix is then sent in the metadata flow associated

with US video flow. The laptop supplies these flows to a DICOM-

RTV Transmitter (a 2nd Tx for US) equipped with a video com-

pression board. The Tx delivers a 1080p@59.94 Hz video signal, and

video is compressed using an HEVC ULL (High Efficiency Video

Coding Ultra Low Latency) codec. The compressed flow is sent to an

ASKEY CPE (Customer Premises Equipment) which communicates

with the 5G antenna as an uplink transmission. Once both DICOM-

RTV Tx are activated, the AR application in the second server (AR

Apps) exploits incoming flows to create a spatial fusion of US and

X-ray images. The US video is projected onto the background X-ray

image in a spatially coherent manner, and overlaid using

transparency.

The result of this process (a 720p@20 Hz uncompressed signal) is

sent to a DICOM-RTV Rx, responsible for displaying the AR view on

a monitor, using 5G downlink transmission. A third server (PTP

Oregano), hosting an Oregano syn1588� board, allows to synchro-

nize all devices using PTP (Precision Time Protocol). The last server

(UPF) contains the User Plane Function to communicate with

NOKIA‘‘s Radio Access Network (RAN) and transmit data between

CPE and applications servers. We based our Control Plane on

b\ [ com WEF (Wireless Edge Factory) solution deployed in

b\ [ com data center to manage network signalization. Finally, the

5G antenna was placed and oriented at 4.5 m to the CPE to respect

OR typical dimensions. We based our network on 5G NSA (Non

Standalone) architecture and used the 26 GHz frequency band, 5G

NR n257 frequency band and 100 MHz channel bandwidth, with a

backup 4G network of 2.6 GHz B38 band and 20 MHz channel

bandwidth.

Results

To validate qualitatively our AR application, the cubic calibration

phantom was filled with water. Visually coherent results were

observed by checking on the AR application that cube’’s edges in US

images fit edges in X-ray image correctly. Further tests are planned to

quantify the X-ray calibration precision based on reprojection error,

Fig. 1 Setup simulating a wireless operating room in b\ [ com

show room at Rennes
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and to quantify global calibration error using a dedicated validation

phantom. To evaluate uplink bandwidth limitations, we tuned the Tx

video compression rate and were able to send at 100Mbps without

loss. On the downlink transmission, we tested several video framer-

ates and observed no packet loss at 20 fps (480Mbps). At 25 fps

(580Mbps) some packets started to be missing and at 30 fps (700

Mbps) the image quality was degraded. End to end latency is around

300 ms which is currently not acceptable for clinical practice. This

latency is mainly due to application processing and to the final

restitution framerate (20 Hz). 5G latency is estimated around 15 ms

and is so not impacting significantly image restitution.

Conclusion

5G in the OR can make equipment easier to install, to connect and can

help sterilization. This setup allowed to test a complete real time AR

solution over 5G and helped assessing 5G possibilities and limita-

tions. 100Mbps were transferred uplink and 480Mbps downlink

without loss. Future work should include a validation of X-ray cali-

bration accuracy and a global calibration error quantification. AR

application performance needs to be improved before a final

demonstration in University Hospital Rennes to gather clinicians‘‘

feedbacks. However, this constitutes a promising step towards a 5G

connected OR.

This study was partly funded by the European Union’’s Horizon

2020 research and innovation program under grant agreement

n�856,950 (5G-TOURS project). This work also benefited from State

aid managed by the National Research Agency under the future

investment program bearing the reference ANR-17-RHUS-0005

(FollowKnee project).
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Purpose

The removal of brain tumors requires not only imaging information

such as MRI and navigation systems but also a variety of other

information such as neurological function and biological information.

However, every medical device in the operating room operates as a

stand-alone device and the network have not progressed up to the

present date. There was no information and system collaboration with

the equipment inside the operating room. Their intraoperative data

were difficult to evaluate retrospectively because the timeline of each

medical device was not synchronized. To integrate this intraoperative

data, a novel operating room, ‘‘Smart Cyber Operating Theater

(SCOT)’’, which connects the medical devices in the operating room

via a network has developed [1]. In this SCOT, the intraoperative

information is time-synchronized, recorded, and stored by the mid-

dleware ‘‘OPeLiNK’’. All information of pre-and perioperative data,

such as operative video, location and working of surgical tools,

updated navigation data by intraoperative MR imaging [2], anesthetic

information, intraoperative histopathological data, intraoperative

neurophysiological monitoring data, and so on can be displayed in the

same screen (Fig. 1). The collected mass information can be repro-

duced anytime and anywhere in one synchronized timeline. These

data are analyzed by a supervising surgeon in the ‘‘Strategy desk’’.

The main surgeon checks the arranged data and receives advice from

the Strategy desk during the procedures. Clinical experience of brain

tumor surgery using OPeLiNK in our institute is reported.

Methods

Brain tumor surgeries performed at SCOT, which had been started in

July 2018, were enrolled. In all surgeries, intraoperative information

was integrated by OPeLiNK. Intraoperative MRI with a magnetic

field strength of 0.4 T, neuronavigation, serial intraoperative

histopathological investigations of the resected tissue by rapid diag-

nosis and flow cytometry, and comprehensive neurophysiological

monitoring were used and their data were visualized in OPeLiNK.

The surgical procedure was discussed between the main surgeon and

supervising surgeon in the Strategy desk through OPeLiNK intraop-

eratively, if necessary. Clinical and radiological data from patients

who underwent resection at SCOT were analyzed retrospectively.

Results

Sixty-five patients were involved. Histopathological diagnosis was

glioma in 29 patients, pituitary adenoma in 29 patients, acoustic

tumor, radiation necrosis, and primary central nervous system vas-

culitis in 1 patient, respectively. Intraoperative discussion with the

Strategy desk through OPeLiNK was useful for not only surgeons but

also for medical staff in the operation room. Advice for the extent of

resection and craniotomy from the Strategy desk was conducted by

OPeLiNK using conversation and drawing. Although there was no

critical change in surgical procedure after discussion, advice from the

Strategy desk using OPeLiNK was more detailed than conventional

advice using a cellular phone. Entering the comment intraoperatively

was useful for postoperative review. OPeLiNK, which displays

multiple intraoperative information, was also used at the postopera-

tive conference, which enabled detailed discussion. With the aid of

OPeLiNK, interhospital communication was achieved. Intraoperative

Fig. 1 This picture shows the integrated display of ‘‘OPeLiNK’’. All

of the intraoperative information, such as macroscopic and micro-

scopic surgical view, navigation image, histogram of flow cytometry,

neurophysiological monitoring, vital signs, and anesthetic information

is displayed on the same screen

S38 Int J CARS (2022) 17 (Suppl 1):S1–S147

123



communication with the Strategy desk which was set in another

hospital was conducted in a glioma surgery case.

Conclusion

We have reported clinical experience with OPeLiNK for brain tumor

surgery in our institute. OPeLiNK was useful for not only sharing

intraoperative information with doctors outside the operation room

but also postoperative review and education for young doctors.

OPeLiNK could be useful for telemedicine in the near future.
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Purpose

Scrub nurse is one of the significant clinical staff supporting surgical

procedure in an operating theater. Smooth instrument exchange with

predicting next procedures assists surgeon‘‘s operating rhythm effi-

ciency without any distraction, though these performances are

generally limited to skilled scrub nurses who were well trained and

experienced many surgical cases. However, a chronic shortage of

scrub nurses has been severe. To compensate for this shortage, scrub

nurse robot (SNR) which aiming to achieve an efficacy at the level of

a skilled human scrub nurse during surgery has been proposed [1],

and developed by several research teams [2]. Although those have

been started developing since 2005, to the best of our knowledge from

literature, there is only one robot which has been installed into clinical

cases [2]. Because most of all other robots were based on basic

research and were focusing to develop novel functions by engineering

techniques, there have been few reports describing motivations to

install into clinical cases. The aim of our study is fabrication and

experiencing clinical cases of such practically yet robotic scrub nurse

assistant (RSN) enabled by newly proposed rule as a robotic assis-

tance for a human scrub nurse.

Methods

Specifications for the proposed RSN were designed through discus-

sions with neurosurgeons observing neurosurgical operating cases

several times. The RSN was designed with assuming practical

installation of the robot from mechanical set up, wearing sterilized

plastic covers, installation into operating field, starting manipulations

along operating staff’s work flows, and wrapping up entire system.

We figured out that when a human scrub nurse was waiting for the

moment of exchanging with holding a next instrument for coming

procedure, he/she had to keep their eyes on the operating field even

though they had other priority tasks which should be treated on the

treys. Then, the preliminary concept of the proposed RSN was defined

as a robotic assistant repeating exchange task which is the best suited

for robotic routine works. The first version of RSN was designed in a

CAD software (Inventor professional 2015, AutoDesk) having simple

liner mechanism carrying surgical instruments between an operating

surgeon and a human scrub nurse. The mechanism we newly pro-

posed in this study employs two liner stages to drive a smart phone

sized surgical trey. The size of entire components was designed as

230 9 850 mm with two degrees of freedom. Stroke length of the

liner stages is 700 mm. The blue colored treys size 100 9 200 mm

for carrying instruments and travel edge-to-edge in 0.8 s. When an

operating surgeon asked a next instrument, a human scrub nurse push

a foot switch as a trigger for machine movement (Fig. 1A).

The first version of RSN was experienced two clinical cases of

neurosurgery and obtained evaluation from operating surgeons and

human scrub nurses by asking technical and clinical questioners.

Based on the clinical feedback, the robotic hardware design was

improved for adjusting to more efficient assist and designed as second

version of RSN.

Results

Figure 1A describes the first RSN installed into clinical case. During

surgical procedure, a human scrub nurse put a next instrument on a

blue colored trey beside him/her and did other tasks till the timing for

exchanging (Fig. 1B). When an operating surgeon returns an instru-

ment on a facing empty trey, both of treys start to move to the other

side. Then, an operating surgeon grasps a next instrument and a

human scrub nurse gets the returned instrument and prepares it for

next usage after washing. Thus, the RSN contributes surgical proce-

dure without wasting time for other duty tasks. Table 1 describes the

number of instrument exchanging by utilizing the first RSN. In the

first clinical case, the RSN was used 34 times and 42 times in the

second case. During the cases, the RSN was mainly used under micro

surgical procedure in which only micro scissors, dissector, and for-

ceps were exchanged repeatedly among them. However in cases of

handing gauze, and when an operating surgeon could not release their

eyes from microscope, the robotic exchange did not have chance to

work and human scrub nurse served the instrument directly. After

experienced two cases of clinical performance, clinical staffs were

asked several questioners from the point of view of user experience

and robotic assisted surgery. Based on the feedback, a second version

of RSN was designed with functional and hardware improvement

(Fig. 1. Visible improved points are the shorten length of stroke by

Fig. 1 A The first version of robotic scrub nurse assistant. A human

scrub nurse pushes foot switch for exchanging instruments on treys.

Two liner actuators are mounted under top cover. A sterilized plastic

cover is overlaid on the top cover. B The first version of robotic scrub

nurse assistant in clinical case. An operating surgeon and a human

scrub nurse performed surgical instrument exchange with using newly

installed robotic scrub nurse assistant
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Table 1 Number of instrument exchanges by utilizing the first RSN

Gauze Non-eyes release Others
First clinical case 34 7 0 8
Second clinical case 43 4 4 15

Human Scrub Nurse
Robo�c Exchange

switching from liner actuators to rotating mechanism and instrument

serving point is mechanically exact same position by sensing feed-

back. The size of whole components was designed as 500 mm

diameter with same sized blue colored treys for exchanging on one

degree of freedom for table rotating mechanism.

Conclusion

We proposed a robotic scrub nurse assistant (RSN) and designed

its feasibility of the robot achieving surgical instruments exchange

between an operating surgeon and a human scrub nurse. The first

version of RSN experienced two clinical cases in neurosurgery and

resulted positive feedback from clinical staffs. Our design with two

liner stages is unique approach to perform effective and assists

smooth exchanging without distracting current environment beside

operating field as a robotic assistant. Ideas in discussion were taken

into account for the improvement for the second version of RSN

and we conclude this paper with the design on the second version

of RSN.

Our approach may potentially overcome the limited utility of these

conventional surgical procedures. This study warrants further inves-

tigation by fabrication of the real RSN and its mechanical and

functional evaluations in clinical experiences. From the results of

clinical usages, this presented work shows promising potential for

being adapted as part of other surgical procedures and future

advanced computer assisted operating theatre.
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Purpose

As a diagnosis modality, ultrasound (US) is superior to MRI and CT

in terms of radiation safety and flexibility. However, the quality of

ultrasound imaging depends on skill level of the operator. Ultra-

sonography by 2D imaging relies on the ability of the medical

professional, to subjectively manipulate a 3D model of the anatomic

and pathologic structures in their head [1]. Obtaining US images

using a robot and constructing organ models of individual would

reduce the burden on unskilled medical professionals and could be

used in treatment planning, measurement of therapeutic response,

preoperative simulation, surgical monitoring, and the process of

communication between patients and medical professional (Informed

consent). The purpose of this study was to construct a simple and

convenient phantom kidney model suitable for probe localization

estimation, by deep learning using a camera and organ segmentation.

Methods

The Robotics Ultrasound Diagnosis System (RUDS) [2] was applied

to implement our method. RUDS comprises a tip component for fine

alignment with the organs, a bed component for rough alignment with

the patient, and a support component for tip movement (including

sliding, fanning, compression and rotation). The tip has a spring

escape mechanism because it is difficult to measure probe movement

with the RUDS measuring instrument without excessive compression

of the patient. For this reason, we used ORB-SLAM2, a Visual SLAM

and base ORB feature, for estimation of probe localization, and

performed real-scale estimation using a depth camera (Intel Realsense

D435). Localization accuracy was improved using a calibration

ChArUco board that was placed about 20 cm away from the camera.

The accuracy of SLAM was evaluated as MAE (mean absolute error)

and RMSE (root mean square error). The ground truth data were

obtained by motion capture (OptiTrack Flex3, NaturalPoint, Inc.),

during closed loop orbital motion of the probe in the direction of the

body axis. This trial was performed 6 times.

Noise in localization data due to SLAM was removed using a

moving average filter that averages the before and after data. The

obtained US images were segmented by U-Net to extract the target

organ. In learning, 1640 images were used in training, 174 images

were used in validation, and 100 images were used in the test datasets.

Comparisons were made using various encoders (EfficinetNet-b0,

EfficientNet-b5, ResNet50, and Vgg16) and the most accurate enco-

der was applied. IoU and Dice Loss evaluation index were used. The

loss function was Dice Loss and Adaptive Moment Estimation

(Adam) was used as the optimizer. A 3D model was constructed by

combining the segmentation images with the corresponding estimated

localization data. US images were obtained in the minor axis direction

of the kidney along the major axis direction.

Results

The accuracy of probe localization estimation was within 1 mm for

MAE and RMSE, and maximum error was 3.23 mm. The farther from

the starting point, the greater the position estimation error due to the

influence of accumulation error. Maximum error was 2.27 mm after

removing noise. The use of a moving average filter improved esti-

mation accuracy by reducing the impact of outliers on the estimates.

This technique could identify the approximate location of the lesion

and can be applied in diagnosis. In segmentation, IoU of Resnet was

0.9929, Dice Loss was 0.0037; Resnet had the highest precision

among the four encoders. Figure 1 shows the constructed 3D kidney

model.

Conclusion

Location estimation using only a camera and application of a noise

filter was simple, convenient, accurate, and effective. Accuracy could

be further improved by changing the features. As the probe was

moved only in the body axis direction in this study, the system needs

to be improved to incorporate tilting, rocking, and rotating motions

and to control contact force between the probe and the patient’s body.
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Table 1 Results of MAE, RMSE (Mean of 6 trials) and Maximum error

by Visual SLAM

Noise Filter Before A�er
Maximum Error [mm] 3,23 2,27

MAE [mm] 0,57 0,53
RMSE [mm] 0,67 0,62

It is difficult to obtain a quality US image using a sliding motion

because the body is not flat, and shadows are caused by areas of poor

skin contact. Therefore, a system is required that avoids shadowing

with tilting, rocking, and rotating motions. And these motions enable

imaging of the major axis direction of the kidney along the minor axis

direction. This method enables the construction of 3D model with

little scatter. This study used a phantom as the target. In future, we

aim to test this method on a real body as the target, and to develop for

a clinical setting.
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Purpose

The common denominator in all neurosurgical procedures is to per-

form detailed and accurate preoperative simulations as much as

possible before the operation and not to take potluck in the actual

operation. Although clipping of cerebral aneurysms seems to be a

well-established surgical technique, there have been several uncer-

tainties to accomplish safe surgery. First, in approaching the

aneurysm, we need to preserve not only cerebral arteries but also the

venous drainage system. The latter could have not been precisely

evaluated preoperatively even if a rotational angiography was per-

formed. Second, in exposing the aneurysm, we need to dissect the

surrounding brain tissue and adherent arteries from the aneurysm.

When the aneurysm wall would consist of a thin wall, the manipu-

lation could cause a premature rupture. Especially, at the blind area or

in the deep surgical field, the thin-walled area can be unrecognized

even in the microscopic inspection where the surgical procedure

would cause a devastating outcome. Furthermore, aneurysms har-

boring partially thick-walled regions sometimes could cause

unintentional failure to occlude the aneurysm lumen and also a

thromboembolic complication in clipping. To solve these matters, we

introduced ultra-high-resolution three-dimensional computed tomog-

raphy angiography and venography (UHR- 3D CTA/V) to visualize

the three-dimensional venous drainage system. Moreover, we intro-

duced computational fluid dynamic (CFD) analysis to predict the

aneurysm wall properties. We had reported that one of the popular

parameters, oscillatory shear index (OSI), could detect the aneurysm

wall properties [1]. The low OSI areas in the aneurysm wall corre-

sponded to the thin-walled regions. On the other hand, it has been

reported that high OSI areas in the aneurysm wall corresponded to

thick atherosclerotic walls [2]. We have applied these technologies

and findings to simulate preoperative cerebral aneurysm clipping and

achieved more accurate surgery. In this presentation, we demonstrate

its efficacy and the outcome.

Methods

We performed 35 unruptured cerebral aneurysm surgeries from Jan-

uary 1, 2019, to December 31, 2021, which were included in this

study. Contrast-enhanced volume data for UHR- 3D CTA/V were

acquired with a 160–detector row UHR-CT scanner (Aquilion Pre-

cision) using helical scanning. For CFD analysis, raw data from CTA

were transferred to an image processing workstation (Ziostation 2;

Ziosoft Inc., Tokyo, Japan) for further image processing and analysis.

In the Ziostation, Hemoscope Ver1.5 (EBM Corp.) was used for

Fig. 1 3D model based on Visual SLAM
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meshing and a hemodynamic analysis was performed, including

visualization of the results including OSI color maps. Using UHR- 3D

CTA/V images and OSI color maps, the optimal surgical approach

routes and the way to expose the aneurysm dome and apply the

aneurysm clips properly were simulated precisely, Fig. 1.

Results

13 were males and 22 were females with an average age of

62.4 years. There were 26 middle cerebral artery aneurysms, 10

internal carotid artery aneurysms, 10 anterior communicating artery

aneurysms, and 2 posterior circulation aneurysms. In all cases, a

trans-Sylvian approach was selected. When dissecting the estimated

thin-walled area of the aneurysm wall, especially at the blind area or

in the deep surgical field, the manipulation was performed more

carefully, and when the estimated thick-walled areas of the aneurysm

walls were going to be clipped, the possibility of incomplete closure

and the occurrence of an embolic complication was taken into con-

sideration. We were able to perform a Sylvian fissure dissection as a

simulated plane in all cases and close the aneurysm lumen without

intraoperative rupture. There were no complications associated with

the procedure and no cases with decreased modified Rankin Scale. A

representative case is demonstrated in the figure.

Conclusion

UHR- 3D CTA/V and CFD analysis provided more accurate cerebral

aneurysm clipping by enabling preoperative simulation for an

approach route and prediction of aneurysm wall properties. Further

accumulation of surgical cases with this method will demonstrate the

efficacy in detail.
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Purpose

Statistical shape models (SSMs) are a state-of-the-art approach to

encode complex anatomical shape information. Here we focus on

modelling finger bones to support orthopedic applications such as

joint replacements and design of implants. A necessary prerequisite

for the computation of a SSM is that all shape data have corre-

sponding descriptions and are parameterized on a common reference

space. In this work we present a deformable image-registration

approach to obtain this shape correspondences.

Methods

Our approach is based on CT images of hands and segmentations of

the metacarpals and phalanges. We use 200 CT data sets from clinical

routine acquired at two different clinical sites. The metacarpal,

proximal, intermediate, and distal bones are segmented with an nnU-

Net. The ground truth segmentations for the training of the nnU-Net

were created manually and the final segmentation results are reviewed

by a radiology technician and corrected if necessary. From the seg-

mentations surface meshes are generated with the Marching Cubes

method and stored as Winged Edge Meshes (WEMs). All processing

is done in MeVisLab (www.mevislab.de).

First, we determine a reference hand that contains all the pha-

langes and has a low flexion of the fingers. Since the CT images are

not normalized in their orientation and bending, the next step is to

perform an initial alignment of each bone. To do this, we calculate a

local coordinate system for each bone. The local bone coordinate

system is based on principal component analysis (PCA) and the center

of gravity of each bone. For consistent axis orientation, the relation of

the bones of a single finger is analyzed. We heuristically derive a

right-handed, orthonormal local coordinate system including the long

axis of the finger (pointing to distal) and the axis of rotation of the

finger joint. The third axis is determined via cross product. We then

transform all the bones into the local coordinate system of the

respective reference bones to achieve a good initial alignment of the

bones.

Subsequently, we perform rigid prealignment of bone masks,

volumetric deformable image registration and finally non-rigid sur-

face registration separately for each finger bone. The deformable

registration is similar to the variational approach presented in [1] but

we consider an enhanced objective function directly taking the

Fig. 1 Preoperative simulation and actual microscopic views in a

case underwent clipping for an anterior communicating artery

aneurysm. (Acom AN, Anterior communicating artery aneurysm;

OSI, oscillatory shear index; 3D-CT, three-dimensional computed

tomography)
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surface distance between the CT images of the respective bone into

account. Therefore we consider additional penalty terms measuring

the distance between the segmentation masks and the distance of the

deformed reference WEM to the bone segmentation surface. After the

deformable registration the deformation field is used to transform the

WEM of the reference bone to the template bone. To better fit the

propagated WEM to the template surface we run an additional

deformable registration between those. We use the Sum-of-squared

differences as distance measure and a diffusive regularization for the

deformable registrations.

The result of the registration pipeline is the deformed reference

WEM, so all individual bones of the same structure now have (ap-

proximate) corresponding surface meshes. Now that the

correspondence problem has been solved, SSMs for individual bones

can be calculated using the familiar steps of Procrustes Analysis and

PCA. We do not want the bending of the fingers to be included in the

shape variation, so a further step is required to calculate SSMs for

complete fingers. After transforming the bones back to their original

coordinate system we run a position-based dynamics simulation [2]

where the fingers are moved to a normalized position in which they

are fully stretched. To achieve this, the simulation engine described

by [2] was extended with rigid body dynamics, joint constraints, and a

kinematic chain mechanism. For stretching, proximal, intermediate,

and distal bones are pulled in the direction of the metacarpal bone

long axis (calculated during the initial alignment step described

above). The individual fingers are now stored as a single WEM, and

the SSMs can be computed as for a single bone.

Results

The Figs. 1 and 2 show the mode variation of the resulting statistical

shape model, exemplified for the metacarpal of the index finger and

the entire index finger with metacarpal. The SSMs were created using

about 100 different fingers. Fingers with incomplete structures (due to

too small a field of view or broken bones) were discarded, so the

number of fingers used varies for each SSM. Shape models with

significantly more data sets are in preparation, as well as a more

thorough analysis and validation of the resulting shape models. The

registration pipeline is fundamental for the determination of shape

correspondences and thus has a major impact on the quality of SSMs.

We will use the local coordinate systems of each bone to calculate

cylinder coordinates to evaluate the registration results.

Conclusion

We presented the first results of a deformable image-based registra-

tion approach to obtain shape correspondences for SSMs of phalanges

and metacarpals. The use of additional objective function terms and

the additional registration between deformed WEM and distance map

improves the registration results and thus leads to good shape cor-

respondences. With the help of simulation, SSMs can be generated

not only from individual bones, but also from larger structures such as

entire fingers with metacarpals. These SSMs can now be used to

generate new realistic instances.
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Purpose

It is well known that there are some pelvic geometric features char-

acteristic of age, such as the pelvic sagittal inclination. We aim to

understand the relationships between the pelvis geometry and age

from two aspects, (1) age prediction from the pelvis shape in the areas

such as forensic science and criminology, (2) prediction of the degree

of aging from the pelvis geometry for health science applications.

Although the previous studies using a conventional method like

Random Forest (RF) have shown promising results in age prediction

from skeletal structures, the rapid development of a geometric deep

learning (DL) provides another approach to extract its geometric

features. This research compared the performance of the conventional

method with recent representative geometric neural network,

DGCNN [1] in age prediction tasks. The experiment data contains

32,926 pelvis geometry data, automatically segmented from CT

images by a pre-trained neural network. The purpose of this study was

Fig. 1 Variation of SSMs for single bone (Fig. 1) and complete

finger (Fig. 2). The average SSM is shown in the middle, next to it the

variation of the first mode, followed by the simultaneous variation of

the first 5 and 10 (only Fig. 1) modes

Fig. 2 Complete finger
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to investigate the possibility of using geometric DL to analyze the

pelvis geometric features.

Methods

We addressed the problem of the prediction of age from the pelvis

geometry. Two methods includes one conventional method RF and

one geometric DL method DGCNN were used. (1) RF (baseline): All

vertex coordinates (about 60,000 dimensions, i.e., 20,000 vertices)

from pelvis mesh polygon data, which represent the pelvis geometry,

were reduced to 100 dimensions using principal component analysis

(PCA), then a random forest regression was applied. (2) DGCNN:

2048 vertices in the pelvis mesh were used as input point set. All

pelvis meshes in our experiments are generated from auto segmen-

tation from CT images.

Results

All results in our experiments were got from twofold cross validation.

First, all 32,926 cases have been used to test the performance of

DGCNN compared with conventional RF. As shown in Fig. 1, the

mean absolute error (MAE) of DGCNN’’s results (after 20 h training

on RTX-TITAN for each fold) shown a lower MAE (6.01 years) than

PCA/RF‘‘s (6.94 years). The intraclass correlation coefficient (ICC)

of DGCNN’’s results (0.828) is also higher than PCA/RF‘‘s (0.752).

In the box plot below, another finding is that the age prediction shows

better results in the young group, but worse results in the elder group,

which may suggest that pelvis age features are more evident at the

young group. An experiment of the age prediction on gender-balanced

dataset (i.e., the number of cases aligned with 1-year bin) was also

conducted to compare the results of the female pelvis and male pelvis,

whose results shows better MAE and ICC in predicting female pelvis

age, which indicates pelvis age feature in female is more evident than

in male. Furthermore, experiments of reducing training data were

included in our research. As shown in Fig. 1 and Table 1, we tested

the performance of DGCNN with 10,000 (mae 6.83 years), 3000 (mae

7.84 years), 1000 (mae 8.95 years) cases whose results show the

importance of sufficient training data. Also, compared with other age

estimation research from bones (vertebral body (best mae 8.2 years

with about 700 cases using tenfold cross validation), ischial tuberosity

(mae 8.6 years), iliac crest (9.4 years), femur) in [2], our results of

small training data experiments is acceptable.

Table 1 Results of different methods and number of cases.

DGCNN(Female/Male)-Using only Female/Male data as train set

Method(condition) MAE(year) ICC
RF (32,926 cases) 6,94 0,75

DGCNN (32,926 cases) 6,01 0,83
DGCNN (female: 17,851 cases) 5,94 0,85
DGCNN (male: 15,075 cases) 6,12 0,75

DGCNN (10,000 cases) 6,83 0,83
DGCNN (3,000 cases) 7,84 0,69
DGCNN (1,000 cases) 8,95 0,61

Conclusion

In our experiments, we evaluated the performance of the geometric

neural network in the analysis of geometric features in age prediction

from the pelvis shape, which shows great ability of geometric neural

network in dealing such tasks. Straightforward future work includes

generation of a saliency map to visualize features extracted by the

geometric neural network which could be compared to manually

extracted features.
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Purpose

Robotic systems are increasingly applied in healthcare (HC) but are

confined to heavy load tasks (e.g. within a hybrid OR), are used for

undemanding services (e.g. transport and supply) or as master–slave

systems aim at increasing the precision of interventional procedures.

Only minor they have become substitutes of medical personnel, only

minor they have improved the quality of health care delivery and only

minor they have truly been integrated in our clinics. The future health

system is facing some critical problems, with the shortage of per-

sonnel and the maintenance of the quality of care being first in line.

Robots offer quite attractive features to cover with these problems but

need to be designed accordingly, have to provide autonomous tasks

and have to become full team members. The article aims at the

identification of weak points of the health care system and how robots

can be used to shape its future.

Methods

The results and thoughts presented herein do originate from expert

discussions and studies of the available literature, but do also origi-

nate from experiences made in course in daily practice. Also, aspects

which were elaborated during the work on the patient hub concept [1]

and have been debated in panel discussion on the OR of the future and

on robots in healthcare are included. Still, the presented theses are

speculative and visionary and thus cannot be based on a fully sci-

entific background.

Results

Personnel shortage
The most pressing challenge we are facing for the healthcare system

is the shortage of personal, which became even more obvious during

the COVID-19 pandemia. As it foreseeable, that we will not be able to

replace missing workers by human personnel, care delivery must

become les human depending and missing work craft has to be

replaced by autonomous systems. Autonomous robotic systems rep-

resent a core technology in this respect and can help to take over

simple and repetitive tasks, e.g. for the handling of medical goods, for

bedding and mobilizing patients and rehabilitation.
Fig. 1 Scatter plot and box plot of comparison between RF and

DGCNN in age prediction task
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Climate change
The HC system will also be affected by the warming of the atmo-

sphere, as it is responsible for almost 5% of CO2 emissions. Transport

and delivery of medical goods in this regard are the main contributors

and could be optimized by reducing the rate of single-use devices and

scaling down supply chains. Increasing the in-hospital sterilization

capacities and implementing local fabrication facilities of medical

devices might offer a solution here, however, would require human

resources. Robots again can play a decisive role here and become an

enabling technology, e.g. during the reprocessing of sterile goods and

for 3D printing based manufacturing lines.

Demographic change
The aging of the population is becoming a relevant burden for society

due to the increasing number of disabled people and people in need of

care. Since families and the HC system cannot cope with this

development, solutions must be found that support the independence

and self-subsistence of the elderly. Care robots, mechatronic extra-

skeletons and smart assistive technologies for the home are key ele-

ments for caring for elderly people in a way that is gentle on staff and

can also help to maintain their quality of life.

Specialization and precision medicine
The healthcare system is driven by striving for improved quality of

service and precision medicine. Currently available systems, mainly

master–slave devices have failed in contributing here as no superi-

ority has been shown for robotic assisted surgeries so far.

Nevertheless, robots are the most powerful solution for further

reducing the access trauma, for miniaturizing devices and for the

realization for autonomous capabilities by coupling with smart

imaging solutions. As it was demonstrated with OCT-based micro-

robotic solutions for eye surgery, comparable solutions might be a

driving technology for example for endovascular surgeries, brain

surgery and endoscopic interventions. While surgeons become more

and more specialized which maks their individual performance of

high value, assistive systems to take over less-demanding tasks (e.g.

skin suturing, retraction, suction) could become a meaningful and

resource-sparing aid and once again could be realized by robotic

solutions.

Multi-drug resistance and isolation
As observed by patients suffering from multi-drug resistance even

before the current pandemia an increasing number of patients are

requiring isolated care. The isolated care is not only demanding in

terms of personnel, but also produces enormous amounts of waste,

which have a negative effect on CO2 emissions. Robots again offer

here a valuable solution as they can remain in an isolated environ-

ment, as they can be disinfected which makes additional protective

measures unnecessary and as they strictly follow to standard operative

procedures thereby reducing the risk of unintended contamination.

Conclusion

Solutions to overcome the pending, or already present challenges in

the HC system are urgently required and must provide autonomic

functionalities to save personnel, have to reduce the amount of waste

and HC related traffic to lower the Co2 emission and should enable us

to develop smarter and less invasive approaches for the treatment of

an increasing number of sick and care-depending patients. Numerous

robotic solutions to cope with this problems have already been

introduced [2], but need to be further adapted according to these

requirements and fully integrated into a cooperative environment. The

alignment between human and robotic tasks and the maintenance of

ethical and legal aspects still have to be taken as unsolved problems

for the further involvement of robots, however when solved could

open up the basis for a highly efficient patient centred HC system.
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Purpose

Since most developed countries are facing an increase in the number

of patients per healthcare worker due to a declining birth rate and an

aging population, relatively simple and safe diagnosis tasks may need

to be performed using robotics and automation technologies, without

specialists and hospitals. Since the 1800s, auscultation has been an

essential component of clinical examination and is a highly cost-

effective screening tool to detect abnormal clinical signs [1]. Addi-

tionally, recent studies have reported that auscultation is a potential

diagnostic tool for COVID-19 patients and can be used as a follow-up

tool for noncritical COVID-19 patients [2]. In this study, we aim to

develop a robotic auscultation platform that enables estimation of the

landing positions and safe placement of the stethoscope at the esti-

mated position. The contribution of this paper is to establish a proof-

of-concept of the robotic platform that enables autonomous posi-

tioning of the stethoscope based on external body information while

satisfying the patient’s safety in terms of the contact between the

stethoscope and body surface. To the best of our knowledge, this is

the first dedicated robotic system designed for autonomous

auscultation.

Methods

The developed robotic platform is composed of a 6-degree-of-free-

dom cooperative robotic arm, the light detection and ranging

(LiDAR), and a spring-based mechanism holding an electric stetho-

scope (Fig. 1). The platform enables autonomous stethoscope

positioning based on external body information acquired using

LiDAR camera-based multi-way registration. The platform also

ensures safe and flexible contact, maintaining the contact force within

a certain range through the passive-actuated mechanism. The pipeline

for estimating the landing positions to place the stethoscope with the

developed robotic auscultation platform is organized into three

components: (i) acquisition of the point cloud data for covering the

entire chest and registration of the acquired point cloud data to

reconstruct the entire chest shape; (ii) estimation of the landing

positions based on the reconstructed body shape and the anatomical
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landmarks on the body surface; (iii) placement of the stethoscope at

the estimated positions while maintaining a certain safe contact force.

Results

Our preliminary results confirm that the robotic platform enables

estimation of the landing positions required for cardiac examinations

based on the depth and landmark information of the body surface. The

registration error in the 3D space occurred in the range of 5.1 to

7.6 mm on average. It also handles the stethoscope while maintaining

the contact force without relying on the push-in displacement by the

robotic arm. The generated contact forces were precisely achieved to

the targeted forces (5, 10, 15 N). The maximum error was 7.2% of

the targeted force.

Conclusion

The developed robotic platform enables the estimation of the landing

positions and handling the stethoscope while maintaining the contact

force, which promises the potential of automatic remote ausculta-

tion. The developed robotic platform has the potential to address the

critical issue of the increase in the number of patients per healthcare

worker. The use of this technology may further enhance the efficiency

of screening for abnormal clinical signs, including COVID-19.
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Purpose

Modern Radiology is a result of digital transformation over the past

40 years. The transformation has several phases to help radiology

services evolve into new clinical, operational models. All radiology

imaging devices became digital systems, and the picture archiving

and communication system (PACS) now manages all images and

workflow in and out of the department. The digital imaging com-

munity began to experiment with machine learning (ML) and artificial

intelligence (AI) tools to improve diagnostic processes in radiology.

Computer aided diagnosis (CAD) was the first attempt of AI in

radiological imaging. Today there are more than 100 FDA-approved

imaging AI products. [Tadavarthi 2020] However, the adoption of the

AI products has been low, and some fear that radiology is facing an

’’artificial intelligence winter‘‘. This paper reviews the adoption of AI

technology from radiology’s digital transformation and offers possi-

ble trajectories of making AI meaningfully intelligent for radiology.

Methods

Phase I: During the ’70 s and ’80 s, most radiological imaging

devices became digital, and this conversion opened the possibility of

managing, displaying, and manipulating digital images on high-res-

olution displays. During the late ’90s, the US military medical

community promoted the concept of filmless radiology and teleradi-

ology to reduce the logistical challenges of managing film-based

medicine. Several manufactures adopted the concept, and prototype

systems were installed at Samsung Medical Center in Korea, Veterans

Hospital in Baltimore, and Madigan Army Hospital in Seattle. These

various early users developed many different justifications based on

their local business environment. As expected, digital imaging and

PACS technology faced many obstacles early from potential users,

the imaging device industry, and film industries. Phase II. Digital

imaging fueled the diffusion of imaging technology to many specialty

areas, such as radiation oncology, surgical planning, and robotic

surgery. Teleradiology removed the time and distance barriers of

diagnosis and became a model for global telemedicine. The PACS

network became the digital hub managing the flow of images within

the department and the entire hospital. PACS also affected the

interaction between radiologists, referring physicians, and teaching

residents. As a result, teleradiology became a common practice,

especially in the US. The development of the DICOM standard,

despite early resistance from many imaging device manufacturers,

laid the critically essential and powerful foundation to allow the

digital transformation of radiology based on ML/AI of big data. Phase

III: The investments that the radiology community is making in ML/

AI indicates that there would be three parallel trajectories, Fig. 33, for

the meaningful roles of AI as a part of digital transformation toward

efficient precision medicine.

Results

Track III-A; The concept of CAD research in medical imaging has

evolved into two distinct clinical applications; computer-aided diag-

nosis (CADx) and computer-aided detection (CADe). During the

early development period, the community became aware of the

importance of large image data sets, difficulties dealing with variable

image quality, scalability, high cost of image labeling, and general-

izability caused by bias. The performance of CADx was generally

poor, and though some CADe applications improved the reading

efficiency but increased false positives. Generally, many current AI

tools do not offer significant benefits to the uses worthy of costs. As

AI tools and research infrastructure improve, we expect to see more

robust CAD products. Much of the work has now evolved into

quantitative imaging and radiomics. Track III-B Create New

Knowledge and Insights Radiomics (also known as quantitative

imaging) attempts to extract additional information from radiology

images using powerful analysis techniques and more sophisticated AI

tools. Radiomics provides possibilities of identifying predictive and

prognostic imaging biomarkers from the images. Such possibilities

Fig. 1 System overview of robotic auscultation platform
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could have a powerful impact on the patient care process within

radiology and pathology. The tools from such research will also

improve the performance of CADx. Radiomic will have to address

many similar challenges that the CAD community faced, such as

image quality, reproducibility, and suitable images that represent a

realistic clinical environment. Lack of standardization and harmo-

nization in data quality and analytical tools and terminologies will

remain challenges for clinical adoption. Track III-C: Improve the

Productivity of Radiology Service The PACS-based digital operations

have allowed many innovations in radiology. However, much of the

radiologist’s work remains manual operations. The interpretation

(reading) time varies greatly depending on the type of study. Radio-

logical reading times have been steadily increasing as modern

imaging systems generate an increasingly larger volume of images

per study. The AI can provide powerful tools for predictive analytics

[Choy2021]. There is an increasing awareness of the importance of

productivity improvement and workflow optimization by the PACS

vendors and academics. There are many data points with the PACS

network and hospital EHR from which workflow data can be col-

lected for predictive analysis and optimization.

Conclusion

It is conceivable that 20–30 AI tools must be integrated into different

parts of the radiology workflow, such as imaging devices, radiology

information system (RIS), radiology workstations, and hospital

information systems, and PACS. Such integration may require the use

of next-generation image management and communication system

(IMAC). Instead of technology push, we should focus on offering

meaningful solutions for radiology facing increasing financial and

efficiency pressure as a core of the digital transformation.

References

[1] Tadavarthi Y, Vey B, Krupinski E, Prater A, Gichoya J, Safdar

N, Trivedi H (2020). The State of Radiology AI: Considerations

for Purchase Decisions and Current Market Offerings. Radiol-

ogy: Artificial Intelligence 2020 2(6):e200004. https://doi.org/

10.1148/ryai.2020200004

[2] Choy G, Khalilzadeh O, Michalski M, Do S, Samir AE, Pianykh

OS, Geis JR, Pandharipande PV, Brink JA., Dreyer KJ (2018)

Current applications and future impact of machine learning in

radiology. RADIOLOGY, 288(2), 318–328. https://doi.org/10.

1148/radiol.2018171820

How can we build surgery globally? Two very different

models with impressive results

R. Andrews1

1NASA Ames Research Center, Los Gatos, United States

Keywords global surgery, entrepreneurial neurosurgery, UN & WHO

goals for 2030, LMIC healthcare

Purpose

It has been documented by the 2015 Lancet Commission on Global

Surgery and other reports that in addition to the humanitarian costs of

lack of surgery (one-third of all deaths globally—more than four

times the deaths due to HIV/AIDS, malaria, and tuberculosis com-

bined) the economic costs are also staggering (already over US $500

billion in 2021 and projected to be over US $1.5 trillion by 2030).

In 2015 the United Nations (UN) issued 17 Sustainable Devel-

opment Goals (SDGs) for 2030, Goal #3 being ’’Ensure healthy lives

and promote well-being for all at all ages‘‘. Improved global surgery

is essential to achieve SDG #3. To that end, the World Health

Organization (WHO) and the Harvard Program for Global Surgery

and Social Change has developed the National Surgery, Obstetrics,

and Anesthesia Plan (NSOAP) to provide goals for surgery by 2030.

The question is, ’’How do we build surgery worldwide to meet the

goals for 2030 set by the UN and the WHO?‘‘.

Methods

The challenges to develop surgery faced by low- and middle-income

countries (LMICs) require entrepreneurial solutions that are cost-ef-

fective and tailored to the particular circumstances of the country or

region involved. Two examples of very different models to provide

and improve neurosurgery resources are described. Establishing

neurosurgery ensures that the resources are available to address sur-

gery needs far beyond neurosurgery alone: anesthesia, intensive care,

radiology, laboratory and blood bank facilities. Less obvious but

equally important aspects of full-service neurosurgery include pre-

hospital (ambulance and paramedic) care and rehabilitation services.

The two examples described employ different strategies—tailored

to their contrasting situations—but both demonstrate the marked

benefit for surgery that one neurosurgeon who is dedicated and

entrepreneurial can bring about [1, 2]. A common theme between the

two examples is that the improvement has taken place in the private

sector, remarkable given both examples have markedly advanced the

resources for their respective indigent populations.

Results

Peshawar and the Khyber Pakhtunkhwa (KP) province, Pakistan1 In

1990, following neurosurgical training in Ireland, Tariq Khan

returned to his hometown, Peshawar. He became the third neurosur-

geon in the Khyber Pakhtunkhwa (KP) province, where the

neurosurgeon-to-population ratio in the province was even less than

that for Pakistan as a whole: less than 1:5,000,000. In the 1990s

several advances were made: (1) with the large number of neuro-

trauma patients, he realized prevention was both effective and

feasible given the limited infrastructure resources at the time: com-

munity education programs for trauma prevention were created; (2)

with the International Committee of the Red Cross, he helped

establish a rehabilitation unit for spinal cord injury patients in

Peshawar; (3) he received approval for a neurosurgery residency

program. In the early 2000s he convinced colleagues that building a

state-of-the art hospital in Peshawar was feasible. He and his col-

leagues convinced a bank to provide funds for their first hospital, full-

Fig. 1 Three parallel trajectories for ML/AI in radiology
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service Northwest General Hospital, which opened in 2009. Over the

next decade he and his colleagues accomplished the following: (1)

residency training in all medical/surgical specialties was approved;

(2) Schools of Medicine (100 students per year initially, expanded to

150 recently) and Nursing (50 students per year) as well as training

programs in allied health professions, including Physical Therapy,

were established; (3) a second 300-bed hospital was opened; (4) a

fully-equipped ambulance service (including trained paramedics) was

begun. In addition, the Peshawar Chapter of the ThinkFirst Head

Injury Prevention Program received the International Chapter of the

Year award in 2019, celebrated with a community program involving

1000 participants.

Indonesia2 The situation faced by Eka Wahjoepramono was quite

different than that faced by Tariq Khan. The deficit in neurosurgery

stretched across an archipelago of 17,000 islands over 5,000 km east

to west. His neurosurgery program—based in a Siloam Hospital in

suburban Jakarta—began in 1996, when neurosurgery resources were

very basic and limited to a few other cities throughout the country.

The initial challenge was raising awareness of their neurosurgery

resources in the population in as much of Indonesia as possible. This

was addressed by various means—seminars, media events, and

inviting international neurosurgery experts to assist in developing the

local expertise. Additional neurosurgeons were recruited to his

department to provide skilled subspecialty service and the Indonesia

Brain Foundation was created to help fund surgery for indigent

patients. When the Siloam Hospitals group expanded to over 40

hospitals throughout Indonesia in the mid 2000s, the opportunity to

expand neurosurgery throughout the country was not lost. Neuro-

surgeons and neurosurgeons-in-training in Jakarta (who came from all

over the country) were recruited to serve in a hospital in their home

region—a win–win for both the neurosurgeon and the population in

their home region. By 2021 the nationwide count of full-time neu-

rosurgeons reached 28, with senior members traveling wherever

needed in the system to mentor junior colleagues faced with chal-

lenging cases. The distribution of Siloam Hospitals with neurosurgery

in 2021 is provided in Fig. 1. Through an entrepreneurial and inclu-

sive approach to neurosurgery—both among the neurosurgeons and

the hospital stakeholders—in a couple of decades dramatic progress

in providing neurosurgery for the widely dispersed population of

Indonesia has been achieved.

Conclusion

Where healthcare infrastructure is rudimentary (as in Peshawar and

KP province), a ground-up approach is appropriate. Where healthcare

infrastructure is present (as in the Siloam Hospital system in

Indonesia), a cost effective, diplomatic approach can provide rapid

expansion of quality care. An innovative, entrepreneurial, and

inclusive approach can expand not only neurosurgery resources but

surgery in general (as well as overall healthcare) in LMICs.
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Purpose

This paper proposes a 3D bronchial anatomical structure measure-

ment method based on real bronchoscopic images. During

bronchoscopy, it is essential to measure the size of the anatomical

structures. Most clinical applications measure the anatomical struc-

ture using preoperative CT volumes or using a stereo bronchoscope

[1]. However, several pulmonary diseases are challenging to diagnose

because it is hard to know the dynamic changes of the lesion region in

real-time via CT volume. Stereo bronchoscope is currently

unavailable.

We propose to measure the 3D bronchial spatial structure in real-

time by using real bronchoscopic images. We use a deep learning-

based method to estimate the depth image for 3D shape reconstruction

and use the diameter of each branch as a scale factor for measure-

ment. Our original contribution is to propose a measurement method

for the anatomical structure in bronchus by using the real broncho-

scopic images obtained from monocular bronchoscope. Using real

bronchoscopic images, the anatomical structures in bronchus are

accurately measured.

Methods

The proposed method uses real bronchoscopic images as input, and

the output is the physical measurement result of anatomical structures.

There are four steps in the proposed method: (1) depth image gen-

eration, (2) scale factor decision, (3) 3D surface reconstruction and

(4) 3D measurement of the anatomical structures.

(1) Depth image generation

Fig. 1 Siloam Hospitals in Indonesia with Neurosurgery—2021
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Since we cannot obtain depth images from bronchoscope directly,

we estimate depth images using an image domain translation tech-

nique named CycleGAN [2].

(2) Scale factor decision

It is necessary to recover the scale information to measure the

physical size of the anatomical structure because the scale has been

lost in images obtained from monocular bronchoscope. Since the

diameter in different branches is different, we use the diameter of

each branch as the scale factor of the current scene. We count the

number of the bronchi after the bronchoscope passed main bronchus

(branching level) by using the branching level estimation method in

literature [2]. We build a mapping between each branch and its

diameter by using segmented bronchus region from CT volume. The

diameter of the current branch is used as the scale factor of the current

scene.

(3) 3D surface reconstruction

We reconstruct the 3D shape of the bronchus by using depth image

and scale factor. The 3D shape reconstruction is achieved by using

real bronchoscopic images, depth images and the intrinsic camera

parameter. The reconstructed 3D shape is converted to physical space

using the scale factor obtained in (2).

(4) 3D measurement of the anatomical structures

We manually select the points located on anatomical structure in

reconstructed 3D shape for measurement. In our example, two points

are selected to calculate the diameter of the bronchial orifice (BO)

approximately (we assume the BO is circle-like and two points are on

the line where the diameter lies).

Results

We used eight in-vivo pairs of chest CT volumes and videos during

bronchoscopy to validate the proposed method. Six cases were used to

train CycleGAN and two cases were used for validation. The bron-

choscopic videos were taken by a bronchoscope (BF-260, Olympus,

Tokyo, Japan). The chest CT volumes were taken by a CT scanner

(XVision, Toshiba Medical Systems, Tokyo, Japan). We used

approximately 4500 real bronchoscopic images and 5000 virtual

depth images for training. The image size used for training was

256 9 256 pixels. We set the batch size to 10 and epoch to 200 to

train the CycleGAN. We picked four images showing circle-like BO

for evaluation. We measured the diameters of the BO from bron-

choscopic images using the proposed method. Also, we measured the

diameters of the corresponding BO in chest CT volumes as ground

truth. For each image, we measured the diameter of BO three times

and calculated the average diameter and the error, which were shown

in Table 1. The average error was 0.325 mm. We showed an example

in Fig. 1. We showed a real bronchoscopic image, measured points in

reconstructed 3D shape, corresponded points for measurement in CT

volume and corresponded points in the visualized 3D shape. The

diameter value measured in the reconstructed 3D shape and CT

volume was very close.

Table 1 Calculation of the average diameter and the error

Case-Image 
index

Diameter of BO 
in CT (mm)

Diameter of BO in the 
reconstructed surface (mm) Error (mm)

1-2570th 19 18,8 0,2

1-3020th 14 14,1 0,1

2-3530th 12 11,2 0,8

2-6470th 8,7 8,9 0,2

Conclusion

We propose an anatomical structure measurement method in

bronchus by using real bronchoscopic images. The evaluation result

in in-vivo cases showed that the measurements of anatomical struc-

tures by the proposed method are close to the measurements in CT

volume. Future work includes measuring more anatomical structure in

the bronchus and the validation on more datasets.
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Fig. 1 Validation result of the BO diameter measurement of 2570th

image in Case 1. In this real bronchoscopic image, the bronchoscope

observes the main bronchus. We chose two points in reconstructed 3D

shape and selected two points in approximately the same place in CT

volume. Green lines linked the selected points in CT volume and their

3D shapes are visualized as volume rendering images of CT volume.

The diameter of BO in the reconstructed shape was 18.8 mm, and the

CT volume was 19.0 mm. Note that the viewpoint of real broncho-

scopes and virtual bronchoscope is slightly different
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Purpose

Robot-assisted radical prostatectomy (RARP) has been widely used as

treatment procedure for localized prostate cancer both in Japan and

overseas because of its excellent and delicate operation. On the other

hand, since tumor localization cannot be confirmed in real time during

the operation due to its characteristics, physician aims for complete

resection of the cancer based on the preoperative nuclear magnetic

resonance imaging and histopathological findings of the biopsy.

Although the usefulness of RARP using intraoperative transrectal

ultrasound(TRUS) imaging as navigation in complete cancer resec-

tion has been reported, they are challenging to monitor in real time

because deformation caused by actions taken during surgery and non-

visualization caused by changes in contact pressure with the ultra-

sound probe. Accordingly, this study investigates the development of

an automatic monitoring system for localized of TRUS visible lesions

inside prostate on ultrasound images during surgery.

Methods

The flowchart of the proposed method is shown in Fig. 1. First, TRUS

images are segmented for the prostate and tumor by pre-trained

YOLACT?? [1]. Next, the presence or absence of a tumor in the

images is determined after which the tumor is classified as either

detected or undetected. If a classification of undetected is assigned

Table 1 Jaccard coefficient of prostate and tumor segmentation

Prostate Tumor
U-Net 0,930 0,877

YOLACT 0,966 0,939
YOLACT++ 0,966 0,948

despite prior knowledge that a tumor is present, contact pressure has

likely weakened, and the tumor position has moved outside the

detection range. Based on this, the proposed method searches the

detection database for cross-sections with high similarity levels[2]

and registration between undetected and detected images to visualize

the tumor in real time and stabilize its localization.

Results

We compared the accuracy of YOLACT?? with other segmentation

models and found that it had the highest F value and Jaccard coef-

ficient for both prostates and tumors. For prostates, the Jaccard

coefficient was 0.966 and for tumors, the Jaccard coefficient was

0.972 (Table 1). Thus indicating that YOLACT?? is capable of very

accurate segmentation. Next, the Euclidean distance for the accuracy

of the tumor contour near the prostate capsule was 0.419 mm on

average. The real-time performance of YOLACT?? was verified to

be 30.56 FPS. A registration accuracy comparison between affine and

projective transformations showed that the affine transformation had

higher accuracy than the projective transformation.

Conclusion

We confirmed the effectiveness of YOLACT ? ? in prostate and

tumor segmentation by obtaining very high accuracy levels, but tumor

segmentation accuracy levels were erratic, possibly due to the

inability to clarify tumor contours. Therefore it is necessary to per-

form image processing to enhance the contour. In general, tumors are

more likely to have a localization than that confirmed by preoperative

MRI. The area may be 3 mm to 5 mm wider than the area of the

patient. In the present study, the error in contouring around the pro-

static capsule was approximately 1 mm, which was evaluated to be

sufficient. Additionally, the real-time processing speed of the tran-

srectal ultrasound was approximately 22 FPS, which is sufficient for

use during surgery. In order to deal with changes in prostate contour

and severe prostate gland deformation during surgery, it will be

necessary to consider a nonlinear registration method such as the

B-spline method.
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Fig. 1 Flowchart of the proposed method and an example of

segmentation and registration
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Purpose

There have been many efforts to realize image navigation surgery

using deep learning. Semantic segmentation techniques can be used to

highlight crucial anatomical structures to be recognized in endoscopic

surgery, which may lead to avoidance of organ damage and recog-

nition of the correct dissection layer by making the intraoperative

surgeon aware of the location of critical organs. Although the eval-

uation metrics commonly used in semantic segmentation tasks are

Dice coefficient and intersection over union (IoU) [1], especially in an

intraoperative anatomy recognition task, these metrics often do not

match the needs of surgeons, and there are following limitations to

using them. First, even a tiny false positive can be visually stressful

for the surgeon during surgery. Second, the boundaries of the

anatomical structure are covered with tissues, membranes, and the

like are originally ambiguous and unimportant for evaluating recog-

nition performance. Therefore, there is a need to develop novel

evaluation metrics specific to intraoperative anatomy navigation well

reflecting the sense of surgeons to accelerate this research field fur-

ther. This study aims to explore the optimal metrics that are highly

correlated with the qualitative evaluation by surgeons in the anatomy

recognition task of endoscopic surgery.

Methods

The target task in this study was semantic segmentation of the ureter,

which is an important anatomical structure in laparoscopic colorectal

surgery. A total of 125 images capturing ureter were extracted from

55 intraoperative videos. All the images have been manually anno-

tated the regions of the ureter under the supervision of a surgeon,

and this manual annotation region was defined as the ground truth. As

a deep learning model, PSPNet and DeeplabV3? were adopted. To

vary recognition performance intentionally, we created 20 models by

varying the number of data and loss patterns. The patterns consisted

of four patterns of positive data (300, 600, 1500, and 15,000 images),

the same patterns of negative data, and five patterns of loss functions

(Focal Loss, Boundary Loss, Dice Loss, Focal Dice Loss, and Tver-

sky Loss). Finally, a total of 2009 images overlaid predicted ureter

regions were created. For quantitative evaluation of the predicted

results, not only existing metrics (Dice coefficient, Precision, Recall,

and the like) but also a novel proposed metric was used. The pro-

posed metric is based on the Dice coefficient and weight only isolated

false positives, which is the predicted mask whose contour is not

overlapping with the ground truth. The proposed metric was calcu-

lated by varying the weight from 0 to 30 in increments of 5.

Subsequently, a total of 20 surgeons performed a qualitative evalua-

tion for the predicted ureter regions by the models in each image

using the Visual Analogue Scale (VAS) assuming usage as an intra-

operative image navigation system. For the qualitative evaluation by

surgeons, we excluded outlier images: surgeon’s misrecognition of

the ureter, the same qualitative rating despite the different predicted

ureter regions, high qualitative rating even though the ureter region

which was not predicted at all, and inadequate annotations. The

correlation coefficients between the quantitative and qualitative

evaluations were calculated to explore the metrics with the highest

correlation.

Results

After excluding outlier images, 1297 images were used to calculate

the correlation coefficient between quantitative evaluations with

several metrics used in this study and the qualitative evaluation by

surgeons. As for the correlation coefficient, the conventional Dice

coefficient was 0.61, Precision was 0.17, Recall was 0.56, Haus-

dorff distance was - 0.52, Average symmetric surface distance was

- 0.58, and Surface Dice was 0.53. With regard to the parameter of

the weight for the isolated false positives in the proposed novel

metrics, 15 was the optimal value, and its correlation coefficient was

0.64. Compared with the existing metrics, the proposed metric

showed the highest correlation coefficient.

Conclusion

Since our proposed novel metric had the strongest correlation with

qualitative evaluation by surgeons, it best reflected the sense of sur-

geons in the ureter segmentation task in laparoscopic colorectal

surgery. These results indicated that the proposed metric could be the

gold standard in intraoperative anatomy recognition tasks. It is con-

sidered that existing metrics are not necessarily generic, and the

optimal evaluation metric depends on the recognition target and the

situation in which they are used. The results of this study can be a

significant indicator for future research and development related to

image recognition using surgical images.
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Purpose

Guidewires are used in orthopaedic surgery as guides for insertion of

larger instruments, such as cannulated screws for fracture fixation.

Accurate positioning of guidewires often involves trial-and-error and

long fluoroscopic exposure times. We present an approach that

leverages a deep learning approach for object detection (guidewires)

in 2D fluoroscopy and model-based 3D-2D image registration to

identify corresponding detections in multiple fluoroscopic frames and

compute their 3D location, Fig. 1. The method was evaluated in

cadaveric specimens in four anatomical sites pertinent to orthopaedic

trauma surgery. The study included various levels of other instru-

mentation (‘‘clutter’’) in the fluoroscopic scene to evaluate the

robustness of the method in complex, clinically realistic scenes.
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Methods

The algorithm extends an early implementation [1] with an improved

neural network architecture for keypoint detection (guidewire tip and

direction) and a large, realistic training set to accommodate complex

fluoroscopic scenes with a high density of surgical instrumentation.

Data-driven object detection and instance segmentation. The

detection component of the method consisted of a neural network

trained for the instance segmentation of guidewires and 2D tip

coordinates from two fluoroscopic images. The architecture incor-

porated a combination of Mask-RCNN and Keypoint-RCNN models

such that both a guidewire segmentation and its tip coordinates were

detected. A third order B-spline was fit to the predicted guidewire

segmentation along the distal 10 mm to the predicted tip location. The

derivative of the fit determined the predicted guidewire direction.

Model-based correspondence and 3D localization. The 3D local-

ization component of the method backprojects the predicted 2D tip

location from the fluoroscopic image plane using knowledge of the

system geometry (mobile C-arm; Cios Spin, Siemens Healthineers).

The backprojected rays were analyzed to determine corresponding

detections (i.e., belonging to the same guidewire, since multipole

guidewires are often present) in each fluoroscopic view. The 3D

location was determined by the nearest point of intersection among

corresponding backprojections, and 3D direction was determined

from the intersection of the planes formed by the 2D direction vectors

in each view and a line from the tip to the x-ray source.

Network training. A dataset of 10,000 training and 1000 validation

images was generated from 8 cone-beam CT (CBCT) scans of the

pelvis, lumbar spine, thorax, and shoulders in cadavers. Fluoroscopic

scenes exhibiting various numbers and orientations of guidewires

were simulated by forward-projecting guidewire mesh models derived

from 3rd order B-spline curves. A range of 1–4 guidewires with

diameter varying 1–4 mm and attenuation 0.15–0.25 mm-1 was

simulated in each image. For each image, 1–3 CAD models of other

surgical instruments were generated (including clamps, retractors and

hemostats) and forward-projected with attenuation varying

0.15–0.25 mm-1. Quantum noise was added to reflect varying tube

current (e.g., 1–5 mA) and patient size. The combined Mask-Key-

point-RCNN model was trained for 75 epochs with a binary cross

entropy loss function, the learning rate was set to 10–4, and Adam

optimization was performed with a batch size of 20.

Experimental studies in cadaver. The method was tested on 31

CBCT volumes, each containing 2 guidewires—15 without additional

instrumentation clutter, and 16 with multiple non-guidewire instru-

mentation (‘‘clutter’’) added to reflect realistic clinical conditions. For

each CBCT volume, pairs of views were selected such that: the 2

views were separated by at least 45�; only one tip of each guidewire

was visible; and the guidewire tips were unoccluded by other

instruments (to facilitate quantitative analysis and truth definition).

The accuracy of 2D detection was evaluated on fluoroscopic image

pairs, with true detections defined as those with Euclidean dis-

tance\ 10 mm between the predicted and true tip coordinates. All

detections (including false-positives) were taken as input to 3D

localization to determine 3D tip location for each guidewire. Com-

parison to a previously reported framework [1] was performed using

equivalent fluoroscopic views, including quantum noise, instrumen-

tation, etc. not included in previous work.

Results

The experiments demonstrated performance of the proposed method

for the first time in real image data reflecting clinically realistic

anatomy and instrumentation. Results are summarized in Table 1. The

method was robust to instrumentation clutter, exhibiting a recall of

80% without clutter and 78% in the presence of heavy clutter of

various (non-guidewire) instrumentation. Performance was signifi-

cantly improved in comparison to a previously reported method [1],

which exhibited a recall of 60% and 52%, respectively. Directional

accuracy was also significantly improved. The enhanced performance

is attributed to the superior network structure as well as major aug-

mentation of the training set to include realistic levels of quantum

noise (dose levels) and realistic instrumentation clutter. The perfor-

mance of the detection network could be tuned somewhat with respect

to recall and precision, recognizing that the subsequent method for

identifying corresponding detections is robust to false-positive

detections (rejecting non-correspondent detections between fluoro-

scopic views). Therefore, as shown in Table 1, precision was lower

than recall, but still suitable to subsequent correspondence and 3D

localization steps, which was accurate to 1.9–2.7 mm with or without

instrumentation clutter. Further improvement in detection accuracy

(counting only Ture-Positive detections in backprojection) could

reduce this further to 1.2–1.4 mm, motivating further refinement of

the detection algorithm to achieve performance potentially superior to

a surgical tracker.

Conclusion

The framework for 2D detection and 3D localization demonstrates

major improvements in accuracy compared to previous methodology

and, in particular, is robust to the presence of instrument clutter.

Future work will include translation to clinical data, comparison to

current clinically available 2D detection tools, and investigation of

3D localization accuracy in comparison to (tracker-based) 3D

navigation.

Table 1 2D detection and 3D localization of the previous [1]

and proposed methods

No Clu�er Heavy Clu�er No Clu�er Heavy Clu�er

2D Detec�on 

Recall 60% 52% 80% 78%
Precision 59% 24% 69% 41%
Tip error (2.5 ± 1.8) mm (2.6 ± 1.9) mm (2.1 ± 1.6) mm (2.7 ± 1.9) mm

Direc�on error 8° ± 27° 15° ± 36° 4.7° ± 4.5° 6° ± 14°

3D Localiza�on 

Tip error (All) (5.1 ± 8.8) mm (6.6 ± 9.6) mm (1.9 ± 3.3) mm (2.7 ± 4.6) mm
Tip Error (TP Only) (0.9 ± 1.1) mm (1.3 ± 2.2) mm (1.2 ± 3.0) mm (1.4 ± 3.0) mm

Previous Method [1] Proposed Method

Fig. 1 Example fluoroscopic image pair showing guidewires along

with other instrumentation. Predicted 2D detections are shown on the

left, and 3D localization (for guidewire #1) is on the right
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Purpose

The development of pancreatitis due to leakage of pancreatic juice

after pancreatic resection is a notorious complication after pancreatic

body and/or tail resection [1]. To establish a computer-aided safe

pancreatic compression device, we evaluated the pattern and inci-

dences of human pancreatic tissue damages after mechanical

compression.

Methods

The pancreatic tissues were obtained from the deceased in University

of Fukui Hospital. The provision and use of autopsy pancreas was

subjected to ethical review by the University of Fukui. After isolation

of upper abdominal organs, the stomach, duodenum, and pancreas

were removed en bloc, followed by extracting pancreas body to tail

from there. The compressions were started at 10.9 ± 4.2 h post-

mortem. The pancreas compressed at the speed of 1/160 mm/s until

the wall thickness became 2 mm, and the reaction force from the

pancreas was measured while maintaining the stopped state for 120 s.

Followed by the compression, the tissue was soaked in 10%

formaldehyde solution for extension fixation. The fixed organ was cut

out by scalpels to make the paraffin sections. The paraffine sections

were thin sliced and the sliced sections were stained by hematoxylin–

eosin dye and Azan stain. The histological analyses were performed

by board-certified pathologists [2]. Statistical analyses were per-

formed using v2 test and Student‘‘s t-test.

Results

Pancreatic destructions showing seven different patterns

To investigate the destruction patterns due to compression, slide

sections were observed in detail and found seven different patterns

emerged in the slide sections. The representative aspects of tissue

damage were named as follows: ‘‘transmural destruction’’, ‘‘destruc-

tion reaching to the acini’’, ‘‘intra-acinic destruction’’, ‘‘disruption

among acini’’, ‘‘dissection between acini and adjacent stroma’’,

‘‘stromal destruction arising from surface layer’’, and ‘‘intra-stromal

Table 1 Incidence of pancreatic destruction between pancreatic

body and pancreatic tail

destruction’’, respectively. Of these 7 patterns, the first four patterns

were predicted to leak the pancreas juice from destructive acinic

exocrine glands, while the remaining three tissue injuries were rela-

tively safe because they did not reach until acini. Therefore, the latter

was considered as slight injury patterns.

Significant higher frequency of destruction reaching acini
in pancreatic body
Using the above-mentioned destruction patterns, we then compared

the incidence of destruction in pancreatic body with those in pan-

creatic tail. Most destruction patterns represented the same frequency

between pancreatic body and pancreatic tail, whereas destruction

reaching to the acini developed statistically high frequency of

occurrence in pancreatic body than that in pancreatic tail (36/61 vs

22/64 slide sections, p\ 0.02, Table 1).

The association between pancreatic destruction and thickness
of pancreas
Additionally, the association between pancreatic destruction and

thickness of pancreas was evaluated using the cases of transmural

destruction and patients showing no pancreatic injury and only had

slight injuries in the organ. At a glance, it appears that the cases with

Fig. 1 Cases with transmural destruction and non-injury or slight

tissue injury patients
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transmural destruction seemed to be thicker than non-injury or slight

tissue injury patients (Fig. 1). Indeed, as it expected, the mean wall

thickness with tissue destructions represented of significant thick in

both pancreatic body (1.9 ± 0.28 cm vs 1.3 ± 0.21 cm, p\ 0.01)

and in pancreatic tail (1.98 ± 0.21 cm vs 1.2 ± 0.1 cm, p\ 0.01),

respectively.

Conclusion

Some relationships may exist between wall thickness of pancreas and

the severity of destruction due to machine compression. Our experi-

mental findings using human pancreas would provide us new

knowledges in order to establish a computer-aided safe pancreatic

compression device.
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Purpose

Laser thermotherapy is a therapeutic method to induce cell death of

cancer cells by heating cancer tissues with a near-infrared laser. It is

known that controlling tissue temperature during heating has a sig-

nificant role in the therapeutic effect.

We established a laser thermotherapy system that can automati-

cally control the laser power to keep the temperature of the cancer

tissue constant by acquiring two-dimensional temperature mapping in

real time, and succeeded an eradication of cancer tissue in a subcu-

taneous tumor mice model using the system.

The purpose of this study was to develop a rigid endoscopic

system equipped with an ultra-compact thermal imaging camera in

order to apply the laser thermotherapy with automatic temperature

control to eradicate cancer tissue located in abdominal organ under

laparoscopic surgery. Additionally, we examined the therapeutic

effects of the developed endoscopic system on malignant tumors of

the abdominal organs using an animal model.

Methods

The constructed thermal endoscope was consisted of a rigid endo-

scope (the shaft had a maximum diameter of 14 mm and a length of

288 mm), an ultra-compact infrared thermography sensor

(HTPA32 9 32d L2.1, Heimann Sensor), and a hole for introducing

an optical fiber for laser irradiation (Fig. 1). Bright field images were

obtained by a CMOS camera connected to the rigid endoscope. Two

dimensional temperature distribution was visualized by the ther-

mography sensor with a frame rate of 8.3 fps and a spatial resolution

of 32 9 32 pixels (a temperature range of 20–80 �C corresponds

linearly to a pixel value of 0–255).

Laser irradiation (808 nm) through the optical fiber was performed

in a non-contact setting. During laser irradiation, by automatically

extracting 9 9 9 pixels around the pixel that indicates highest tem-

perature among all of the viewed pixels, and averaged temperature of

the 81 pixels was calculated, we defined the averaged temperature as

’’temperature of irradiated target‘‘. Based on the information of the

’’temperature of irradiated target‘‘, the target tissue was heated with

keeping the temperature constant by being automatically calculating

the appropriate power of the laser irradiation using a PC.

Using the thermal endoscopic system, we examined (1) the per-

formance of the automatic temperature control and (2) the therapeutic

effect on hepatocellular carcinoma in an orthotopic liver cancer model

rat under laparoscopic condition.

Results

(1) The ’’temperature of irradiated target‘‘ during heating was set at

70 �C, and the ’’temperature of irradiated target‘‘ was recorded for

5 min after the target temperature reached 70 �C. The recorded

’’temperature of irradiated target‘‘ for the 5 min showed that the

median was 69.8 �C (min: 67.8 �C, max: 77.4 �C) with a variation

of\ 68 �C: 0.2%, 68–72 �C: 93.2%, and[ 72 �C: 6.6%.

(2) The cancer model rats were randomly divided into two groups

(thermal group (n = 6) and control group (n = 7)), and the tumor

volume was measured one week after the thermal treatment. Tumor

volume was significantly smaller in the thermal group (median of

hyperthermia group: 1.0 9 102 mm3, median of control group:

9.4 9 102 mm3, P = 0.0043).

Conclusion

We have established a temperature-visualizing laparoscopic system

for laser thermal therapy. This system enables visualization of tem-

perature distribution, thus providing to keep the temperature of the

target tissue constant during laser irradiation. Using the system, we

have succeeded an eradication of tumor in a rat model of hepato-

cellular carcinoma under laparoscopic condition.

Fig. 1 Optical fiber for laser irradiation
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Purpose

The main quality indicator for tumor surgery is the surgical resection

margin, where tumor cells close to the surface of the tumor specimen

are an indication for poor local control. Currently, the surgical

resection margin is determined post-operatively at the pathology

department, days after the surgical procedure. Ideally, you would like

to assess the margin per-operatively, enabling removal of extra tissue

when needed. For breast cancer, microCT imaging has been widely

studied as a tool for quick margin analysis, but with mixed results.

With high contrast between tumor and surrounding fat, the tumor can

be easily recognized based on morphology, but limited contrast

between tumor and glandular tissue or fibrosis makes it challenging to

determine the full extent of the tumor. With the development of

energy resolved photon counting detectors, there is a great opportu-

nity to acquire spectral microCT images with improved signal to

noise, and the addition of spectral data could improve the contrast

between tumor and normal tissues.

The focus of this work was to show proof of concept of improved

tumor-to-normal tissue contrast with spectral microCT imaging of a

fresh-frozen mouse-breast tumor, validated with histology imaging.

Furthermore, we investigate if spectral imaging of paraffin embedded

tissue is comparable to fresh-frozen tissue.

Methods

Our prototype imaging system consist of a self-shielded x-ray

imaging cabinet (www.metrixndt.com), a Hamamatsu microfocus

x-ray generator (L9421-02, 20–90 kV, 8 W, focal spot 7 lm), a

spectroscopic 2 9 2 Medipix3 detector with 512 9 512 pixels, a

pixel pitch of 55 lm, and 2 photon energy thresholds (www.amscins.

com), and a rotating sample-stage. We further built cryo-chamber

around the sample-stage to enable scanning of frozen samples.

Our imaging sample was a fresh-frozen, non-irradiated mouse-leg

with a transplanted spontaneous mouse-breast tumor of 7 9 5 mm on

the foot, obtained from a proton irradiation study. The sample was

imaged with 360 projections over a full rotation with 50kvp and

160uA. Three energy threshold scans were acquired sequentially:

7–14, 14–21, and 21–28 keV, with exposure times of 0.64, 12.8,

27.84 s per projection, respectively. The source-detector and source-

object distances were 192.6 and 108.8 mm, respectively.

Once the frozen tissue was imaged, the sample was placed in a

formalin (10% formaldehyde) followed by decalcification of the

bones using formic acid. Then, the tissue was cut into 5 pieces and

embedded in paraffin. These paraffin blocks were imaged using the

same imaging parameters as mentioned above. Finally, one histology

slide was obtained from each paraffin block, and annotated for ground

truth labeling by a pathologist.

The projection data was reconstructed into 3D scans using FDK

algorithm provided in TIGRE (https://github.com/CERN/TIGRE).

Bad pixels of the detector were masked, and replaced by linear

interpolation of the surrounding pixels. To create energy bin recon

structions, photon counts of the high threshold were subtracted from

the low threshold. Furthermore, the 7 keV threshold data was used to

reconstruct a single energy 3D scan, mimicking a standard microCT

scan. Finally, the 28 keV threshold data was also reconstructed into

single energy 3D scan, to represent the 28 ? keV energy. Ring arte

facts removal was done by pre-processing the sinogram data with the

remove_stripe_based_sorting (https://github.com/algotom/algotom).

To enable direct comparison between the fresh-frozen scans, the

paraffin block scans, and the histology slides, deformable image

registration was used to bring all scanning data to the histology slides.

For registration, SimpleElastix was used (https://simpleelastix.github.

io/), where we used a 2-step affine-bspline registration. First, the

fresh-frozen scans of 14–21, 21–28, and 28 ? were registered to the

7 ? and 7–14 scans (which are intrinsically aligned), as there was

some tissue deformation over time due to de-hydration in the cryo-

chamber. In the next step, the 7 ? fresh-frozen scan was registered to

the 7 ? scans of the paraffin blocks. The resulting deformation-vec

tor-field (DVF) was applied to all fresh-frozen scans to also deform

them towards the paraffin blocks. In the final part the paraffin blocks

were registered with their histology slides. As this is a 3D-to-2D

registration, first the best fitting slide from the paraffin block was

determined by performing a 2D-to-2D affine registration between

each paraffin block slice and the histology slide, and deriving the

normalized cross correlation. The best fitting slice was subsequently

deformably registered to the histology slide. Again, the resulting DVF

was applied to all scanning data to obtain spectral imaging data (7 ? ,

7–14, 14–21, 21–28, and 28 ?) of fresh-frozen tissue, and paraffin-

embedded tissue in the reference frame of the histology slides.

Once the registration was performed, the slices of fresh-frozen

tissue and the paraffin blocks for all the scans were masked for each

annotation presented in the histology slide and the mean spectral

intensity was calculated.

Results

In the figure example images from histology, fresh-frozen tissue, and

paraffin embedded tissue can be seen. Image registration visually was

acceptable for the tumor region, but challenges existed for the area’’s

Fig. 1 Top left: histology slide with annotations, showing the tumor

area in blue, necrosis in green, ligaments in red, bone in light-blue,

and bone marrow in yellow. Top right: mean spectral intensity of the

annotated regions from fresh-frozen tissue. Bottom left: 7 ? scan

data of the fresh-frozen tissue after registration with the histology

slide. The blue tumor outline is presented for reference. Bottom right:

7 ? scan data of the paraffin block after registration with the

histology slide. Note that registration of the area with the bones was

challenged due to a tear in the histology slide
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where the histology slides were torn or missing some tissue. Spectral

data comparison between the different tissue types showed promising

results for the fresh-frozen tissue (Fig. 1). There was a clear differ-

ence in intensities, and also the change in intensity with increasing

spectral bin showed differences between the tissue types. For the

paraffin blocks there was hardly any spectral difference between

tissue types, probably due to the processing (no water content) and the

decalcification of the tissue.

Conclusion

We were able to acquire acceptable spectral microCT scans of a

mouse breast tumor with our prototype imaging setup. Based on

qualitative data analysis we can say that the spectral information has

potential to improve the contrast between tumor and normal tissue.

From our data we can also conclude that paraffin embedded tissue,

which is easier to image and register with histology, can not be used

as a surrogate for fresh tissue. In future we will focus on speeding up

image acquisition to minimize tissue changes, and acquisition of

additional spectral bins, especially\ 7 keV, and at higher spectral

resolution to further improve tissue discrimination.
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Purpose

Laparoscopic surgery has been widely performed as one of minimally

invasive surgery. However, this type of surgery is more complicated

than conventional open surgery. Therefore, there are many studies

about a computer-aided surgery (CAS) system for laparoscopic sur-

gery, such as a surgical robot system and a surgical navigation

system. Recent progress of the deep learning technique allows ana-

lyzing laparoscopic videos to assist surgery [1]. These studies

conducted segmentation of anatomical structures and surgical tools,

recognition of surgical phase, assessment of surgical skill, and so on,

in several kinds of laparoscopic surgery. In laparoscopic gastrectomy

for gastric cancer, surgeons resect the stomach, including the tumor

and the associated lymph nodes. Before resecting the stomach, sur-

geons cut the blood vessels around the stomach in sequence.

Therefore, recognizing surgical areas related to the blood vessels from

laparoscopic images provides valuable information to the CAS system

for assisting laparoscopic gastrectomy. This paper describes a method

for classifying laparoscopic images based on the surgical areas in

laparoscopic gastrectomy for gastric cancer.

Methods

The proposed method classifies the laparoscopic images into seven

classes based on the surgical areas. As described above, surgeons

process the blood vessels around the stomach during laparoscopic

gastrectomy. Therefore, we define four classes related to the blood

vessels processed during surgery. These classes are (Class 1) left

gastroepiploic artery and vein, (Class 2) right gastroepiploic artery

and vein, (Class 3) right gastric artery, and (Class 4) left gastric artery

and vein. The other three classes are defined as (Class 5) abdominal

cavity (Class 6) inside trocar (Class 7) outside the body. Example

laparoscopic images in each class are shown in Fig. 1. The proposed

method consists of two parts, classification of the laparoscopic images

using Bayesian convolutional neural networks and modification of

classification results using the uncertainty of the prediction. First, the

proposed method classifies the laparoscopic images into the seven

predefined classes using a Bayesian densely connected convolutional

network (DenseNet). Bayesian DenseNet is implemented by extend-

ing DenseNet using Monte Carlo (MC) dropout technique [2]. In the

training of this model, we perform fine-tuning from the ImageNet pre-

trained model. We use cross-entropy as a loss function and Adam as

an optimizer. After the training process, laparoscopic images are

classified into seven classes using the trained models. We also mea-

sure the uncertainty of the predictions using the predictive entropy

[2]. Then, we modify the classification results using the uncertainty

and temporal information. We assume that the nearby surgical area is

observed in the temporally successive images of laparoscopic videos.

The proposed method changes classification results for each laparo-

scopic image with high uncertainty to classification results for the

temporally previous images in the laparoscopic video.

Results

We applied the proposed method to five laparoscopic videos obtained

during laparoscopic gastrectomy for gastric cancer. We extracted

laparoscopic images from the videos every 10 s. Laparoscopic images

per one case were about 1000 images. Leave-one-out cross-validation

was performed for the performance evaluation. The average classifi-

cation accuracy of five cases before and after modification using the

uncertainty was 80.8% and 82.4%, respectively. These results showed

that the modification process of classification results based on

uncertainty and temporal information helped improve the classifica-

tion accuracy. Examples of correctly classified images for each class

based on the surgical areas are shown in Fig. 1. This figure shows that

the proposed method could classify laparoscopic images into seven

classes based on the surgical areas. Since the proposed method

obtains the surgical areas from only laparoscopic images during

surgery, the proposed method will provide helpful information to

CAS system.

Conclusion

This paper described a method for classifying laparoscopic images

based on the surgical areas in laparoscopic gastrectomy for gastric

cancer. We classified laparoscopic images into the seven classes

based on the surgical areas using Bayesian convolutional neural

networks and prediction uncertainty. Experimental results showed

that the proposed method could classify laparoscopic images captured

during laparoscopic gastrectomy. Future works include application to

additional cases and developing a computer-aided surgery system

based on the classification results.

Fig. 1 Examples of correctly classified laparoscopic images in seven

classes based on surgical areas. (Class 1) left gastroepiploic artery and

vein, (Class 2) right gastroepiploic artery and vein, (Class 3) right

gastric artery, (Class 4) left gastric artery and vein, (Class 5)

abdominal cavity (Class 6) inside trocar, and (Class 7) outside the

body
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Purpose

Surgical navigation for clinical applications in spine involves use of

optical trackers that provide real-time positions of surgical instru-

ments within a 3D image of the patient anatomy. Conventional

methods that rely on preoperative modalities (CT/MR) are subject to

anatomical changes depending on the time of scan or patient pose on

the table (prone vs. supine). Intraoperative imaging, for example via

cone-beam CT (CBCT) from an O-armTM imaging system (Med-

tronic, Littleton MA) can provide an up-to-date view of the anatomy,

however, are limited by the detector extent—20–30 cm image length

that capture 4–5 vertebrae.

In this work we present a novel navigation approach using a new

intraoperative imaging modality that can provide coronal and sagittal

tomosynthesis images with extended field-of-view (FOV) [1]. Using a

registered surgical tracking system, images are dynamically recon-

structed at navigated locations to absolve geometric distortions due to

limited depth resolution and provide real-time tracking along the full

length of spine that is particularly valuable for guiding placement of

long spinal constructs.

Methods

As illustrated in Fig. 1, projection data is acquired through a slot-

collimator and linear (z) translation of the O-arm gantry. Limited-

angle tomosynthesis reconstruction is performed by weighted back-

projection of the data at a given ’’focal plane,‘‘ nominally defined to

align with the anatomy of interest. The reconstructed images (Fig. 1)

have modest depth resolution and are subject to geometric distortions

outside the focal plane, where structures appear distorted and/or

shifted [2].

Preliminary approach for localizing instruments in long-length

images builds on the existing framework for CBCT-based navigation

using a StealthStationTM (Medtronic, Louisville CO)—work under-

way will avoid the additional 3D scan by directly registering the

tracker to the tomosynthesis image. Tracked instrument positions

were mapped to the CBCT coordinates frame using fiducial point

registration, and the CBCT image was registered to coronal/sagittal

long-length images via 3D-2D image registration [1]. Two approa-

ches for navigation were evaluated: (1) ’’static‘‘ focal plane, in which

long-length images are reconstructed at the O-arm isocenter; and (2)

’’dynamic‘‘ focal plane reconstruction, which adjusts the focal plane

according to the current position of the navigated instrument.

Geometric accuracy of the proposed navigation approaches was

evaluated on a full-length spine phantom (Sawbones, Vashon WA)

using CBCT images with (40 9 40 9 16) cm FOV and long-length

tomosynthesis images with 51 cm length. Target registration error

(TRE) was measured on a bar with 9 target fiducials, placed alongside

the spine:

TREi ¼
p

xi;C; zi;C
� �

� xi;NAV; zi;NAV
� ��� ��2þ yi;S; zi;S

� �
� yi;NAV; zi;NAV
� ��� ��2

where the TRE for each target i is measured using the manually

segmented positions on coronal (xi,C,zi,C) and sagittal (yi,S,zi,S)

tomosynthesis images and the registered instrument tip position

(xi,NAV,yi,NAV,zi,NAV). The measurements were repeated 9 times, each

time shifting the phantom along the x direction.

Results

Table 1 reports the geometry accuracy of static and dynamic focal

plane navigation with respect to the standard CBCT navigation. The

static approach was observed to suffer from the geometric distortions,

which resulted in TRE values ranging 0.8–22.8 mm, subject to the

target offset from the focal plane. The dynamic focal plane approach

was able to absolve these errors and achieve a median TRE of 1.4 mm

across the 51 cm length of the spine.

TRE of the dynamic approach within central region (within CBCT

FOV) yielded 1.1 mm median TRE, comparable to the standard

CBCT-based navigation (0.8 mm). A slight increase in error was

observed in the peripheral (inferior ? superior) regions, which

resulted in 1.4 mm TRE across the 51 cm length of the spine. This is

likely attributed to mechanical effects during image acquisition, such

as, gantry sag, which can be accounted for via a direct registration of

tracker to segments within long-length images.

Table 1 Geometric accuracy of the navigation methods was measur

ed in terms of TRE (median and CI95) across overall, central,

and peripheral regions: overall (all nine fiducials placed along the

z-axis); central (fiducials within the FOV of CBCT); and periph

eral (fiducials within the long-length FOV and outside that of CBCT)

CBCT Static Dynamic
TRE

(overall) 0.8 (1.1) mm 8.8 (17.4) mm 1.4 (3.0) mm

TRE
(central) 0.8 (1.1) mm 7.1 (14.9) mm 1.1 (1.5) mm

TRE
(peripher

al)
N/A 9.2 (18.3) mm 1.9 (3.0) mm

Fig. 1 Illustration of system geometry for long-length tomosynthesis

imaging along with example coronal and sagittal image reconstruc-

tions. Dynamic focal plane navigation involves the reconstruction of

(coronal and sagittal) images at the focal plane defined by the

navigated instrument tip position
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Conclusion

The presented approach demonstrates a novel surgical navigation

method on a new long-length radiographic imaging modality that is

well-suited for spine surgery. In contrast to navigation on a single,

static focal plane, the approach achieved 1.4 mm accuracy, compa-

rable to conventional CBCT navigation, while providing valuable

extended spatial context to guide instrumentation of long spine con-

structs beyond the CBCT FOV. The solution also offers to reduce

time and radiation dose by avoiding multiple 3D CBCT scans across

the full length of spine. Future work will perform direct registration of

the tracker and long-length tomosynthesis image to avoid dependency

on an additional CBCT scan and account for mechanical effects

during image acquisition to improve accuracy in peripheral regions.
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Purpose

In robotic minimally invasive surgery (RMIS), analyzing tissue sur-

face deformation is critical for mitigating the risk of tissue damage

and quantitatively evaluating surgery performance. The stereo image-

based deformation recovery method can be easily applied to RMIS as

no extra imaging device other than a binocular camera is required.

However, previous works in surface deformation recovery using

stereo images for RMIS suffered from the occlusion caused by the

surgical instrument. In the occluded areas, the pixels of the target

surface cannot be observed, so its 3D structure cannot be directly

reconstructed. The occlusion problem can be partially alleviated using

surgical instrument segmentation. However, segmentation cannot

perfectly label all instrument pixels and the remaining pixels that do

not belong to the target surface still cause large deformation recovery

errors. To successfully recover the surface 3D structure in the

occluded areas, estimation methods using the deformation in the

observable areas have been developed. However, many existing

solutions rely on the known biomechanical property of the tissue,

which is not available in an actual surgical setting. To address these

issues, we propose a Laplacian mesh-based method using scene flow

for surface deformation recovery. The proposed method is robust to

the occlusion caused by the surgical instrument and has been evalu-

ated in a phantom experiment.

Methods

A. Scene flow

We first use stereo matching proposed by Chang et al. [1] to obtain

the disparity maps from the input stereo videos. With the disparity

map and the calibrated camera parameters, the 3D locations of fea-

tures are reconstructed using the triangulation algorithm. Second, for

each pixel in the current frame, its corresponding pixel in the next

frame is found using optical flow proposed by Hui et al. [2]. Scene

flow is calculated by combining the 3D reconstruction and optical

flow results. It indicates the displacement of each 3D point between

frames and is used to drive the deformation of the reconstructed

surface.

B. Outlier detection

The scene flow from the previous step contains outliers caused by

occlusion, specular highlights, and duplicated textures. Outliers in the

scene flow cause large errors in the deformation recovery. Therefore,

before using the scene flow to update the mesh surface, outlier

detection has to be carried out. The proposed outlier detection method

analyzes the gradient of the scene flow. The gradient is used to form a

3 by 3 infinitesimal strain tensor. Singular value decomposition is

performed on the tensor to find its maximal principal component

(MPC). The corresponding MPC of an outlier is usually larger than an

empirical threshold between 1 and 2, while that of the valid scene

flow is smaller.

C. Mesh update

The proposed method begins with a dense mesh reconstruction

from the 3D reconstructed points without occlusion from the first

frame of the input stereo video. In the following frames, the mesh is

updated using the scene flow. To maintain surface smoothness while

allowing local deformation, we transform the mesh from the absolute

Cartesian coordinates into the delta coordinates using a Laplacian

matrix derived from 2-ring neighbors. For each vertex with a valid

scene flow vector, a new location is calculated by adding up its

current location and the scene flow vector. These new locations are

used as constraints to form a new linear system combining the ini-

tialized Laplacian matrix and delta coordinates. Solving the linear

system, we find the new locations of each vertex in a new frame.

D. Error compensation

Over frames, errors between the updated vertex locations and the

reconstructed 3D points will accumulate, especially for the vertices

once in the occluded areas. To mitigate the error, for a vertex with an

invalid scene flow vector in the previous frame, if its scene flow

vector becomes valid in the current frame, it will be modified to the

projected point in the plane formed by the three closest points in the

reconstructed point set.

E. Phantom experiment

A tissue phantom was stretched during the experiment. A cali-

brated binocular camera was used to record the deformation

procedure. The video was used to generate 3D point sets for refer-

ence. After that, virtual forceps were added into the video, causing

occlusion on the phantom surface. The video with the forceps was

Fig. 1 Mesh surface (with white edges) recovery results, visualizing

with low mesh density for clarity. First row: mesh failure when

directly using the scene flow. Second row: results of the proposed

method
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Table 1 Means and standard deviations of errors

used as the input for the proposed method. We then calculated the

errors between the output mesh surfaces and the reference 3D point

sets. Error is defined as the Euclidean distance between a vertex and

its projected point in the plane formed by the three closest points in

the reference point set.

Results

As shown in Fig. 1, the recovered mesh surface from the proposed

method overcame the occlusion caused by the forceps. Surfaces were

successfully reconstructed in the occluded areas. Table 1 shows the

overall errors between the recovered mesh surface and the reference

3D point sets. The errors of 50,302 vertices in 103 frames were

measured. The error indicates the fitness between the recovered mesh

surface and the reference point set. The overall error of the proposed

method was 0.66 mm. Among the x, y, and z directions, the errors

were 0.15, 0.09, and 0.57 mm, respectively.

Conclusion

The proposed method successfully recovered dense mesh surfaces

from each frame of the input stereo video. Visualization and quan-

titative results show that the method is robust to occlusion caused by

surgical forceps. Surfaces in the occluded areas could still be recon-

structed and maintain smooth structures. The overall error of the

recovered surfaces is 0.66 mm compared to the reference point sets.

The proposed method is promising to handle surface deformation

recovery in RMIS with occlusion. This study was partly supported by

the JSPS–NNF joint research project (No. 120197410).
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Purpose

Gamma knife surgery (GKS), is the most accurate treatment among

the various kinds of stereotactic radiation therapy available Gamma

knife surgery (GKS) is seen as the most accurate and, having has been

widely used for the treatment of acoustic tumors, its results have been

well documented with a lot of literatures [1, 2]. According to its

relative long term clinical results, tumor progression free rate was

91–97%, hearing preservation rate was 49–55%, and facial nerve

preservation rate was 93–100%. These results were not inferior to

those of surgical resection. Based on such data GKS has been, and

were recognized as a common sense option for general

neurosurgeons. However, these detail was not yet mandatory to define

critical indications for this data as we have only 25 years follow up

with current unique dose planning using the prescribed marginal dose

(12–13 Gy). Therefore, we do not have a definite treatment consensus

for younger patients who are less below the age of 50 years yet with

life reliability.

Methods

Recently, dose planning based on well developed MR imaging pre-

ciously taking account precise knowledge of microanatomy has

become possible, enabling critical separation of not only the facial

nerve, but also the cochlea nerve from the radiation field (50% iso-

dose line) critically, and the origin of tumor could be suggested from

superior vestibular, inferior vestibular, or chochlea nerve sheath.

Results

We propose the indications for stereotactic radiosurgery for acoustic

tumors as follows; for large size tumors (Koos stage 4), we strongly

recommend surgical resection. For small-middle size tumors (Koos

stage 1–3), follow-up observation is fundamentally negative, and we

recommend surgical resection for the patients with serviceable hear-

ing who are less than 50 years old, and then recommend stereotactic

radiosurgery for other patients with serviceable hearing who rejected

surgery and are more than 50 years old (Fig. 1).

Conclusion

Especially, for neurofibromatosis type 2 tumors, we have very posi-

tive clinical results that serviceable hearing preserved in 91% (15/16)

patients with Gardner and Robertson class 1. We strongly recommend

stereotactic radiosurgery as early as possible in order to keep retain

the auditory function.

References

[1] Tsao MN, Sahgal A, Xu W, De Salles A, Hayashi M, Levivier

M, Ma L, Martinez R, Régis J, Ryu S, Slotman BJ, Paddick I.:

Stereotactic radiosurgery for vestibular schwannoma: Interna-

tional Stereotactic Radiosurgery Society (ISRS) Practice

Guideline.J Radiosurg SBRT 5(1), 5–24, 2017.

[2] Horiba A, Hayashi M*, Chernov M, Kawamata T, Okada Y:

Hearing Preservation after Low-dose Gamma Knife Radio-

surgery of Vestibular Schwannomas. Neurol Med Chir (Tokyo).

56(4),186–192, 2016.

Fig. 1 This figure demonstrated the dose planning for acoustic tumor

(Koos stage 4) in Gamma Plan which was dedicated softwere in

Gamma knife surgery. The tumor was covered with 50% isodose line

which was separed from the facial nerve and the brain stem
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Purpose

Photodynamic therapy (PDT) is a local therapy based on cell death

and feeding vascular thrombosis, and is one of the important treat-

ment option for lung cancer, esophageal cancer, and primary

malignant tumors in Japan. Recently, immunostimulation by PDT has

also been suggested. Since January 2014, we have performed more

than 200 cases of PDT surgery mainly for glioblastoma.

Methods

The treatment results for initial and recurrent glioblastoma were ret-

rospectively analyzed, and the effect of combined use with

immunotherapy was examined.

Results

For primary glioblastoma, 30 cases with PDT and 164 cases without

PDT were compared, PFS was 19.6 months vs. 9.0 months

(p = 0.016), and OS was 27.4 months vs. 22.1 months (p = 0.03). A

significant prognosis-prolonging effect was observed in the treatment

group (Nitta et al. JNS 2019).

Similarly, for recurrent glioblastoma, 70 cases with PDT and 38

cases without PDT were compared. PFS after reoperation was

5.7 months vs. 2.2 months (p = 0.004), and OS after reoperation was

16.0 months vs. 12.8 months (p = 0.031). A significant prognostic

effect was observed in the PDT group. In multivariate analysis, PDT

and KPS were prognostic factors. However, there are many cases of

recurrence in the early postoperative period, which is a future issue.

Furthermore, when the clinical results of 19 patients with primary

glioblastoma who underwent immunotherapy with an autologous

tumor vaccine and PDT in combination were examined, the median

PFS was 17.4 months and the median OS was 63.1 months, which are

extremely good results exceeding 5 years. It is suggested that immune

activation by PDT may be a long-term survival factor.

Regarding adverse events, although there were no postoperative

complications that could be concluded to be caused by PDT, we have

experienced cases of contrasted lesions due to inflammation and

edema in the surrounding area after a certain period of time after

excision using PDT., The possibility of reaction by PDT cannot be

denied.

Conclusion

PDT is an effective treatment for newly diagnosed and recurrent

glioblastoma, and is particularly effective in combination with

immunotherapy.
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Purpose

Maximal resection without neurological deficit (maximal safe resec-

tion) is required in brain tumor surgery. Microscopic brain tumor

resection is the most common while high-definition 3-demensional

exoscope (3D/4K exoscope) is increasingly used. Heads-up surgery

with exoscope allows surgeons to set their sights on multi-monitors

simultaneously and, together with neuro-navigation and electrophys-

iological monitoring, is capable of information integrated

neurosurgery.

Neuro-navigation supports neurosurgeons to achieve maximal safe

resection by showing the location of tumor, eloquent brain fibers, and

brain vessels. Electromagnetic (EM) navigation, in contrast to optical

tracking navigation, enables continuous guidance despite interrup-

tions in the line of sight. Further, the latest EM navigation has

overcome magnetic interference of metal head frame.

Using 3D/4K exoscope and EM navigation, information integrated

surgery with real-time continuous navigation can be achieved. Here

we present a novel system with 3D/4K exoscope and EM navigation

for brain tumor surgery.

Methods

This is a retrospective analysis of 33 patients with brain tumor who

underwent tumor removal using exoscope (ORBEYE; OLYMPUS or

Hawk Sight; Mitaka Kohki Co) with EM navigation (Stealth Station

S8; Medtronic) at Kyorin University Hospital between July 2020 and

October 2021. Malleable tracking suction instruments were used for

EM continuous navigation. All patients are fixed with metal head

frames during the surgery. CT and MR images used for navigation

were obtained with a ultra-high-resolution CT scanner (Aquilion

Precision; Canon Medical Systems) and a Vantage Galan ZGO;

Canon Medical Systems), respectively. A 55-inch 4K 3D monitor was

positioned in front of the operator, and a navigation monitor and a

monitor of electrophysiological monitoring was placed on either side

so that the surgeon could see all the monitors simultaneously.

Results

We included 33 patients (15 men and 18 women; age range,

16–82 years; median age, 49 years; 12 glioblastoma, 13 lower grade

glioma, 3 metastatic brain tumor, 1 meningioma, and 4 others). Of

these 33 patients, 27 underwent surgery under general anesthesia and

6 underwent awake craniotomy.

Continuous tracking by EM navigation was successful in 33 of 33

cases (100%) despite the use of metal head frames. The improved

performance of EM emitter of Stealth Station S8 system seemed to

overcome the metal interference. The surgeons could always recog-

nize location data obtained by real-time EM navigation during

exoscopic tumor removal. On the other hand, surgeons should look

away from the microscope while checking a navigation monitor

during microscopic tumor removal.

Further, ultra-high-resolution images could visualize tiny blood

vessels even perforator. When integrated to the navigation system,

surgeons could have a clear image of tumor and surrounding vessels

during surgery and find it easy to preserve important blood vessels.

Supra-total resection or gross total resection was achieved in 9

(75%) of the patients with glioblastoma. Surgical morbidity included

hemiparesis in 1 (3.0%) patient, hemianopsia in 1 (3.0%) patient.

Postoperative infarction was observed in 2 (8.0%) patients with high

grade glioma, which was significantly lower compared to 23 of 77

(29.9%) patients with glioblastoma who underwent microscopic

tumor resection (p\ 0.05).

The limitations of this system are as follows. First, the accuracy of

the navigation becomes lower and lower because of the brain shift

during the tumor removal. The images integrated to navigation should

be updated using intraoperative MRI and so on. Second, the malleable

suction instruments are not suited for the fine neurosurgical tech-

niques compared to the normal metal suction tubes. The development

of improved EM trackable instruments is warranted.
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Conclusion

Using high-resolution exoscope and the state of art EM navigation,

information integrated surgery with real-time continuous navigation

can be achieved. This novel system is highly useful for maximal

tumor resection, avoiding ischemic complications, and preserving

brain function in brain tumor surgery.
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Purpose

Long-length imaging is an important modality for preoperative

planning in spinal deformity surgery. The long field of view (FOV)

aids in planning the deformity correction via analysis of global spinal

alignment (GSA) parameters. Intraoperative long-length spinal

imaging would be similarly beneficial for the assessment of deformity

correction while the patient is still on the operating table. Previous

work on long-length intraoperative imaging includes stitching mul-

tiple fluoroscopic frames but is subject to workflow challenges and

parallax error. Mobile cone-beam CT (CBCT) is also widely preva-

lent but does not normally cover a long FOV and carries a

considerable radiation dose.

A novel approach has recently emerged for 2D ’’long-film‘‘ (LF)

imaging on a mobile CBCT system (O-armTM Imaging System,

Medtronic) with a multislot collimator and longitudinal translation of

the gantry to acquire AP and lateral images with up to 50 cm FOV

and dose comparable to a standard radiograph. The long FOV could

enable surgeons to assess the deformity correction in the operating

room. We evaluate the performance and workflow of LF imaging in

thoracolumbar fusion, including integration of LF imaging with deep

learning techniques to automatically label vertebrae and analyze

GSA.

Methods

LF Imaging System. The O-arm includes a multi-slot collimator that

is automatically positioned during LF imaging and translated longi-

tudinally during pulsed x-ray exposure and detector readout to acquire

a LF image with up to 50 cm FOV. The radiation dose for LF imaging

was measured with an air ionization chamber in terms of dose-area

product (DAP).

Clinical Study. The utility of LF imaging was assessed in a clinical

study under an IRB-approved protocol including 35 patients under-

going thoracolumbar spine surgery. Outcome measures include

analysis of automatic vertebrae labeling, GSA measurement, and

workflow (below).

Automatic Spine Labeling. Automatic vertebral labeling was per-

formed (for the first N = 8 subjects from the clinical study) using a

region-based deep neural network that combines information from

multi-slot projection data to simultaneously label vertebrae in AP and

lateral LF images via multi-instance detection [1]. The accuracy of

labeling was evaluated in comparison to expert-defined ground truth,

and GSA metrics—lumbar lordosis (LL) and medial thoracic

kyphosis (MThK) –calculated automatically using an algorithm based

on spline fits to the spine labels (SpNorm) [2].

Workflow Analysis. The workflow analysis involved recording the

total LF imaging time, defined as from wheels-in to wheels-out of the

O-arm in the operating room, including a breakdown of sub-steps:

tableside positioning, definition of LF start and stop positions, AP

scan, lateral scan, and removal from tableside. In cases involving both

CBCT and LF imaging, the total imaging time (CBCT ? LF) was

also measured.

Results

Dose measurements showed LF imaging with a 50 cm long FOV to

give reference point DAP = 816 mGy.cm2, was equivalent to *
2.5 s of fluoroscopy. Figure 1 shows example AP and lateral LF

images from the clinical study along with automatic vertebral labels

computed by the deep neural network and GSA computed via

SpNorm. Automatic vertebrae labeling was 95.5% accurate—with

85/89 vertebrae identified as true-positive detection/classifications, 2

false-positive detections, and 2 false-negative (missed) detections

owing to obstruction of upper thoracic vertebrae by the shoulders in

the lateral view. Two errors were associated with a lack of enforcing

the natural anatomical order of the spine in the current algorithm.

Automatic evaluation of GSA metrics (LL and/or MThK) was per-

formed using the vertebral labels—for example, in the case of Fig. 1:

LL = 38.9o (compared to 38.3o measured manually by a trained

reader). Moreover, the intraoperative GSA enables comparison to

GSA in preoperative images (in this case, an increase from LL =

24.9o) to assess agreement with the surgical plan.

Table 1 summarizes the LF workflow in terms of imaging time.

The average total LF imaging time was 16.6 min (range:

12.1–23.1 min), with 83% of the time owing to tableside positioning

and defining the LF start / stop positions. By comparison, the average

total time to obtain a CBCT scan (a process for which the radiology

technicians were well experienced) was 12.5 min. The LF imaging

time was observed to continually decrease over the first 8 cases,

reflecting the learning curve of the technologists (e.g., 32.3 min for

subject #1, compared to 13.1 min for subject #8). In cases for which

the O-arm is already used for CBCT (e.g., for 3D confirmation of

instrumentation placement), acquisition of a LF image only added

8.5 min (range 5.4–13.4 min).

Fig. 1 Example AP and lateral LF images with automatic vertebrae

labeling and analysis of GSA
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Table 1 Workflow analysis: time required for CBCT and LF

imaging, including sub-steps

Average (min) 25,0 16,6 4,0 4,0 1,7 1,4 1,4 4,1
Maximum (min) 32,4 23,0 8,0 7,2 2,5 1,7 2,3 5,0
Minimum (min) 20,0 12,1 1,4 2,3 1,3 2,0 1,1 2,1

LF Image Scan 
(Lateral)

N= 8 subjects
Total Imaging 

Time 
(CBCT+LF)

LF Imaging Process Steps

Tableside 
Positioning

Define LF Start 
Position

Define LF Stop 
Position

 Remove from 
Tableside 

Total Imaging 
Time LF Image Scan 

(AP)

Conclusion

LF imaging in thoracolumbar fusion surgery provides intraoperative

AP and lateral images of the spine covering a long FOV at a low

radiation dose (equivalent to a few seconds of fluoroscopy). Auto-

matic vertebrae labeling showed 95.5% accuracy and GSA

measurement in 8 cases from an ongoing clinical study.

As technologists became more familiar with LF imaging, work-

flow time was reduced and comparable to obtaining a CBCT. Patient

positioning proved to be a limitation for some GSA measurements,

where the cervical spine could not be reached in the FOV without

repositioning the arms to a neutral position, which is undesirable for

the surgical setup. Ongoing work investigates positioning the arms

consistent with surgical requirements and better accommodating LF

imaging of the cervical and upper thoracic spine.
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Purpose

Current diagnostic methods to detect aseptic loosening of the tibial

component after Total Knee Arthroplasty are inconclusive or invasive

in nature, causing unnecessary (revision) surgery. Alternatively,

advanced 3D-CT image analysis technology can be used to detect

tibial implant displacement directly under external valgus and varus

loading conditions.

In case of loosening, the relative displacement of the implant with

respect to the tibia is often smaller than 1 mm, which requires

detection at a submillimeter level. The purpose of this study was to

develop methodology and user-friendly software for swift image

analysis and to assess its accuracy and precision.

Methods

Software for visualization and automated image analysis was imple-

mented in a stepwise approach to: (1) load CT images of femur and

tibia in varus and valgus positions, (2) segment the implant and tibia

in the valgus scan, (3) register the segments to the varus scan and (4)

measure the relative displacement of the implant with respect to the

tibia. Registration and threshold-connected region growing were used

as in [1].

Accuracy and precision were assessed by repetitively scanning

(N = 10) a cadaver specimen with total knee implant with a Brilliance

64-channel CT scanner (Philips Healthcare, Best, The Netherlands)

(isotropic voxel spacing of 0.45 mm), including the partial femur and

whole tibia, without external loading. The images were analyzed as

described above, where any apparent displacement of the prosthesis

with respect to the tibia can be attributed to methodological error. The

mean displacement served as measure of accuracy, the standard

deviation served as measure of precision. The norm was used to report

residual translations along the x-, y- and z-axes, and rotations about

the x-, y-, and z-axes.

In the standard approach, we segmented the tibia component and

the tibial cortex (excluding the trabecular bone) and registered these

models to the varus scan. Three alternative approaches were evaluated

with this standard approach with the goal to speed up the analysis

procedure while evaluating the corresponding effect on accuracy and

precision: (1) segmentation of the tibia including the trabecular bone,

(2) registration with a reduced number of mesh points of the tibia and

(3) registration using only the proximal 20% of the tibia.

In addition to the accuracy and precision experiments, we evalu-

ated the extent of tibia bending between valgus and varus loading in

one patient scan by quantifying the relative displacement of the

proximal 20% with respect to the distal 20% of the tibia. In an attempt

to minimize the effect of tibia bending in detecting implant loosening

we quantified and compared the observed implant displacement for

this patient when using either the whole tibia or the proximal 20% in

our analysis.

Independent t-tests were performed to assess the level of signifi-

cance in our experiments.

Results

Comparing the accuracy and precision of the three alternative image

analysis approaches to the standard approach is summarized in

Table 1. Segmentation including the tibial trabecular bone did not

show a significant difference in accuracy, precision or image analysis

time compared to the standard approach.
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Table 1 Overview of the accuracy, precision and total time of

image analysis. p\ 0.05 indicates a significant difference to

the standard approach (first column). Total analysis time and

change (%) compared to standard are given in the last row

Standard approach

Excl. trabecular bone Incl. trabecular bone Excl. trabecular bone Excl. trabecular bone Excl. trabecular bone 

100% resampling 100% resampling 1% resampling 0.1% resampling 100% resampling

100% �bial length 100% �bial length 100% �bial length 100% �bia length 20% �bial length

Accuracy 0,03 0,03 0,03 1,19 0,03

p  (2 tail) 0,84 0,96 0,11 0,60

Accuracy 0,09 0,09 0,09 0,48 0,10

p  (2 tail) 0,99 0,91 0,07 0,51

Total analysis 
�me 250 260 140 138 160

(4% increase) (44% reduc�on) (45% reduc�on) (36% reduc�on)

p (2 tail) 0,94 <0.01 <0.01 <0.01

Ti
m

e 
[s

]

0,01 3,17 0,01

Ro
ta

�o
n 

[˚
 ]

Precision 0,05 0,05 0,05 0,92 0,05

Tr
an

sla
�o

n 
[m

m
]

Precision 0,01 0,02

Resampling the tibia contour to 1.0% of approx. 500.000 points

did not change the accuracy or precision, but reduced the total image

analysis time with 110 s. Further resampling to 0.1% resulted in data

outliers which increased the level of error while the image analysis

time hardly improved (2 s) compared to 1% of the mesh points.

Registration using the proximal 20% tibia or the entire tibia length

showed no difference in accuracy or precision.

Tibial bending showed a relative displacement of 0.4 mm and 0.2̊

of the proximal tibia with respect to the distal tibia between valgus

and varus loading. This relative displacement implies bending of the

tibia and affects measurement of implant displacement. During sur-

gery the implant appeared to be loose. Including the entire tibia in the

detection of implant loosening showed larger displacements

(0.46 mm and 0.68̊) compared to including the proximal 20% of the

tibia (0.29 mm and 0.59̊) (Fig. 1).

Conclusion

The total image analysis time can be markedly reduced by resampling

the tibia mesh to 1% of approx. 500.000 points without showing an

effect on the accuracy and precision. No difference between in- or

excluding the trabecular bone in the tibia segment was found. Since

tibial bending interferes with measuring implant displacement, it is

recommended to include only a proximal tibia segment in these

evaluations, although future research is needed to confirm whether

that approach is beneficial.
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Purpose

Orthognathic surgery is a bony procedure (osteotomy) designed to

correct jaw deformities. While facial soft tissue is not directly oper-

ated upon, it changes ’’automatically‘‘ to adapt to the bony movement.

While surgeons can successfully plan the bony surgery, predicting

facial changes following osteotomy is still a challenging task. Facial

change prediction using finite-element method (FEM) simulation is

reported to be the most accurate method. However, it is computa-

tionally expensive and time-consuming, thus being infeasible for

near-real-time prediction following bony surgical planning [1]. To

solve the problem, in the past we have developed FC-Net, a deep

learning-based approach for facial-change prediction [2]. While the

computational speed has been significantly improved, the accuracy of

FC-Net also needs to be improved. Therefore, in this work, we pro-

pose a deep learning approach with cross point-set attention to

enhance the prediction accuracy.

Methods

An attention based deep learning framework, Motion Transformer

Network (MotionFormer), is developed to predict the facial changes

(the movement of facial points) from the movement of bony segments

(points). MotionFormer takes three inputs, pre-operative facial points,

bony points, and bony movement vectors, to predict the movement of

the facial points. The overview of the developed MotionFormer is

shown in Fig. 1.

MotionFormer first extracts the structural features of pre-operative

facial and bony points using two PointNet?? networks, respec-

tively. Facial and bony point coordinate values are normalized into

Fig. 1 Overview of the proposed Motion Transformer Network

(MotionFormer)

Fig. 1 Heatmaps showing observed implant displacement across the

surface when the whole tibia is used for registration (left; larger

bending effect included) or the proximal 20% (right; less bending

included)
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the range of [0,1] before feeding into the networks. Then, shared fully

connected (FC) layers are used to transform the bony movement into

bony movement features. All these features are fed to a cross point-set

attention module. In the cross-set attention module, facial change

features are calculated in two steps. In the first step, a dot product

similarity is computed between the extracted facial features and bony

features, which represents the relationship, i.e., affinity, between bony

and facial points. The similarity is further normalized by the number

of bony points. In the second step, the normaliized similarity matrix is

used to transform the bony movement features into the facial move-

ment features. Sequentially, the shared FC layers reduce the

dimension of the facial movement feature to 3, which is then nor-

malized into [-1,1] to predict facial movement vector. Finally, the

locations of post-operative facial points following bony change are

predicted by adding the computed facial movement to the pre-oper-

ative facial points. All post-operative facial points are scaled back to

the physical coordinate system by using the scale factor computed

from the input points. We trained the proposed MotionFormer by

adopting the same loss function as FC-Net, which consists of a shape

loss, a point density loss, and a local-point-transform loss.

The performance of MotionFormer was evaluated using 40 sets of

retrospectively analyzed patient data, 32 for training and 8 for testing.

The data was randomly selected from our digital archive of patients

who had undergone double-jaw orthognathic surgery (IRB#

Pro00008890). Both facial and bony surface of post-operative CT

were registered to the pre-operative ones based on surgically unal-

tered bone volumes. Virtual osteotomies were performed on pre-

operative bone surface based on post-operative one. Then, the bony

movement of each bony segment, i.e., surgical plan for the actual

surgery, were retrospectively established by manual registration. The

post-operative face served as the ground-truth for evaluation. For

efficient training, 4096 points were down-sampled from each original

pre-operative bony and facial segments, respectively.

The prediction accuracy of MotionFormer was evaluated quanti-

tatively using surface deviation between the predicted and post-

operative faces. Average surface deviation was calculated for 6

individual facial regions, including the nose, upper lip, lower lip,

chin, right cheek, and left cheek, defined by the facial landmarks. In

addition, the results of our proposed method were also compared with

our previous FC-Net. A one-tailed paired t-test was used for statistical

comparison. Finally, computational time for predicting each patient

was recorded.

Results

The accuracy results of our proposed method and the comparison to

FC-Net are shown in Table 1. The results of paired t test showed that

our MotionFormer was statistically significantly outperformed the

FC-Net (p\ 0.05) in the upper lip, right cheek, and entire face. The

average computational time was around 70s.

Table 1 Comparison between our MotionFormer and FC-Net

p-value 0,066 0,024 0.220 0,144 0,018 0,095 0,027

Methods
Upper Lip Lower Lip

Surface deviation (Mean ± Std, mm)

Nose Chin Right cheek Left cheek Entire face

FC-Net [2] 1.66±0.30 2.09±0.98 1.97±0.94 2.21±1.55 1.79±0.38 1.31±0.25 1.68±0.25

MotionFormer 1.33±0.44 1.57±0.73 1.77±0.53 1.52±0.79 1.23±0.55 1.13±0.30 1.31±0.31

Conclusion

The MotionFormer successfully predicted the facial change following

bony change by utilizing the cross-set attention. The prediction error

of the proposed method significantly improved the prediction accu-

racy in the facial regions including clinically critical region, i.e.,

upper lip, compared to the state-of-the-art method, FC-Net, while

keeping the computational efficiency. In the future, we will develop

an enhanced cross point-set attention module by leveraging the dis-

tance information between bony and facial points to further improve

the prediction accuracy and perform qualitative analysis for clinical

evaluation.
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Purpose

In recent years, augmented reality (AR) has increased its adoption in

many areas, including medicine. This technology overlaps three-di-

mensional virtual models onto physical objects in the real world,

improving the information available to the user. An important limi-

tation of AR is the registration between the virtual and the natural

environment. Although some studies perform this step manually, the

resulting accuracy and user-dependent error are unsuitable for clinical

applications. Automatic registration is an alternative when a correct

alignment is crucial, such as during surgery. In these cases, AR can

overlay patient-specific information to the real patient, such as

anatomical models or the preoperative plan, assisting the surgeon

during the intervention.

Either smartphones or head-mounted displays are suitable options

for the deployment of AR applications. Among all, Microsoft Holo-

Lens is considered the best AR platform in surgical interventions [1].

In this work, we analyze Microsoft HoloLens 2 in orthopedic onco-

logical surgeries. More specifically, we evaluate the accuracy of the

AR projection performing automatic registration with two AR
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markers based on a visual pattern or retroreflective spheres. Our goal

was to determine which one offers the better tracking performance to

guide osteotomies.

Methods

We simulated a surgical procedure in the laboratory with a 3D printed

phantom based on a patient with a pelvic osteosarcoma. This phantom

contained a portion of the patient’s tumor and the surrounding bone.

We created all the virtual models of the patient structures from the

preoperative CT on 3D Slicer. In addition, we used Autodesk

MeshMixer to create a surgical guide as a negative of the bone’s

surface to be adjusted in a specific location of the patient. Finally, we

developed two different AR markers to evaluate the HoloLens 2

tracking performance in both cases. The surgical guide contained a

socket to fit both AR markers, thus enabling an automatic registration

between HoloLens and the real world. The markers, phantom, and

surgical guide were 3D printed in polylactic acid (PLA) with fused

deposition modeling (FDM) technique using a double extruder

desktop 3D printer (Ultimaker 3 Extended).

We also developed two different Microsoft HoloLens 2 applica-

tions on the Unity platform. The first one used the HoloLens camera

and the Vuforia� development kit to recognize a black and white

two-dimensional 3D printed pattern. The second app tracked the

position and orientation of a rigid body containing three retroreflec-

tive spheres with the HoloLens infrared camera.

During the experiments, we used a Polaris Spectra optical tracking

system (OTS) as a gold standard for error measurements, recording

positions with a tracked pointer and including a reference rigid body

in the phantom. This information was directly streamed to 3D Slicer
via PLUS toolkit and an OpenIGTLink protocol. The real phantom

and the virtual model were registered with point-based registration

calculated from eight small conical holes (Ø 4 mm 9 3 mm depth)

included in the phantom surface. After this registration, we fitted the

corresponding AR marker (pattern or spheres) into the surgical guide

socket. Once the marker was identified, the app projected virtual

models of the patient’s tumor, bone structure, and two cutting planes.

Orthopedic oncological surgeons designed these planes to perform an

osteotomy of the hip along the iliac crest and the acetabular region.

To evaluate the AR projection error, two different users collected

several points in the intersection between the virtual cutting planes

and the phantom. They repeated this procedure three times, removing

and placing back the surgical guide between repetitions. We measured

the AR error as the minimum distance from each collected point to

Table 1 Projection errors obtained for each cutting plane relying

in either the pattern-based or the spheres-based AR references

Mean Std Median IQR Mean Std Median IQR
Pa�ern-
based AR 
reference

1.225 0.985 0.931 1.346 1.051 0.708 0.964 1.011

Spheres-
based AR 
reference

2.033 1.446 1.821 2.092 1.472 1.077 1.174 1.282

Iliac crest plane [mm] Acetabular plane [mm]

the reference plane. Figure 1 shows the acquisition of the illiac crest

plane points using the pattern-based AR reference.

Results

Table 1 summarizes the projection accuracy obtained for each cutting

plane using both AR markers. Overall, the pattern-based AR reference

offers a more accurate projection of the cutting planes than the

spheres-based one: 1.225 ± 0.985 mm versus 2.033 ± 1.446 mm in

the iliac crest plane, and 1.051 ± 0.708 mm against

1.472 ± 1.77 mm in the acetabular case. We performed two Mann–

Whitney U tests to analyze the data dependence on the AR marker

and plane, obtaining a significant difference (p value\ 0.05) in both

cases.

Conclusion

The results obtained in the laboratory prove that both methods are

sufficiently accurate for these surgical procedures, considering the

state-of-the-art in osteotomy guidance using AR [2]. In our case, the

pattern-based AR marker results are slightly better than the spheres-

based. However, the latter would allow combining HoloLens 2 with

other surgical navigation frameworks based on optical tracking sys-

tems. The next step would be to test our applications in actual

surgeries and determine whether the error is still low enough in those

uncontrolled scenarios. In this work, we expect to offer a good

alternative to current registration issues and an easy solution to apply

AR in these scenarios.
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Purpose

Flexible ureteroscopes (fURSs) are widely used in minimally invasive

diagnostic and therapeutic procedures for upper urinary tract diseases,

including tumors, renal stones, and internal obstruction. Geometric

parameters and bend shapes vary among fURSs, and comparative

studies have been conducted [1]. To expand their range of access,

fURSs must be rotated along their long axes because they are only

capable of bidirectional bending. This constraint to bend-and-rotate

manipulation limits access, especially into the lower calyx, and it is

associated with biomechanical stress to operators [2]. Recently, a

fURS capable of omnidirectional bending was tested, and its wider

access range and shorter access time were assessed using mock pro-

cedures [2]. Its right-to-left directional maximum bending angle was

only 100�, which represented only 36% of the angle achievable in the

up-and-down direction. To overcome these performance and range-

of-access limitations, we proposed a fURS with a frameless-struc-

tured tube and a unique wire crossing element (WCE). We developed

a prototype, evaluated its steering properties, and assessed its feasi-

bility using a kidney phantom.

Methods

The proposed fURS prototype (Fig. 1) comprises a flexible, solid

polyamide-12 tube for the body and a stretch-retractable, porous

expanded polytetrafluoroethylene (ePTFE) tube with 40% porosity for

the distal end. The tubes employ a central lumen and eight wire

lumens. The ePTFE tube’s distal end was connected to an austenite

stainless steel (SUS304) washer with the same lumens. These tubes

were connected through a SUS304 WCE.

Table 1 Bending results (IST, image sensor type; ABD, active

bending direction; UaD, up-and-down; RaL, right-and-left)

Name IST ABD Company 1 cm 2 cm 3 cm 4 cm UaD RaL
Prototype Digital Omnidirectional Ours 65 175 235 265 275 275

WiScope Digital 2 (UaD) OTU 
Medical 50 110 170 200 185 50

FLEX X2 [1] Fiber-Optic 2 (UaD) Karl Storz 56 119 162 186 No data No data

Flexible ureteroscope Tip active bending (degrees) Passive bending (degrees)

A control wire that bends the scope in one direction forms a loop via

the insertion of a wire into a wire lumen from the tube’s proximal end,

bending of the wire into a general U-shape at the washer, and backing of

the wire into the adjacent wire lumen. The prototype is equipped with

four loop-formed control wires. Each loop-formed wire passes through

the wire lumens at different cross-sectional positions on the ePTFE and

polyamide-12 tubes because the WCE enables the adjacent loop-

formed wires to cross without contacting each other. The polyamide-12

tube’s proximal end is connected to a handheld controller with coaxial

two angle-adjusting wheels to generate tendon-driven wire motions for

bending the distal tube in up-and-down and right-and-left directions.

The controller was fabricated by using a three-dimensional printer.

A lens barrel made of SUS304 was connected to the washer, and a

complementary metal–oxide–semiconductor (CMOS) image sensor

(400 9 400 pixels) and light guides were installed into it. The pro-

totype has no working channel.

We assessed the prototype’s bending capabilities. We recorded the

maximum bend angle in the active bending of the prototype and com-

parative fURS (WiScope, OTU Medical Inc., San Jose, CA). The

passive maximum bending angles when a payload was applied at their

tips were similarly recorded. Then, wemeasured themaximum tip bend

angle for every fURS with the tip extended out from an access sheath

mockup at 1-, 2-, 3-, and 4-cm intervals [1].We investigated the impacts

of the wire routing design using the WCE by measuring the WCE’s

movement distance associatedwith prototype bending.We performed a

feasibility study to assess the prototype’s ability to reach a sharp-angled

calyx using a flexible ureteroscopy simulator (K-Box, Coloplast,

Humlebaek, Denmark).

Results

The prototype’s maximum bend angle was 275� in both the up-and-

down and right-and-left directions. The prototype accomplished an

omnidirectional maximum bend angle of 275� by combining both

directional bending planes. Table 1 summarizes the bending results

compared with other fURSs. The prototype recorded about a 1.6-fold

larger maximal active bending angle with the restricted environment

and a 5.5-fold larger passive bending angle. The crossing wire-routing

design decreased the WCE’s offset distance by about 75% compared

with the conventional straight wire routing. This implies that the body

tube’s shape has less impact on the tip bending performance. This

observation suggests that we can steer this fURS without the distal

bending performance being degraded even when the fURS body tube

has been bent acutely at the fURS insertion point at the patient’s

body. In the feasibility study using our fURS prototype, we could

reach the phantom’s acute-angled calyx where only one of the con-

ventional six major CMOS image sensor type fURSs has previously

reached [1]. Additionally, the combination of the adaptive shape

deformation unique to the ePTFE tube and the balanced omnidirec-

tional bending facilitated access to the upper, middle, and lower

calyces omnidirectionally without scope rotation.

Conclusion

Using a frameless-structured flexible tube, we developed a fURS

prototype providing balanced omnidirectional bending of the tip and

adaptive shape deformation without the need for scope rotation.

A WCE installed in the tube for routing the control wires enabled the

durable bending performance. This prototype’’s improved steering
Fig. 1 Flexible ureteroscope prototype (CMOS, complementary

metal–oxide–semiconductor; fURS, flexible ureteroscope)
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performance, exemplified by its ability to access an acutely angled

calyx, could improve treatment outcomes and shorten operation times

associated with calyceal stone removal.
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Purpose

Robot- assisted surgery has grown in popular all over the world.

Master-follower type robot has advantages such as capability of

intuitive operation, applicable to tele-surgery and to microsurgery by

changing the motion scale between the master and the slave.

A master-follower surgical robot for minimally invasive surgery

named Saroa is developed. The robot can estimate grasping forces

with pneumatically driven robotic forceps. The importance of haptic

feedback in the surgical robot for MIS is widely recognized [1, 2].

The forces are estimated based on the dynamics and pneumatic

pressure changes of the forceps. The accuracy and effectiveness of the

estimated forces were evaluated.

Methods

Figure 1 shows the developed surgical robot. The follower robot

mainly consists of a holder arm and a forceps manipulator. The six

degree of freedom holder arm is a hybrid drive of pneumatic and

electric actuators. The electric motors with reduction gears are used to

shoulder and elbow joints of the robot for precise and rigid control.

The pneumatic vane motors are used for wrist joints to achieve soft

contact to the abdominal wall. The joints are not only controlled by

position feedback, but also controlled by torque to compensate for its

weight and external forces. The forceps manipulator with wrist joints

and a gripper are driven by pneumatic cylinder with high back

drivability, and estimates translational and gripping force using a

disturbance observer. The estimated force is sent to the master haptic

device and displayed directly as a reaction force. The estimated forces

by the developed forceps were compared with the forces measured

using a force sensor.

We implemented a bilateral control of the surgical robot using a

master device. The master device is an electrically-driven 7-DOF link

mechanism. It has parallel links for 3-DOF translational motion, a

gimbal mechanism for 3-DOF orientation input, and 1-DOF grasping

input. All degrees of freedom have electric actuators, where the

translational and grasping axes are active in this paper.

A simple force-reflection-type bilateral control was used to control

the robot system. The position, orientation, and grasping commands

obtained from the master device were sent to the slave side via UDP/

IP, and the estimated grasping force were sent back from the follower

side. The communication delay was negligible small between the

master side and the slave side since they were directly connected in a

same room.

Results

We confirmed that the mean absolute error between the measured

forces and the estimated grasping forces is 0.05 N or less for any

condition. The grasping force of the phantom tissue was less than half

that with the haptic display compared to the case without the display.

Conclusion

The performance and accuracy of the estimated grasping force by the

surgical robot Saroa was experimentally evaluated. The effectiveness

of force feedback of the robot was confirmed using phantom tissue.
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Purpose

Needle insertion surgery is one of the pioneers in the minimal inva-

sive surgery, for instance cryoablation [1]. Due to the nature of the

surgery, it requires the involvement of the technology and give more

challenges for the surgeon [2]. One of the challenges is to translate the
Fig. 1 Surgical robot with grasping forced feedback named Saroa
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plan on 2D CT view to the real-world patient. The surgeon capability

to guess and get close to the planned path affects the duration of the

procedure. Therefore, this study aims to assess the viability of macro-

mini robot arm a guidance system for needle insertion to assist the

surgeon translating the 2D CT needle plan to the real world and hence

get closer to the intended path.

Methods

The system will be based on the CT scan which takes every iteration

of needle change. These data will be registered and fused with the

previous data sets. The needle entry point and the target point will be

assigned on the updated image data. The information regarding their

coordinates is delivered to the robot arm and hence the robot can

guide the surgeon to the designated path as shown in the CT image

plan.

The robot arm is designed adapting the macro mini robot arm

which has 11 DOF. It implements the combination of serial and

parallel manipulator, respectively. The macro arm is designed to

manually moved and can be moved freely. The mini robot module is

automated hexapod, which capable to position itself based on the

appointed pose. The automated function has an activation trigger

upon the macro arm arrived in the designated area. Figure 1 shows the

surgeon execute the needle insertion with the guidance of the robot

arm.

The User Interface (UI) will utilize the 3DSlicer program, which

include the image registration, path planning, until the needle depth

tracking visualization. The model is based on the DICOM file from

the CT which reconstructed using 3D Slicer function. The registration

and tracking process involve NDI to monitor the pose of the phantom

and the robot arm. Some sets of markers (passive sensors) are

attached to the robot and the phantom base as indicator of their poses.

In the virtual world, the coordinate of intended entry point and

target point are selected and the path will be displayed in the model as

reference. The Multiplanar view of the needle path allows the surgeon

the surgeon to get better view of the safety and eligibility of the

planned needle path. When the path is confirmed, the transformation

is feed to the controller system to obtain the necessary adjustment of

the end effector pose. The required motion-controlled compensation

of the mini robot is based on the resolved motion rate. For this

specific project, the phantom is a pair of porcine kidneys submerged

into wax. The experiment itself is conducted by experienced surgeon,

therefore, it would simulate more realistic scenario.

Table 1 Total time consumption on each needle insertion

is approximately 15 min

1st needle 2nd needle
Base Displacement (mm) 2,4 2,5 2,6 3,9 2,85
Tip Displacement (mm) 4,4 3,1 4,5 7,2 4,8
Insertion Depth (mm) 33,8 30,6 35 32,5 33
Clean procedure time 
consumption (min) 15 19 8 13 13,75

Trial 1 Trial 2
Trial 3

Average

Results

From 4 needle insertions of 3 different trials, the accuracy of the of

the needle base is within 3 mm and the needle tip have less than

5 mm displacement, in which the depth of insertion is on average

33 mm with up to 2� needle deflection. The UI is similar to the

traditional approach. The total time consumption on each needle

insertion is approximately 15 min. The detailed result shown in the

Table 1.The performance of the first 3 needle insertions are quite

stable with certain amount of stability and accuracy. However, an

outlier of accuracy data shown in the trial 3 2nd needle, which reflect

the situation of overextend of the arm during the experiment.

Conclusion

The macro-mini robot arm has potential in guiding the needle inser-

tion process. This preliminary design able to guide the first needle

insertion closer to the target path with good procedure time. The

current project is limited with rigid phantom and the arm have limited

accessibility, therefore, the future project will focus on increase the

stability and accuracy while adapting the non-rigid body issues.
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Purpose

Gastrointestinal cancer can be treated by inserting a flexible endo-

scope through natural orifice. However, treatment instruments with

limited-DOF (Degree-Of-Freedom) require the operator to have a

high level of skill. In previous studies, articulated devices have been

developed. These articulated devices are useful for endoluminal

procedure such as ESD (Endoscopic Submucosal Dissection) and

NOTES (Natural Orifice Translumenal Endoscopic Surgery) to be

able to operate dexterously in narrow lumen, however, still suffering

from the limitation such as size and cost [1]. To overcome these

limitations, we propose an articulated forceps insertable into a stan-

dard endoscope‘‘s channel. The forceps are made with a compliant

mechanism, which allows the device to be compact and affordable

thanks to its monolithic structure. The proposed structure showed a

positive feasibility throughout a series of evaluations.

Methods

In this study, we developed a 2.5 mm multi-DOF endoluminal forceps

by using a compliant mechanism. The forceps designed based on the

proposed structure can be inserted into a 2.8 mm working channel of

a prevailing standard flexible endoscope. The proposed mechanism

consists of 2 segments: 1-DOF Grasping and 2-DOF bending. These

motions are generated by a tendon-sheath mechanism. When a tension

is applied to a wire passing through the center of the structure, the tip

opens and closes along with the part of structure elastically deformed.

Its structure was designed based on the results of FEA (Finite Element

Analysis) considering the maximum opening width as an evaluation

index. The 2-DOF bending can be performed by an antagonistic wire

mechanism for each DOF, providing the tip motion in up, down, left,

and right motions by four wires. As a notable feature of the bending

segment, the thickness of elastic hinge was designed to become

thinner toward the tip to prevent stress concentration on the proximal

few hinges when bending largely [2]. The proposed structure can be

produced within a single piece of mechanical element, allowing to be

downsized. In addition, the proposed mechanism can be operated

without mechanical backlash.

Results

The developed prototype was comprised of forceps, sheath, and

handheld parts. The proposed forceps was fabricated by a 3D printer

(Objet30, Stratasys, USA) using acrylic resin (Verowhite). A

notable feature of the proposed forceps is that the two components of

motion (grasping and bending) are monolithically structured by

compliant mechanism. The sheath is composed of five stainless wires

with 0.3 mm in outer diameter and five stainless flexible tubes with

0.6 mm in outer diameter. Wires and tubes have been designed in

consideration of transmission efficiency. The wire surface was coated

by PTFE, and the tube was consisted of a coil with a flat cross section

of strand. The five wires are mechanically connected to the joystick,

providing intuitive control of the tip in 3-DOF (grasping and bend-

ings) by the structure without electric components such as sensors and

motors. The motorless structure enables low-cost manufacturing and

disposable use.

A series of mechanical performance verification tests on the pro-

totype revealed the successful achievement of the following

specifications:

• Outer diameter: 2.5 mm.

• Maximum opening width of grasping: 2.25 mm.

• Length of bending segment: 30 mm.

• DOF: 1-DOF Grasping ? 2-DOF Bending.

• Range of motion: - 90 to ? 90.

To confirm the effectiveness of developed forceps, we carried out

a feasibility test on an excised porcine colon. As an experimental

setup, developed forceps and an electric knife (KD-650Q, Olympus,

Japan) were inserted through the two working channels of a flexible

endoscope (GIF-2TQ260M, Olympus, Japan). An evaluation experi-

ment using handheld device was performed as shown in Fig. 1. The

mucosa of excised porcine colon was successfully resected by the

electric knife while being lifted by the developed forceps. Therefore,

the experimental result showed a positive feasibility of the prototype.

Conclusion

In this study, we developed a novel multi-DOF endoluminal forceps

comprised of a compliant mechanism. The proposed structure sig-

nificantly reduced the number of parts compared to the conventional

endoscopic tools within the size of 2.5 mm in diameter. Feasibility

and effectiveness of the developed forceps have been positively

shown in ex- vivo test. The material of the tip structure will be

replaced to a biocompatible material from the current 3D print-

able acrylic resin. Also, a further investigation is on-going to improve

the usability.
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showed a positive feasibility in an evaluation experiment on animal
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Purpose

For conventional endoscopic surgeries, at least two medical staff must

participate in the surgery. The surgeon manipulates the surgical

instrument, and the endoscopist manipulates the endoscope to provide

the view to the surgeon. Research of endoscopic robots has focused

on replacing the surgeon’’s manual operation with accurate and safe

robotic control. However, manual manipulation of the endoscopist is

remained as an issue particularly for a flexible endoscope. A fine and

high level of communication between the surgeon and the endoscopist

is also required for safe and accurate surgery, which is not always

possible. When manipulating a flexible endoscope by a robotic

device, due to gravity and the length between the body and the tip of

the endoscope, the flexible cable hangs down, and a slack happened.

If the slack of the endoscope is not handled properly, the varying

tension of the endoscope causes a problem to control the endoscope.

A previous study tried to minimize the error from the slack [1].

However, the system had a large footprint, and was difficult to

transmit the rotation motion to the endoscope tip due to the friction. In

this study, we propose a tip manipulator with an adapted diagonal

rolling friction mechanism to achieve required rotation and translation

motion at the endoscope tip, as well as a separate body manipulator to

follow the tip manipulator.

Methods

The total system consists of two parts. The first part is a tip manip-

ulator that has four rollers to implement the diagonal rolling friction

mechanism. The second part is a separate body manipulator, which

enables three degrees of freedom motions. (Fig. 1) 1. Endoscope body

manipulator A commercial endoscope (Olympus) is motorized with a

belt and pulley. Three degrees of motion (bending, rotation, and

translation) are available. The body manipulator acquires the slack

value from the tip manipulator. The slack angle is measured by a pin

encoder. It is controlled to maintain the slack angle in a predefined

range which assures required stability. 2. Endoscope tip manipulator

Four rollers are in pairs to make two roller sets. The coupled rollers

are arranged in 90 degrees rotated with respect to the axis direction of

the endoscope to facilitate rotation and translation motions whiling

canceling the escaping motion perpendicular to the endoscope lon-

gitudinal axis. The two roller sets are positioned in the front and rear

Table 1 Rolling direction matrix showing roller rotation direction

as the input and the resulting endoscope motions as output

Forward transla�on
CCW rota�on

Forward transla�on Backward transla�on
CW rota�on CCW rota�on

Backward transla�on
CW rota�on

0 No mo�on

- CW rota�on Backward transla�on

+ 0 -

+ Forward transla�on CCW rota�on

                       Forward roller set
Rear roller set

of the endoscope path. Rotation and translation motions are achieved

by the combination of two roller sets. (Fig. 1) When the front roller

set rotates in ? direction, the endoscope is engaged to make forward

translation and clockwise rotation motion. The rotation of the rear

roller set rotates in ? direction makes the endoscope have the for-

ward translation and counterclockwise rotation motion. By

summation of these two roller set motions, the endoscope can be

controlled with 2 degrees of freedom. Table 1 shows the possible

combinations of the roller driving directions for rotating and trans-

lating the endoscope. The tip manipulator was designed with a size of

93(W) X 123(H) X 138(D) mm. This is similar to the parallel roller

system that can only perform the translation. [2] Furthermore, it is

much smaller than the two roller system that enables translation and

rotation motions.

Results

Repeatability tests were performed for the translation and rotation

movement. The manipulators were mounted on an optical table, and

the tip manipulator was controlled in velocity control mode. The

translation distance and rotation angle were measured. The standard

deviation was calculated from the measured values. The experiment

showed a repeatability error of about 0.4 mm for translation. The

translation error is smaller compared to previous research about 60%.

[2]. It means the error that occurred by the slack issue was com-

pensated well by the proposed method.

Conclusion

The proposed diagonal rolling friction mechanism provides a novel

and compact way to control the endoscope tip. The slack error was

compensated by controlling the endoscope at the tip. And the compact

size was achieved by driving rotation and translation motion in two

roller sets. Repeatability proved sufficient for endoscope manipula-

tion which can be assured minimize the error of slack. It is expected

that this system will be applied as a more accurate and usable way to

manipulate the endoscope.
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Purpose

Recently, VATS (Video-Assisted Thoracic Surgery) is widely used for

lung cancer treatment. In VATS, it is difficult to palpate the affected

area because the incision area of VATS is smaller than that of open

surgery. There have been several studies on detecting hard objects based

on the contact reaction to the objects of device such as themethods using

pressure sensor or acoustic reflection. In these methods, hard objects

were detected by comparing the values between the affected area and

around the affected area. In contrast, we have proposed a method of

estimating the stiffness by measuring the absolute value related to

Young’s modulus using a MEMS (Micro Electro Mechanical Systems)

3-axis force sensor and a potentiometer. In our previous study, we have

developed a prototype of a sensorized grasping forceps with modular-

ized gap sensor (Fig. 1) for the stiffness measurement method. In this

study, we evaluated the stiffness measurement characteristics of the

prototype focusing on the thickness of the grasping objects by com-

paring to the stiffness measured by a force gauge.

Methods

The sensorized grasping forceps consists of a grasping forceps with

two MEMS 3-axis force sensors attached to the each tip and a modu-

larized gap sensor. The grasping forceps was designed so that the sensor

surfaces are parallel when the forceps are closed.We used gelatin as the

grasping object. We prepared 9 types of object. The thicknesses of the

objects were 5 mm, 10 mm, and 15 mm at 10%, 20%, and 30% gelatin

by weight. We measured the thickness and stiffness 5 times to each

object by both the senserized grasping forceps and the force gauge. The

gap of the forceps when the measured value of the Z-axis of the 3-axis

force sensor was over 0.1 N is defined as the thickness of the grasped

object. The stiffness was calculated using the Z-axis force and the

displacement of the thickness.

Results

The average thickness and the average stiffness of the 5 mm, 10 mm

and 15 mm object at 10%, 20% and 30% gelatins were shown in

Table 1. The thickness was measured almost within 1 mm error. The

stiffness increased with the increase of the gelatin concentration,

linearly. The slope of the approximate line was 0.5939 when the

horizontal axis is the stiffness of a force gauge and the vertical axis is

the stiffness of a grasping forceps. We observed that the error become

larger with the increase of the thickness and the concentration. One of

the causes may be the tip angle of the grasping forceps. It may

improve by compensating the stiffness by the tip angle measured by

the prototype.

Table 1 Average thickness and the average stiffness of the 5 mm,

10 mm and 15 mm object at 10%, 20% and 30% gelatins

Density Thickness 
[mm]

Measureme
ntthickness[

mm]

Force gauge 
stiffness[M

Pa]

Grasping 
forceps 

stiffness[M
Pa]

5 4,46 0,66 0,1
10 11,09 0,13 0,16
15 15,79 0,16 0,16
5 4,55 0,36 0,29

10 10,37 0,45 0,44
15 15,47 0,56 0,43
5 4,99 0,88 0,46

10 10,69 1,11 0,68
15 15,59 1,33 0,68

10%

20%

30%

Conclusion

In this study, we evaluated the stiffness measurement characteristics

of the prototype focusing on the thickness of the grasping objects by

comparing to the stiffness measured by a force gauge. The thickness

of the grasping object was measured almost within 1 mm error.

Though the error increased with the increase of the thickness, the

results show that the forceps may evaluate the stiffness same as the

measurement by the force gauge.
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Purpose

Minimally invasive surgery has led to significantly reduced infection

rates and reduced recovery times for surgical procedures, by mini-

mizing the damage to the patient’s body. This imposes a restriction on

any tool used to be deployable during minimally invasive surgery and,

in turn, limits or complicates procedures as a trade-off between

incision size and number of tools or tool size that has to be achieved.

Self-assembly is the process of a structure to assemble itself and can

be found in countless examples in nature. The principle of self-

assembly applied to surgery tools could potentially lift the size lim-

itation a port imposes on the used tool. This work seeks to work

toward the development of a general concept of self-assembly to be

used in minimally invasive surgery.

Methods

Self-reconfiguring behaviour and origami robots were investigated for

their possible application in surgical instruments. A general concept

of self-assembly has been modeled after the natural self-reconfigu-

ration of proteins. The proposed concept features a chain of magnetic

components, linked together by rotational joints to allow for the

deployment through a long flexible tube and therefore promote the

application in a range of surgical procedures. Simulation tools have

been implemented [1] in order to investigate folding behaviour. TheFig. 1 Photograph of a Sensorized grasping forceps
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folding dynamics of simple structures have been simulated. More

complex structures were analysed for folding reliability by computing

potential energy [2] during the folding process. Prototypes have been

constructed as proof of concept and to show the scalability of the

proposed tools. The folding behavior of the prototypes have been

investigated and compared against the simulation. Simulations sug-

gest that the folding is achievable and reliable. While the prototype

confirms the simulation in part, it also shows that highly precise

manufacturing is necessary for more complex self-folding shapes

such as the highlighted anastomosis ring.

Results

The proposed concept consists of a chain of magnetic components,

linked together by rotational joints. Once deployed and free of the

confinement of the deployment tube, the magnetic attraction between

the chain components in combination with the unique restrictions of

the joints causes the chain to fold in on itself to a functional device,

exemplary shown in Fig. 1. The individual orientation of each mag-

netic component is unique, which results in a matrix of magnetic

components that displays a strong magnetic potential capable of

interacting with external magnets. This led to the chosen target

applications of magnetic anastomosis creation, to serve as proof of

concept. The concept allows for the formation of a magnetic voxel

and other secondary structures that in turn can assemble to larger

structures. Using the concept, a self-reconfiguring magnetic anasto-

mosis device has been constructed and tested. The prototype proves

that independent self-assembly of a magnetic surgery tool is possible.

Finally, limits in manufacturability of the prototype have been

investigated, showing that the device is potentially scalable in size.

Conclusion

The developed concept is shown to be deployable through small tubes

and to fold into volumetric structures upon release. The proof of

concept as a self-reconfiguring anastomosis ring displays its potential

in minimally invasive surgery. While manufacturability is a limit in

the current prototype, supported folding applications of the recon-

figuring anastomosis ring prove that application as a surgery tool is

possible. The developed concept of self-folding tools is proven to be

capable of mimicking a range of possible shapes that can be used. The

concept allows for potentially multiple stable states of folding that

could be exploited to create moving parts in the created tool. If the

production methods can be refined to allow for reliable production in

the desired size, this could lead to a new class of self-folding surgical

tools for minimally invasive surgery.
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Purpose

Closure of the left atrial appendage (LAA) prevents embolic stroke in

patients with atrial fibrillation. The correct selection of the closure

device and size is challenging due to the high variability of LAA

anatomy. In general, transesophageal echocardiography (TEE) is used

for sizing the patient-specific LAA and subsequent device selection.

However, TEE-based measurements, as well as x-ray fluoroscopy

measurements, tend to underestimate the size of the LAA [1]. Due to

the accurate measurements enabled by the three-dimensionality, the

closure device selection based on computer tomographic (CT) image

volumes and CT-based 3D models is appropriate but increases radi-

ation exposure and contrast agent injection to the patient. Here, we

propose generating an MRI-based 3D silicone model for LAA closure

device selection, eliminating invasive imaging, radiation exposure,

and contrast agent. The silicone model was created by filling a 3d-

printed cast model generated with MRI-based segmentation with

silicone compound. A Watchman FLXTM (Boston Scientific Cor-

poration, Marlborough, MA, USA) demo device could be inserted

into the silicone model to verify device selection.

Methods

Preprocedural, a 3D MRI data set was acquired with a respiratory

navigated 3D isotropic six-point mDixon method at 3 T (Achieva

3.0 T, dStream, R5.6, Philips Medical Systems B.V., Best, The

Netherlands) at 1.33 mm3 resolution and with a non-contrast-en-

hanced protocol. Based on the 3D MRI, the part of the left atrium

involving the left superior pulmonary vein (LSPV) approach and

LAA was segmented using 3DSlicer (Fig. 1a). Similar to previously

described work [2], a casting model was created from the resulting

segmentation with the inner shell corresponding to the original seg-

mentation size, and the outer shell with an offset of 2 mm (Fig. 1b).

The cast model was printed using the PLA filament NX2 1.75 mm

(extrudr, Lauterach, Austria) and a layer thickness of 0.2 mm.

Printing time resulted to 3:36 h on a RAISE3D Pro2 Plus and the

associated software ideaMaker 4.0.1 (Raise3D, Irvine, California,

USA). The resulting printout was filled with a silicone compound

composed of 90% DragonSkinTM 10 MEDIUM (Smooth On,

Fig. 1 Chain of magnetic components a) folds into a sheet b) or a

complex structure c)

Int J CARS (2022) 17 (Suppl 1):S1–S147 S73

123



Macungie, Pennsylvania, USA) and 10% Silicone ThinnerTM

(Smooth On, Macungie, Pennsylvania, USA) (Fig. 1c). After over-

night drying, the printout was removed from the silicone (Fig. 1d). A

fitting Watchman FLXTM demo device was placed in the LAA of the

silicone model. Subsequently, an MRI of the silicone model with the

implanted device within a water bath was generated to validate the

required compression of the device. Further, MRI-, TEE-, and XR-

based measurements of the patient’s LAA were performed to compare

the respective device size selections.

Results

The LAA could be identified in the non-contrast-enhanced patient

MRI (Fig. 2a). In the model MRI, the intensity of the MR signal of

the silicone compound enabled the distinction between water, silicone

model, and device (Fig. 2b). A Watchman FLXTM of size 24 mm fit

in the silicone model (Fig. 2c) and was also implanted in the LAA of

the patient. Based on the similar results of the measurements of the

LAA using 3D TEE (21 mm), 2D XR (21.66 mm), and 3D MRI

(21.3 mm), the size of the optimal Watchman FLXTM of 24 mm

diameter was determined respectively. Similar to tissue, the silicone

deformed as the device was implanted into the model. The device was

nevertheless compressed. The compression of the device by about

13%, as determined from the MRI of the silicone model in the water

bath, was within the required range of 10–30%. The compression of

the device implanted in the patient’s LAA was determined at 12.5%

by 2D TEE measurement. The silicone model comprised the left

superior pulmonary vein in addition to the LAA, which supported

orientation and handling of the model. Assuming a drying time of 5 h

according to the manufacturer’s specifications of the silicone, the

production of a patient-specific silicone model required 10:30 h.

Conclusion

By using the MRI-based silicone model, the same device size as based

on TEE and XR but with contrast agent-free, radiation-free, and

noninvasive imaging could be determined. The measurement directly

on MRI also yielded the same device size, though the proper selection

of the slice to be measured in the volume is essential. Based on the

silicone model, in addition to the measurement of the LAA, the

presumable compression of the device could be determined, which

could facilitate the decision between two possible device sizes in case

of ambiguous measurements. Since in this work only one LAA

occlusion case was evaluated, the priority of further work is to verify

the device size selection based on an MRI-based silicone model using

a larger data set.
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Fig. 1 a segmentation based on patient MRI, b cast model, c printed

cast model filled with silicone compound, d silicone model

Fig. 2 a LAA (*) identifiable in non-contrast-enhanced patient MRI,

b 3D MRI of (c) within a water bath, c silicone model with implanted

LAA occluder (Watchman FLXTM)
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Purpose

A surgical brain is the ultimate useful model for diagnosis, treatments,

surgery, and postoperative management. Theorizing and structuring a

surgical brain‘‘s decision-making and surgical skills are important for

promoting precision medicine. During a laparotomy with no record-

ing equipment many skills were taken over on-site. Recently, a

digitized surgery video can be replayed repeatedly by diffusion during

laparoscopic surgery and robot-assisted surgery. These surgical

videos and perioperative data in electronic charts are now easily

available, with their implementation being less-invasive in AI-navi-

gated image-guided surgery. This effectively avoids risks during the

perioperative period and can be achieved by analyzing data in detail

using AI [1].

Methods

We have created an image recognition model for AI using IBM

Visual Insight. Annotated (tagged) images are trained to create and

verify area detection models and judgment models. We also created

diagnosis models using AI to analyze preoperative images and sur-

gical videos. Using 570 preoperative rectal cancer images (CT and

MRI) of patients treated in our hospital, a diagnosis model of tumor

depth was created. For T3-T4 cases with a large tumor diameter, the

percentage of correct answers of the MRI images was 88%. In order

to create a real-time object recognition model for surgery, 5000 still

images were created from surgical videos, and 18,580 locations of 18

types such as forceps, ports, bleeding, intestinal tract, gauze, and

blood vessels were annotated and trained. When a still image was

created from the test surgery video and the diagnostic results were

calculated, the overall diagnostic results had a sensitivity for recall of

82.7% and specificity for precision of 84.1% (Fig. 1) (Table 1). The

ovaries, ureters, and suction forceps were easily mistaken for others

and the diagnostic results were poor.

Table 1 Overall diagnostic results had a sensitivity for recall

of 82.7% and specificity for precision of 84.1%

Number of objec Recall Precision
in  images

GI tract 160 82,5 92,3
Grasping F. 189 91,5 85,2
Harmonic F. 58 100 75,3
Maryland F. 23 100 88,5
Sphere F. 13 92,3 80
Suc�on F. 26 50 61,9
Clip F. 32 100 91,4
Clip 59 89,8 86,9
Metal Clip 33 90,9 90,9
Gauze 105 84,8 97,8
Artery 25 84 100
Vein 20 55 55
Blood 86 94,2 100
Liver 38 92,1 85,4
Gb 23 82,6 82,6
Ovary 28 82,1 85,2

Objective prediction of surgical difficulty before surgery is

important for safe and efficient surgery. We measured the level of

correlation between operation time and amount of bleeding using

machine learning, and examined whether it was possible to predict

these two parameters. In 216 cases of rectal (Rb) cancer, we created a

predictive model for the length of surgery and the amount of bleeding

using a machine learning model. In the operation time model of

symbolic regression, stoma construction, surgeon, operation method,

bleeding volume, preoperative radio-chemotherapy, and lateral dis-

section were important factors, with an accuracy, precision, and recall

of 68.75, 72.41, and 67.74, respectively and an AUC of 0.825. In the

bleeding volume model, surgical method, male, and preoperative

radio-chemotherapy were important factors, with an accuracy, pre-

cision, and recall of 71.88, 72.41, and 67.74, respectively and an AUC

of 0.763.

Results

Digitization of surgical videos is important for establishing surgical

education and navigation surgery. Creation of an algorithm using

surgical big data for a lasting navigation system is also of great

advantage to perform less-invasive and safe surgery. For example,

scene development, bleeding detection, and use of forceps can be

Fig. 1 Examples of object detection in surgical images. The objects

were detected accurately
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evaluated using a timeline to understand how surgery has progressed.

Surgical risk management is therefore possible, such as raising an

alarm when bleeding exceeds a certain level or when the estimated

time for each process in the surgical procedure is exceeded in the

timeline. Colorectal cancer surgery is relatively easy to standardize

and it is considered that AI will improve efficiency and optimization.

As progress assistance develops, the possibilities of automated sur-

gery will increase. By using this approach, surgeons can expect to

improve surgical results as well as surgical accuracy.

Conclusion

It would be very helpful for surgeons to reflect on the system-obtained

data in clinical practice, in other words, to obtain information on time.

For instance, risk avoidance is recommended by raising alarms during

high-risk surgery, resulting in an improvement in the skills of sur-

geons using objective assessment of surgical skills, with less

experienced surgeons performing surgery with navigation. We have

introduced the operation system under development and plan to val-

idate future issues.
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Purpose

We have clinically operated an intraoperative MRI-guided navigation

system since 2000 in more than 2000 cases, and since 2004, we have

performed intraoperative examination monitoring in awake mapping,

that provided navigation images, electrical stimulation, and patient

response on simultaneous video in more than 475 cases. Recently,

mapping data was added to intraoperative MRI as digital brain

function information, and the reaction points on intraoperative MRI

were converted to preoperative MRI and standard brain, and the

analysis results of 20 cases (reaction point 51) were summarized

(JAMIT, 2020). The image conversion accuracy of the reaction points

was 2.6 ± 1.5 mm for preoperative MRI and 1.7 ± 0.8 mm for

standard brain, and we simulated the projection of the normalized

brain data to the individual pre- and intra-operative MR image. In the

future, we are planning predicting glioma surgery that includes AI

analysis database intraoperatively by adding the tumor removal rate,

the incidence of motor / language function complications, the degree

of home / social rehabilitation, etc. to the mapping information [1].

The hyper smart cyber operating theater (Hyper SCOT), which

was initiated as clinical research from 2019, manages an on-site

limited database that integrates surgical information in a time-syn-

chronized manner. For the purpose of provide equal distribution of

medical resources in Japan, we started to demonstrate in 2020 to

remotely link surgical data between Tokyo and Hakodate to support

and realize remote surgery (research grant by the National Institute of

Information and Communications).

The purpose is to achieve a high level of uniformity of medical

technology including AI analysis, share a wide variety of intraoper-

ative multi-modal information obtained from Hyper SCOT at two

bases, and analyze and confirm these data using a high-speed and

large capacity 5G network.

Methods

We have already established a system for anonymizing all surgical

information, storing and sharing it, and constructed remote confir-

mation using a closed 5G network (Fig. 1). This 5G base

Intraoperative information sharing system can store and sharing of

intraoperative information obtained from SCOT as big data. Addi-

tionally, this closed 5G network uses the cloud direct of docomo open

innovation cloud, which allows the system to be constructed with only

5G router and servers / PC, and the security is guaranteed by the

carrier. It also enables medical AI using this big data. In addition, data

from multiple medical devices on the server can be integrated into

4 K images, and intraoperative information can be checked at once

from a remote location. Therefore, the integrated 4 K images can be

used for remote advice by expert doctors. Furthermore, this system

also enables medical AI of predicting glioma surgery using normal-

ized brain-function database and medical image analysis AI.

Results

We evaluated network response speed, TCP throughput and the

quality of data transmission using 5G. First experiment, the time from

the server-to-server response speed and TCP throughput results was

calculated. The average delay between servers using ping was

90.6 ms. The throughput measured by iPerf was 108 Mbps. In the

second experiment, the latency from the server-to-server of the RTP

streaming video transmission using an OBS and VLC was evaluated.

In this experiment, the 4 K microscopy video and system time were

displayed on the monitor of the transmission side, and the monitor

was then captured by 30fps and transferred. The delay was evaluated

by comparing the system time of the receiving side and the system

time of the video acquired at the receiving side. This results, the delay

was about 1.36 s when the bit rate was 70 Mbps. Therefore, 4 K

images of 70 Mbps quality could be streamed between the servers,

Fig. 1 Overview of 5G base Intraoperative Information Sharing

System between Tokyo Women’s Medical University and Future

University Hakodate
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and the bandwidth and speed were sufficient for intraoperative

information distribution.

Conclusion

We calculate the time and also obtained results that depend on the

remote communication and 5G base station performance, and we

constructed a communicative infrastructure for the transfer of surgical

images including 4 K images. In the future, real-time AI analysis of

intraoperative information will make it possible to easily understand

the surgical process and situation during surgery, and skilled doctors

in remote areas can easily check the surgical status and provide the

tele-surgery support from anywhere through high-speed and large-

capacity data transfer technology.
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Purpose

Recently, high difficulty laparoscopic surgery has become feasible

and widespread. However, the number of cases performed per insti-

tution is small at present, making it difficult to standardize and

improve the technique through the accumulation of cases. Therefore,

the development of a simulator reproducing a disease-specific surgi-

cal procedure is essential. We developed a high-fidelity simulator of

laparoscopic hepaticojejunostomy, and we studied to clarify the

characteristics of the forceps movement during a surgical process

using this simulator.

Methods

We developed a high-fidelity laparoscopic hepaticojejunostomy

simulator. It is made by combining 1-year-old infant pneumoperi-

toneum body trunk model (body weight: 10 kg) based on computed

tomography data and organ models such as liver, jejunum, and hep-

atic duct. TrackSTAR (Northern Digital Inc., Ontario, Canada) an

electromagnetic tracking system were used to trace the tips of the

forceps during a simulated procedure of hepaticojejunostomy. A total

of 35 surgeons participated in this study. 19 of them were pediatric

surgeons (PS) and the other 16 were gastrointestinal surgeons (GIS).

The participants had to perform hepaticojejunostomy using the sim-

ulator. The port layout was the right para-axial position. The

assessment points were time required to complete the task, total path

length of each forceps and average velocity of each forceps tip. All

data were expressed as the mean ± standard deviation. Two-tailed

paired and unpaired Student’’s t-test and analyses of variance were

Table 1 Results of the study

*Significant difference

conducted for comparisons using EZR version 1.38 (Saitama Medical

Center, Jichi Medical University, Saitama, Japan). All data were

defined as being statistically significant at p values\ 0.05.

Results

Table 1 shows the results. The time required to complete the tasks

was 939.57 ± 302.37 s for the PS group and 755.17 ± 442.27 s for

the GIS group (p = 0.15). There were no significant differences in the

time required to complete the task. The total path length of the right

forceps was 55.13 ± 51.21 m for the PS group and

143.53 ± 98.55 m for the GIS group (p\ 0.01). The total path length

of the left forceps was 188.02 ± 111.91 m for the PS group and

44.35 ± 40.75 m for the GIS group (p\ 0.01). The total path length

of the left forceps in the PS group was significantly longer than that in

the GIS group, and the right forceps in the GIS group was signifi-

cantly longer than that in the PS group. The average velocity of the

right forceps tip was 56.18 ± 46.59 mm/s for the PS group and

201.78 ± 112.36 mm/s for the GIS group. The average velocity of

the right forceps tip in the PS group was significantly slower than that

in the GIS group (p\ 0.01). The average velocity of the left forceps

tip was 188.05 ± 65.29 mm/s for the PS group and

57.72 ± 39.70 mm/s for the GIS group. The average velocity of the

left forceps tip in the PS group was significantly faster than that in the

GIS group (p\ 0.01).

Conclusion

The right hand movement of the PS group was shorter and slower

than that of the GIS group, but the left hand movement was the

opposite. The opposite characteristics of PS forceps manipulation

compared with GIS may have been due to the differences in clinical

procedures. Ieiri [1] reported that a shorter path length and slow

manipulation increased the quality of endoscopic procedures. We

found here that the movement of the left hand in the GIS group was

shorter and slower than in the PS group, suggest that GIS can use their

left hand more efficiently than PS. GIS perform laparoscopic surgery

primarily in a para-axial setting, such as gastrectomy, colectomy, and

pancreatectomy. They are accustomed to performed surgery in an

expansive space, so they usually use their left hand more frequently

than PS.

References

[1] Ieiri S, Nakatsuji T (2010) Effectiveness of basic endoscopic

surgical skill training for pediatric surgeons. Pediatr Surg Int 26

(10): 947–954.

Int J CARS (2022) 17 (Suppl 1):S1–S147 S77

123

https://doi.org/10.1007/978-981-16-4325-5_22


Development of automated skill assessment system

for laparoscopic colorectal surgery using automated

surgical workflow recognition model

K. Nakajima1,2, S. Takenaka1, D. Kitaguchi1, H. Hasegawa1,

S. Kojima1, N. Takeshita1, Y. Kinugasa2, M. Ito1

1National Cancer Center Hospital East, Surgical Device Innovation

Office, Chiba, Japan 2Tokyo Medical and Dental University,

Department of Gastrointestinal Surgery, Tokyo, Japan

Keywords surgical skill assessment, surgical workflow recognition,

Laparoscopic colorectal surgery, artificial intelligence

Purpose

Currently, there are surgical technique assessment tools such as

OSATS and GOALS. They evaluate the overall surgical workflow

and the surgeon’s performance, and then divide the surgical skills into

steps and evaluate each item. In Japan, the Japan Society for Endo-

scopic Surgery (JSES) has established a system of certified

endoscopic surgeons to improve the skill level of surgeons and to

train surgical supervisors. In JSES, the laparoscopic surgery videos

applied every year are evaluated and scored by expert surgeons

according to the criteria to determine whether they pass or fail. The

overall score is 100 points, and each item is set in detail. However, it

cannot be said that these skill assessments are free from subjectivity

of the examiner, and it also places a heavy burden on surgeons in that

they must watch surgical videos. In recent years, image recognition

model using artificial intelligence has been developed, and it has

become possible to automatically recognize the current surgical

workflow from surgical images. Development of an automated skill

assessment system using this artificial intelligence model may lead to

the solution of problems in manual skill assessment. The purpose of

this study is to construct a skill assessment system using surgical

videos of laparoscopic colorectal surgery taken in daily practice at

multiple institutions. In the future, the system will be used by endo-

scopic surgeons to educate surgeons and to reduce the burden on

expert surgeons who have been scoring surgical videos.

Methods

A single surgery was divided into 11 phases, and 182 surgical videos

of laparoscopic sigmoid colon resection were used as training data for

the AI to build an automatic surgical phase recognition model. For

622 videos of laparoscopic sigmoid colon resection submitted for

technical certification review by the Japanese Society of Endoscopic

Surgeons in 2016 and 2017, we used this automatic phase recognition

model to calculate the operative time for each phase and the number

of intraoperative transfers between each phase, which is an index of

planning and efficiency of the operation, as a parameter for automatic

skill assessment. In addition, as an indicator of the skill of the surgical

field exposure, we calculated the average of the confidence of the

classification for each surgical image for each case when the AI

performed the phase classification (named AI confidence). We com-

pared each parameter calculated by the phase classification model in

the high score group (mean score plus 2SD or higher) and the low

score group (mean score minus 2SD or lower). Each parameter was

converted to a standard score and added together to form the AI score,

and the correlation between these scores and the JSES total score was

examined. In addition, the cutoff value of AI score to pick up the low

score group was calculated using ROC curve. The cutoff value of the

AI score was calculated using the ROC curve.

Results

The AI model was able to automatically recognize the surgical pro-

cess with an average F1 value: 73.4% accuracy. As a result of

comparison using the analysis results of this model, the surgery time

was significantly longer in the low score group (median 125.7 min)

than in the high score group (median 109.0 min) (p = 0.011), the

number of process transfers was significantly higher in the low score

group (median 35 times) than in the high score group (median 16

times) (p).
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Purpose

In open surgery, motion sensors are becoming increasingly popular

for measuring surgical performance. These sensors are commonly

used for calculating performance metrics and assessing surgical skills

[1].

In this study, we explore the use of these sensors for identifying

surgical gestures in offline fashion, which can be used later for the

development of new gesture-based assessment metrics. Toward this

end, we present our Multi-stage-TCN-LSTM network. Our network

preserves the multi-stage framework of MS-TCN?? [2] while

introducing several new components. First, intra-stage regularization

was added to the prediction generator, this effected the loss function

and improved the results. Second, in MS-TCN ? ? all stages are

based on TCNs. We studied the impact of replacing the TCNs with

LSTMs in some of the stages.

Methods

Data were collected using a variable tissue simulator [1]. To simulate

different types of tissue we used tissue paper to simulate friable tissue

and rubber balloons which are similar to arteries. During the suturing

task, three interrupted instrument-tied sutures were placed on two

opposing pieces of the material.

The study involved eleven medical students, one resident, and 13

attending surgeons. Participants performed twice on the friable tissue

simulator and twice on the artery simulator. Thus, the data-set con-

tains in total 100 procedures. In addition, video data were captured

using two cameras, providing top and side views. In this study, the top

view data were used for data labeling. Electromagnetic motion sen-

sors were used to record data (Ascension, trakSTAR). The

participants’ hands were equipped with three sensors attached with

medical tape under their surgical gloves.

The task was divided into six gestures: pass the needle through the

material, pull the suture, perform an instrumental tie, lay the knot, cut

the suture, and the background gesture.

The raw data contained for each electromagnetic sensor three

coordinates indicating the location of the sensor in space, and three

Euler angles indicating the sensor’s orientation. The original mea-

surement rate was 179.695 Hz and was downsampled as

preprocessing step to 30 Hz. The input of all networks were the

calculated linear and angular velocities, in total 36 channels. The

input was normalized by using Z-score where l and r were calculated

in advance based on the train set.

TCN prediction generator with Intra-Stage Regularization (ISR):

Since the input and the output of each single or dual dilated residual

layer have exactly the same dimension, after each layer the output
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feature maps fit the dimension of the last layer output feature maps.

Hence, after each layer, theoretically, the output feature maps could

have been fed to the prediction head. We found that the use of several

intra-stage prediction heads in the prediction generator improves the

model performance (see Fig. 1). In loss calculation, each prediction

head in the entire model contributes equally.

LSTM based refinement stages:

We use a standard LSTM followed by a linear layer for the prediction

head. During training, we apply a dropout on the raw output of the

LSTM unit. The input to the LSTM units is downsampled to 5 Hz,

and the output of the linear layer is upsampled back into 30 Hz.

Implementation details:

All models were evaluated using k-fold cross-validation (K = 5).

Cross-validation groups were constructed so that all the data from a

specific participant was in the same validation group (leave-k-users-

out approach). The training and evaluation were performed on a

NVIDIA Tesla V100 Volta GPU Accelerator 32 GB Graphics Card.

All the networks were trained using an Adam optimizer where, all

hyper-parameter, except learning rate, are default.

All multi-stage networks had at least one TCN component, where

each TCN component contained exactly 13 (dual) dilated residual

layers. The number of feature maps was 64. Each (dual) dilated

residual layer had a dropout probability of 0.5. The multi-stage net-

works included 3 refinement stages. If the refinement units are

LSTMs then the hidden dimension was 256, and each stage had

exactly two LSTM layers. We applied dropout with a probability of

0.9 on the output of the last LSTM layer. The loss parameters were

s = 4, k = 0.5. The learning rate was 0.005 and the network was

trained on a batch size of 1.

Results

The average performances of the algorithms and their standard

deviations are summarized in Table 1.

Table 1 Networks comparison on a gesture recognition task

Acc F1-macro Edit F1@10 F1@25 F1@50
LSTM 81.91 ± 2.40 78.23 ± 2.55 84.04 ± 4.10 86.59 ± 3.52 82.62 ± 4.63 68.94 ± 7.08
MS-TCN++ 84.49 ± 2.22 81.19 ± 3.34 88.51 ± 2.94 90.19 ± 3.68 86.78 ± 5.39 73.25 ± 8.36
MS-TCN++ ISR 84.84 ± 2.3 81.4 ± 3.07 89.28 ± 3.76 91.04  ± 3.81 88.22 ± 4.93 75.01 ± 7.55
MS-TCN-LSTM 85.15 ± 2.15 82.1 ± 3.75 89.27 ± 3.75 91.58 ± 3.17 88.95 ± 4.29 76.11 ± 7.26

Conclusion

MS-TCN?? has performed very well on video data. In this study, we

adapted it to motion sensor data. This network outperformed the

reference networks in gesture recognition. MS-TCN?? is a multi-

stage network, based solely on TCN networks. In this study, we claim

that MS-TCN?? is only one example of a more general multi-stage

framework. This framework is composed of a prediction generator

stage which is followed by multiple refinement stages. Each one of

these stages contributes to the loss function independently. We

expanded this approach by adding our intra-stage regularization. We

then showed that different temporal networks may be used for each

stage. We replaced the predication generator with LSTM. The per-

formance was similar to that of MS-TCN?? yet was outperformed

by the TCN with intra-stage regularization. We then replaced the

TCN based refinement stages with a LSTM. Since previous studies

have shown that LSTM-based networks perform best on human

kinematic data when the sampling frequency is 5 Hz, we downsam-

pled the outputs of each step before feeding them to the LSTM

refinement stage. Then we upsample the final prediction back to

30 Hz. We believe the fact that the MS-TCN?? prediction genera-

tion stage and the LSTM refinement stages feed data at different

frequencies forces the system to identify patterns across a wide

spectrum, thereby enhancing the entire network performance. Ulti-

mately, this results in our MS-TCN-LSTM network.
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Purpose

Transanal total mesorectal excision (TaTME) is a relatively new

surgical approach for rectal cancer with multiple advantages in terms

of oncological margins and pelvic functional outcomes. The skill of

purse-string suture for rectal stump closure in TaTME is highly

important because purse-string suture failure due to inadequate skill is

hypothesized to directly affect the local recurrence of rectal cancer

after TaTME [1, 2]. The objectives of this study are to develop an

automatic skill assessment system for purse-string suture in TaTME

using deep learning and to evaluate the reliability of the score output

from the proposed system.

Fig. 1 TCN prediction generator with Intra-Stage Regularization

(ISR)
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Methods

In order to assess the surgical skill, it is necessary for the deep

learning model to recognise actions by analysing videos instead of

static images. Three-dimensional convolutional neural network (3D

CNN)-based deep learning models enable the analysis of information

including both spatial and temporal dimensions and are nowadays

utilised for various types of action recognition tasks. Therefore,

Inception-v1 I3D two-stream (RGB ? Optical-flow), a 3D CNN-

based deep learning model, was also applied in this study.

Purse-string suture scenes extracted from 45 TaTME videos were

divided into five video fragments. Subsequently, each video fragment

was split into consecutive static images and input into the 3D CNN. In

the final layer of the 3D CNN architecture, five groups of consecutive

static images were aggregated again as a video clip, and image

regression analysis was performed for each video clip. As pre-pro-

cessing, every image was down-sampled from a resolution of

1280 9 720 pixels to a resolution of 224 9 224 pixels, and 30 frames

per second (fps) to 10 fps. The maximum length of the video clip was

1 min owing to the GPU memory.

From all 45 cases, five video clips were randomly extracted, i.e. a

total of 225 video clips were utilised in this study. The dataset was

divided into training and test datasets and validated using the leave-

one-supertrial-out (LOSO) scheme. In the LOSO validation scheme,

one of five video clips in each case was extracted and included in the

test dataset, i.e. the numbers of video clips in the training and test

datasets were 180 and 45, respectively, and the video clips included in

the training dataset were not presented in the test dataset.

Every video in the training dataset and their manual scores were

input as the training data, and deep learning-based image regression

analysis was performed for every video clip in the test dataset. The

scores of purse-string suture skill in TaTME predicted by the trained

deep learning model, which is called ‘‘AI score’’, were output as

continuous variables. The absolute error between the manual scores

and AI scores was utilised as the evaluation metric for the model

performance, and the correlations between the manual scores and AI

scores, purse-string suture time and total AI score, and surgeons‘‘

experience and total AI score were also evaluated.

Results

In the video dataset, purse-string suture was performed by an expert,

surgeons with intermediate experience, and novice in 27 (60%), 8

(18%), and 10 (22%) cases, respectively, and the mean purse-string

suture time was 3.2 (1.1–9.0) min. The mean total manual score was

9.2 (± 2.7) points, and the mean total AI score was 10 (± 3.9) points,

i.e., the AI scores tended to be slightly higher than the manual scores.

The mean absolute error between the AI scores and manual scores

was 0.42 (± 0.39), and a strong correlation was observed between the

AI scores and manual scores with statistical significance. There was a

strong negative correlation between the AI score and the purse-string

suture time with statistical significance, i.e. purse-string suture tended

to close quickly due to the procedure with a high AI score. The AI

score had no significant correlation between novices and surgeons

with intermediate experience; however, the AI score of experts was

significantly higher than those of novices and surgeons with inter-

mediate experience.

Conclusion

We succeeded in developing an automatic purse-string suture skill

assessment system using 3D CNN-based video analysis. The pro-

posed AI score strongly correlated not only with the manual score but

also with the surgeon’s experience and the time required, which

indicated that the AI score was highly reliable and robust. To the best

of our knowledge, this is the first report on the endeavour of automatic

skill assessment for purse-string suture in TaTME. The proposed

approach of automatic surgical skill assessment applies not only to

TaTME but also to any endoscopic surgery.
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Purpose

Research about surgical analysis using intraoperative image is pop-

ular now. It is expected that more accurate analysis will be possible

by adding the usage status of surgical energy device. [1] However, in

an operating room, various types of energy devices are used. There-

fore, the aim of this study is to develop an image recognition system

that can acquire the usage status of various types of energy devices

and integrate them with endoscopic images.

Methods

To be able to read the status of any energy device, a common com-

munication protocol is required. We set the following requirements:

the program must have an accuracy of at least 90% and can read and

communicate the state of the device in real time, which is defined as

less than 0.2 s.

To make sure the measuring system can measure any Energy

device, a common state analysis was done, based on which a state tree

was developed describing all possible states of any energy device.

From this communication protocol, a reading strategy was developed,

where each state-option is determined by its parent-state. This reduces

the amount of state options, and thereby increases the accuracy and

reduces the estimation time. Based on this communication protocol

and reading strategy, the measuring system was developed.

The developed measuring system uses image recognition in the

form of template matching to determine the state of the device. It

consists of two programs, a setup program for the preoperative stage,

and a main program for the intraoperative stage. During the preop-

erative stage, we can register any surgical energy device and make a

classification tree for it. Based on this, we then classify, preprocess

and store template images in the template database. The data from this

database is then used during the intraoperative stage. During this stage

the main program gathers visual data from one or multiple cameras

filming the display of each energy device. These data are then com-

pared to the preprocessed data from the database, and the states of the

energy device are estimated. The main program uses two types of

template-matching to estimate the state of the machine. For Light

indicators, the luminance values are evaluated. And for numbers, text,
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and symbols, we use Normalized cross correlation to estimate the

state. The states of the energy device are integrated with endoscopic

images using OPeLiNK system which were used in the real-time

decision-making system, SCOT [2].

Results

Experiments were performed to evaluate the accuracy in a real

operating environment. The experimental setup consists of a camera

filming the display of an energy device. The camera is connected to

the OPeLiNK system, which then creates multiple video files, each

with a 31 s duration. The recording is done during the intraoperative

stage, while the state evaluation is done postoperatively through a

MATLAB program. The measuring system has been tested for both

the Conmed System 2450, and the Harmonic & ENSEAL. Data

acquisition is conducted with the approval of the ethic committee of

NCC and the University of Tokyo. For the Conmed System, 1441

videos of four colon surgeries performed at NCC were evaluated. The

preliminary results show a 97.3% accuracy under the condition where

the camera does not move. For the Harmonic device, 316 videos of

one colon surgery performed at NCC were evaluated. The preliminary

results showed a 99.4% accuracy. The average reading time per frame

is 0.129 s.

Conclusion

The preliminary results show a high accuracy and fast reading time

that fits within our requirements. This indicates that our system is well

suited for real time state ealristimation of energy devices in a surgical

environment.
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Purpose

Surgical tracking systems are prevalent components of minimally

invasive surgery. Although a variety of quality assurance (QA) sys-

tems have been proposed for assessment of accuracy at the

manufacturer site or in engineering labs [1], few are suitable to rou-

tine clinical use for systematic QA. We propose a streamlined QA

system for use by medical physicists and/or service engineers in the

clinical environment. Inspired by analogous work in radiotherapy [2],

we develop a streamlined form suitable to the operating theater.

Methods

The system incorporates a simple phantom manufactured without

specialized materials or machining—a PVC cylinder with fiducial

markers formed by conical divots in the surface. High-resolution CT

(or cone-beam CT) of the phantom is acquired as a reference to define

fiducial locations. A computer interface was developed for QA

measurements, implemented as a module in 3D Slicer using Slicer-

IGT and the open-source network communication protocols,

OpenIGTLink and PlusProcess. The module supports data acquisi-

tion, computation of geometric accuracy, and generation of a

structured QA report.

The system was evaluated in longitudinal (weekly) QA measure-

ments using six tracking systems (2 electromagnetic and 4 infrared): 2

Aurora (NDI, Waterloo, Canada); 2 Polaris Vicra (NDI); 1 Polaris

Spectra (NDI); and 1 Stealth Station S7 (Medtronic, Minneapolis

USA). The time required for QA measurement was recorded from the

time of tracker connection to output of the structured report.

For each tracker, fiducials positions ci,j, i [ {1, …, N}, i [ {1, …,
M}, were measured in world coordinates for each (N = 10) divot

fiducial on the phantom, collecting M = 30 successive samples for

each marker. True fiducial locations fi,j, i [ {1, …, N}, i [ {1, …, L},
were defined in image coordinates by manual localization in the

reference CT, repeated times (once offline—not with each QA test).

Geometric accuracy was assessed in terms of three outcome

measures automatically computed and compiled in a structured QA

report:

(1) Tracker jitter (Ji). For each marker, the mean measured

position c’i was determined by averaging over M samples, and the

corresponding mean-subtracted position measurement c*i,j = ci,j -
c’i was computed for each sample j. The jitter (Ji) was determined for

each marker in terms of the standard deviation of the distribution of

c*i,j, and the median and 95% confidence interval (CI95) over all Ji
were computed.

(2) Absolute distance error (Dd). For each marker, the mean

reference position f’i was determined by averaging over repeated

localizations L. For all 2-element combinations (i,j) among N mark-

ers, the absolute distance error Ddi,j =| i;j - i;j
0| was determined,

where i;j and i;j
0 are the distance between measured world coor-

dinates / reference coordinates of marker i and j, respectively, and the

median and CI95 over all combinations, Ddi,j, was determined.

(3) Target registration error (TRE). The 6 DoF point registra-

tion between a set of tracked and reference divot positions was

computed in a leave-one-out analysis (N-1 markers for registration

and 1 marker, k, for analysis) via Horn’s quaternion method. For the

kth marker, the target registration error (TREk) was determined as the

distance between registered and true marker locations in the CT

domain, reporting the median and CI95.

Results

Figure 1 shows measurements of TRE from structured reports for the

6 trackers over the course of 10 weeks. The report additionally

includes important metadata, such as tracker name and time stamp,

and and the verbose report includes raw measurements for retro-

spective analysis.

A variety of performance and quality findings are evident from the

study. For the Aurora trackers, a source of interference (metal) in the

original setup was discovered in the third week of trials (marked event

(1)), and a reduction in TRE was realized by modifying the setup.

Baseline tolerance values in Jitter, Dd, and TRE (e.g., for Aurora 1:

median TRE = 1.6 mm, CI95 = 5.6 mm) were established for future

reference. The Vicra systems exhibited performance comparable TRE

to the Spectra but with increased Jitter (not shown). Here also,

baseline and tolerance levels were established (e.g., Vicra 1: median

TRE = 1.1 mm, CI95 = 1.8 mm) as a basis for QA action levels. The
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Table 1 Geometric accuracy and time required for the QA test for

six tracking systems drawn from a particular week of the trial.

Values shown are median (and CI95)

Aurora1 Aurora2 Vicra1 Vicra2 Spectra Stealth
Jitter 
(mm) 0.28 (0.55) 0.18 (0.29) 0.08 (0.13) 0.07 (0.12) 0.08 (0.10) 0.05 (0.06)

Distance 
error (mm) 1.8 (4.1) 1.6 (3.3) 1.3 (2.7) 1.1 (2.5) 1.1 (2.3) 0.8 (1.6)

TRE (mm) 1.6 (3.3) 1.4 (3.2) 1.2 (2.2) 1.0 (2.0) 1.1 (1.6) 0.7 (1.1)

Time (min) 1,3 1,5 1,4 1,2 1,6 not 
measured

Electromagnetic 
Trackers Optical Trackers

StealthStation exhibited a system failure in the seventh week of the

trial (marked event (2)), and retrospective analysis is underway to

determine if the failure could be predicted from previous trials. The

relative overall constancy is a positive finding, and such data are

anticipated to be valuable to routine QA and troubleshooting in

dynamic clinical environments where trackers are mobile and subject

to collision.

Table 1 summarizes the Jitter, Dd, and TRE for each tracker. The

time required for QA measurement in each case was * 1.5 min

(sample size M = 30 and N = 10 fiducials), enabling routine checks.

The open-source interface is suitable to operation by a technician,

medical physics assistant, or service engineer.

Conclusion

The system facilitates routine QA for various modalities of surgical

tracker with a short measurement time and streamlined interface. The

system will help to translate common laboratory methodology to

practical, clinical use. Longitudinal studies suggest tolerance / action

levels appropriate to QA in a dynamic clinical setting. For trackers

subject to proprietary software, the system is likely of greatest utility

to field service engineers (cf., hospital technicians).
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Purpose

To maximize tumor removal and minimize the risk of postoperative

complications during awake brain tumor surgery, the primary surgeon

must grasp the patient’s brain structure and determine intraoperatively

the resected tumor area. The intraoperative decision-making process

adopted by the primary surgeon cannot be easily reproduced by junior

doctors.

We have been developing a surgical process identification system

using machine learning to automatically identify surgical processes in

awake brain tumor removal surgery. This system defines 13 processes

and three layers during awake, brain tumor surgery, and uses infor-

mation from the surgical navigation system log, magnetic resonance

images (MRI), and microscopy video. It can identify tumors with an

accuracy[ 90%. However, the introduction of this system to the field

is costly owing to the type of equipment and operation and mainte-

nance. Therefore, if the system can operate remotely via a

communications network, and processing and analysis can be per-

formed in real time, it can function as an advanced surgical support

system that can be used from remote locations. For this purpose, we

need a high-security and secure information sharing system. There-

fore, in this study, we use the 5G network of the DOCOMO open

innovation cloud (dOIC) [1]. In this study, we report on the con-

struction of a brain tumor removal support system by analyzing the

surgical process.

Methods

Figure 1 shows an overview of the proposed system. In this system,

the user selects a case to be analyzed on a browser-based interface.

Subsequently, the system analyzes the surgical process using infor-

mation based on the medical devices obtained from the operating

room, and displays the results. In this study, we constructed a system

that can analyze remotely the surgical process by interconnecting the

Tokyo Women’s Medical University and Future University Hakodate

via a 5G network. The analysis of the surgical process analysis [2]

Fig. 1 Longitudinal TRE for six tracking systems over 10 weeks of

the ongoing study. Median TRE (red dashed) and IQR (gray). Arrows

mark events observed during the trials ((1) change in setup to reduce

magnetic interference; (2) system failure). The IQR for each system

are valuable in defining tolerance / action levels in routine QA
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Table 1 Surgical process model

1st Layer 2nd Layer 3rd Layer
Pre-tumor removal process Prepara�on Device se�ng

Verifica�on of the �p posi�on of the surgical instruments
Cor�cal mapping and pathology diagnosis Examined on the cortex by electric s�mula�on probe

Dealing with convulsive wave and marking of brain func�onal posi�on during cor�cal mapping
Coagula�on of cortex
Meninges incision and sampling lesion of glioma

Tumor removal process Tumor approach Venous and sulcus detachment
Incision of cortex and clipping of arterial
White ma�er incision, suc�on tumor and removal tumor

White mapping and pathology diagnosis White mapping to the cavity of resec�on
Dealing with convulsive wave and marking of brain func�onal posi�on during cor�cal mapping
Sampling lesion to the cavity of resec�on

consists of the following four steps: (1) acquisition of the type of

surgical tool and location of the intraoperative procedure using pre-

operative and intraoperative MRI and surgical navigation system logs,

(2) acquisition of the type of surgical tool using surgical microscopy

images, and (3) identification of the surgical process using the

acquired information. (4) The analyzed results were displayed on a

browser interface.

In the first step, the types of surgical tools used by the primary

surgeon and the locations of the procedures were obtained based on

image processing using preoperative and intraoperative MRI and the

surgical navigation log. In this process, the surgical tools are bipolar

electric stimulation probes, and the four treatment positions are

defined as ’’brain surface inside of tumor, and near normal tissue‘‘ in

the brain region and the surgical field.

In Process 2, we used the images of the operating microscope to

determine the types of surgical tools used by the surgeon during the

operation using deep learning. This process supplements the infor-

mation that cannot be obtained in Process 1. The surgical tools

identified in this process include bipolar tools, electric stimulation

probes, and shear blades. YOLO was used for deep learning. The

YOLO used in this study uses a single video frame as the input and

outputs the name of the tool in the region if a surgical tool is detected

in the input.

In Process 3, the information obtained in Processes 1 and 2 is

integrated and saved in a time series. Subsequently, using the stored

data as input, we identified the surgical process using a hierarchical

hidden Markov model. The model used in this study has three levels:

the first level classifies whether the patient is undergoing tumor

removal or not, the second level classifies the purpose of the proce-

dure, and the third level classifies the process from the end of MRI to

the end of tumor removal. The second level classifies the purpose of

the procedure, and the third level defines the surgical process from the

end of MRI to the end of tumor removal. Table 1 presents an over-

view of the models used in this study.

Finally, Process 4 temporarily stores the analyzed results of the

process at regular intervals, and outputs the current surgical process at

the top of the interface, the transition of the surgical process on the

right side, and the current surgical microscopic image on the left side.

Results

In this study, we evaluated the quality of data transmission for the

analysis of the assisted surgical process. In this experiment, we

evaluated the latency and packet loss of the RTP streaming video

transmission using an OBS and VLC. The microscopy video and

system time were displayed on the monitor of the transmission side.

The delay was evaluated by comparing the system time of the

receiving side and the system time of the video acquired at the

receiving side. Accordingly, the packet loss data were analyzed by

capturing the packets during video delivery. The video delivered had

a 4 k quality, and the bit rate was reduced every 10 Mbps from 150 to

70 Mbps. When the bit rate was between 150 and 110 Mbps, packets

were received, but the video was not displayed on the VLC, and the

delay could not be measured. It was found that the video data used for

surgical processing and analysis can be transferred with high quality,

and surgical analysis could be performed via the constructed 5G

network.

Conclusion

In this study, we constructed and demonstrated a surgical process

identification system via a 5G network for awake, brain tumor sur-

gery. In the demonstration experiment on information sharing, the

delay was 1.329 s and the packet loss was 3% when the bit rate was

80 Mbps. The experimental results showed that surgical analysis was

possible using the constructed 5G network. In the future, we will

evaluate the delay and packet loss when the analysis function is used,

aiming to make the analysis more detailed and improve accuracy.
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Purpose

Early detection and removal of the benign precursor polyps of col-

orectal cancer would prevent the development of the cancer. CT

colonography (CTC) provides a safe and accurate method for

examining the complete region of the colon, and it has been recom-

mended by the U.S. Preventive Services Task Force and the American

Cancer Society as an option for colon cancer screening. Electronic

cleansing (EC) performs virtual subtraction of residual materials from

CTC images to enable radiologists and computer-aided detection

(CADe) systems to detect polyps that could be submerged in the

residual materials. However, current EC methods tend to produce EC

image artifacts, and radiologists find even the smallest artifacts dis-

tracting [1].

Previously, we developed an EC scheme where some of the

training samples were self-generated by use of a self-supervised 3D

generative adversarial network (GAN) [2]. Unlike previous EC

methods, the 3D-GAN EC could be trained to transform an

uncleansed CTC volume directly into the corresponding virtually

cleansed image volume.

In this study, we evaluated the image quality of EC by the self-

supervised 3D-GAN EC scheme for CTC with both quantitative and

visual assessments based on a phantom study and clinical CTC cases.

Methods

An anthropomorphic phantom (Phantom Laboratory, Salem, NY)

designed to imitate the human colon in CT scans was filled with

300 cc of simulated fecal material, which was tagged by use of a non-

ionic iodinated contrast agent (Omnipaque iohexol, GE Healthcare) at

three different contrast agent concentrations (20, 40, and 60 mg/ml).

The native (empty) and the three different partially filled versions of

the phantom were scanned by use of a CT scanner (SOMATOM

Definition Flash, Siemens Healthcare, Erlangen, Germany) with 120

kVp, 68 mA, 0.6-mm collimation and 0.6-mm reconstruction interval.

We also acquired eighteen clinical CTC patient cases with reduced

cathartic preparation, where the CT image volumes were scanned by

use of a CT scanner (SOMATOM Definition Flash) and reconstructed

at 120 kVp, 1.0-mm slice thickness, 0.59–0.76 mm pixel spacing, and

0.7-mm reconstruction interval.

The architecture of the 3D GAN of the EC scheme consists of a

3D generator (3D U-Net) and a 3D discriminator network. Given an

uncleansed CTC image volume, the generator network is trained to

generate the corresponding EC image volume. The 3D GAN was pre-

trained with a supervised-training dataset, where we used 200 paired

volumes of interest (VOIs) extracted from precisely matching lumen

locations of the CTC datasets of the colon phantom acquired without

and with 20 mg/ml and 60 mg/ml contrast concentrations. The 3D

GAN was subsequently trained iteratively with a self-training dataset,

where 100 paired VOIs extracted from each input volume were paired

with VOIs cleansed by the 3D GAN itself.

For an objective assessment of the image quality of EC, we cal-

culated the peak signal-to-noise ratio (PSNR) between the EC VOIs

of the CT datasets of the fecal-tagged phantom acquired with 40 mg/

ml contrast agent concentration and those of the corresponding native

phantom. The image quality was assessed for several generators

containing 4–7 convolution layers and over eight self-supervised

training iterations of the 3D-GAN EC scheme. The statistical sig-

nificances of the differences of the PSNRs were tested by use of the

paired t-test with Bonferroni correction.

For visual assessment of the image quality in clinical cases, we

also calculated the numbers of EC image artifacts that were observed

on the virtual endoluminal view examinations of the eighteen clinical

CTC cases.

Results

In the phantom study, the best image quality was obtained when the

generator was trained with five convolution/deconvolution layers at

six self-supervised training iterations (Fig. 1a). The PSNR values

obtained after the self-supervised training iterations were statistically

significantly higher (p\ 10–5) than those obtained from supervised

training.

Visual assessment on the clinical cases indicated that the number

of EC artifacts was reduced gradually as the number of self-super-

vised training iterations increased (Fig. 1b).

Figure 2 illustrates the differences in the virtual endoluminal

views generated by the self-supervised 3D-GAN EC scheme with five

convolution/deconvolution layers over the self-supervised training

iterations.

Conclusion

We developed a self-supervised 3D-GAN EC scheme that can be used

to convert uncleansed input CTC image volumes directly into their

corresponding output EC volumes. A pilot study was performed to

Fig. 2 An example of the progress of self-supervised training on a

virtual endoluminal view of a clinical CTC case. In (a), the white

arrows indicate tagged fecal materials. In (b)–(h), the orange arrows

indicate EC artifacts

Fig. 1 a The mean value of the PSNRs for 100 VOIs of the phantom

cleansed by use of the self-supervised 3D-GAN scheme, where N

indicates the number of convolution/deconvolution layers. b Compar-

ison of the numbers of EC artifacts observed over the self-supervised

training iterations on the virtual endoluminal examinations of the

eighteen clinical CTC cases
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evaluate the image quality of the scheme. Our preliminary results

suggest that the image quality is highest when the generator is con-

structed with five convolution/deconvolution layers and trained for six

self-supervised training iterations.
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Purpose

Bladder tumors have high intravesical recurrence rate after transure-

thral resection of bladder tumor (TURBT). Especially, overlooking

tumors during TURBT occasionally causes early intravesical recur-

rences. White light imaging (WLI) is the gold standard method,

however it sometimes overlooked small and flat tumors. Narrow-band

imaging (NBI) has been developed to detect more bladder tumors, and

improved the detection sensitivities comparing to the conventional

WLI. However, the accuracy of NBI are less objective and poor

reproducible because this strategy are operator-dependent method.

Recently, artificial intelligence (AI) has been applying in diagnostic

imaging. Object detection is the useful AI method to detect the lesions

with objective and reproducible, and has possibility to reduce over-

looking as same as expert doctor’’s level. This technique has potential

to improve tumor detection rate in cystoscopy examination, however

a few studies reported the feasibility of AI in cystoscopy. Further-

more, the accuracy of AI in those prior studies were evaluated by only

WLI images, and there are no reports about AI system evaluated by

NBI cystoscopic images.

In this study, we aimed to develop an AI system with deep

learning to detect bladder tumors in NBI cystoscopic images, and

evaluate its detection accuracies.

Methods

We constructed an object detection system based on AI architecture

termed tiny-You Only Look Once (tiny-YOLO) that is deep neural

networks for fast and accurate object detection, Fig. 1. To obtain

cystoscopic images and create annotation images, we conducted

following process. First, we prospectively observed the tumors during

TURBT from December 2019 to April 2021 at Kyushu University

Hospital. Second, we converted the TURBT videos into frame ima-

ges, and selected clear and some blurred images. All selected images

were cropped and resized 512 9 512 pixels for suitable to AI training

and test. Finally, all tumors in the selected cystoscopic images were

annotated as rectangle by using annotation software.

We divided those images into training and testing data. Training

data were consisted of the cystoscopic images from December 2019

to January 2021. To assess the detecting accuracy of AI, we used an

independent test set that consisted of cystoscopic images obtained

from February 2021 to April 2021. As the evaluating metrics, we

calculated sensitivity, specificity, positive predictive value (PPV) and

F-value. We also assessed AI performance by calculating the area

under the receiver operating characteristics curve (AUC).

Results

We obtained 1,410 cystoscopic images containing bladder tumors

from 105 patients. 1,191 images from 91 patients were used for the AI

training. The accuracy of AI system was assessed by 219 tumor

images from 14 patients and 108 non-tumor images. The trained AI

required 54 s to evaluate 327 test images. The sensitivity, specificity,

PPV and F-value of AI system were 82.2%, 81.4%, 90.0%, and

85.9%, respectively. The AUC for the detection of bladder tumors in

test cystoscopic images was 0.905.

Conclusion

We proposed the objective and reproducible system implemented

with tiny-YOLO to detect bladder tumors in NBI cystoscopic images.

Our system has the possibility to improve detection rates of the

bladder tumors during cystoscopy examination, and might be bene-

ficial to reduce recurrence rate of bladder tumor after TURBT in the

future.

Fig. 1 The detection example by tiny-YOLO in a NBI cystoscopi

image
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Purpose

Swallowing is a complex procedure that requires the seamless coor-

dination of multiple muscles and neural signals. Structural and/or

neurological lesions can cause different forms of swallowing prob-

lems, called dysphagia. If substances cannot be safely swallowed into

the stomach, they pass into the lungs and may cause pneumonia,

which is associated with high mortality, high morbidity and high cost

for the healthcare system.

However, today‘‘s diagnostic for dysphagia relies on experienced,

highly qualified medical staff, that is only available at specialized

centers, in conjunction with complex instrumental techniques. Com-

monly a Videofluoroscopic Swallowing Study—swallowing of

contrast agents under x-ray control—is performed or the act of

swallowing is visually assessed using a flexible endoscope, that gets

inserted via the nasal orifice.

As dysphagia is quite common, especially amongst elderly people,

there exists a high number of unidentified cases. Hence, development

of a less invasive and more simple diagnostic procedure for a routine

screening of potential patients would be desirable. Recent research

primarily focused on the recognition of individual swallows. Khalifa

et al. [1] reported a swallow detection accuracy of at least 95% by

combining audio and accelerometric signals in a data set with more

than 3000 samples. By using high resolution cervical auscultation Yu

et al. were even able to proof an existing association between the

medical scoring in the ’’Penetration Aspiration Scale‘‘ and features in

their recorded signals, classified with techniques such as SVMs,

K-means and Naive Bayes. From a medical perspective however,

available literature treats dysphagia quite undifferentiated and mixes

different sub-types of disorders when collecting and labeling the

ground truth data. To yield a better performance, our approach

focuses on a differentiated labeling in alignment with international

established scoring standards in order to develop a deep learning

based low cost solution for diagnostic purposes.

Methods

In our approach, we aim to develop a hardware solution that can be

used to record cervical sounds for gathering training data, but also for

the instant diagnostic application through analysis. To fit the indi-

vidual anatomy of the patient we rely on a flexible collar that can be

adjusted in its length. Using two medical approved stethoscope heads

in conjunction with miniature microphones, ensures the volunteers

safety during the data gathering process as well as precise sound

capturing of both sides of the neck. Signals are subsequently recorded

using a low cost single-board computer, which is also meant to

classify the incoming audio once training is completed. The setup and

the further workflow is depicted in Fig. 1. Sample generation is

currently ongoing and includes healthy volunteers, as well as patients

with dysphagia who come to the outpatient clinic at the department of

otorhinolaryngology at the uni- versity hospital rechts der Isar,

Munich, for dysphagia examinations. While swallow signals are

recorded, patients simultaneously undergo a video endoscopic swal-

lowing examination. Video recordings are then rated by medical

experts based on internationally well established scales for the clas-

sification of dysphagia (EAT 10-Score, Penetration-Aspiration-Scale,

Yale Pharyngeal Residue Severity Rating Scale, Murray Secretion

Assessment Scale). Videos are stored and synchronized with the

audio data. Upon these ratings, audio recordings are labeled by the

physicians regarding the underlying disorder and severity.

For training of the classifier, audio recordings were cut into

individual samples, containing one swallow each. Average sample

length was set to one second with a sample rate of 44,100 Hz, as

initial tests have shown that most swallows are thereby completely

covered. As we chose a spectrogram feature based approach for the

classification, we applied a rectangular sliding window function to the

individual sound clips in the data set and computed log-mel-spec-

trograms based on a Short-Time Fourier Transformation and a Mel

filter bank with 64 filters. The window length was thereby set to 1024

samples with an overlap of of 50%.

Results

The proposed hardware setup delivers high quality audio of the act of

swallowing. Hence, in an initial step, incoming swallow sounds have

to be reliably recognized before medical classification can take place.

Therefore 566 samples from 25 healthy volunteers with three types of

swallows (dry/only saliva, water, food) were recorded and processed

as described in the Method section. 411 additional samples of 5

healthy volunteers were extracted for the creation of an idle class,

including sounds of silence, breathing, vocalization of the patient or

talking in the background.

Using the CNN-14 model by Kong et al. [2], we optimized a deep

learning classifier with and without pretrained weights based on the

large-scale AudioSet data-set. Comparing our yielded 95% accuracy

with the results of e.g. Khalifa et al. [1], who used nearly six times the

sample size while achieving 95% accuracy as well, stresses the

importance of transfer learning for the application of deep learning

based spectrogram classification. While the project is still work in

progress, and pathological swallow samples are currently gathered,

we ad- ditionally trained the very same classifier for the separation of

Fig. 1 Workflow of the training process and future application.

Audio signals of the swallow-sounds are captured by microphone

equipped stethoscopes, recorded and transformed from a waveform

into a log-mel-spectrogram. Subsequently processed spectrograms

present the input for a neural network, either for training or—later

on—for prediction of potential dysphagia
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Table 1 Test results with STD for the used CNN-14 network

[2] with and without pretraining

CNN-14 CNN-14 pretrained 

Swallow Recogni�on Accuracy 0.67 ±0.106 0.95 ±0.038 
Av. Precision 0.83 ±0.094 0.98 ±0.013 
F1 Score 0.66 ±0.156 0.96 ±0.032 

Swallow Type Recogni�on Accuracy 0.35 ±0.026 0.56 ±0.026
Av. Precision 0.39 ±0.037 0.59 ±0.033
F1 Score 0.35 ±0.026 0.56 ±0.026

the three types of swallows. However, here current results indicate the

need for further improvements. All results, as listed in Table 1, are

based on a fivefold cross validation with one fold each for validation

and testing with micro averages for multiclass metrices.

Conclusion

Current diagnostic for dysphagia not only requires expert knowledge,

but also an expensive technical setup. Goal of this project is to

facilitate the diagnostic process by capturing the sounds of swal-

lowing using cervical auscultation and classifying the audio signals

based on a deep learning pipeline. While the project is still work in

progress, we were able to reliably identify relevant audio events, that

can be further analyzed once sufficient pathological samples are

recorded. First results for the separation of dry, liquid and solid based

swallows indicate the feasibility of classifying audio signals by cer-

vical auscultation. Combining an audio recording functionality and

local signal classification within a handheld device would ultimately

improve future dysphagia screening not only for patients, but also for

physicians.
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Purpose

Electrocardiogram (ECG) is a useful test for patients with various

diseases including cardiovascular diseases because it is minimally

invasive and allows real-time confirmation of waveforms. In partic-

ular, the ECG reading of patients admitted to the coronary care unit

(CCU) is required to rapid and accurate because of the high risk of

further serious illness. However, the ECG waveform of patients in the

CCU is affected by the patient’s vital signs and complications of

cardiac diseases, so the ECG reading varies greatly depending on the

experience and skill of the cardiologist. Therefore, we focused on

ECG analysis using machine learning. In a previous study, Raghunath

et al. used DNN to predict 1-year survival in 12-lead ECGs [1]. The

area under the curve (AUC) was 0.88, indicating that it could predict

patient prognosis with high accuracy. However, this study was not

conducted for the patients in CCU. Furthermore, since numerical data

was input, it was not clear whether detailed analysis of the shape of

the ECG waveform could be performed. Therefore, we aimed to

develop prognosis prediction and its visualization methods using two

dimensional convolutional neural network (2D-CNN) and gradient

weighted class activation mapping (Grad-CAM) for ECG images at

admission in CCU.

Methods

Of the 10,023 12-lead ECGs of patients admitted to the CCU of the

Fujita Health University Hospital, we used ECG data from a total of

618 patients, 309 of whom died while in the CCU and 309 of whom

survived. We used II, V3, V5, and aVR inductions, which have been

shown to have high prognostic accuracy among 12-lead ECGs1). In

addition, these numerical data were converted into three images per

case. From these transformed images, 548 cases were fine-tuned with

7 types of 2D-CNNs (ResNet50, InceptionV3, VGG16, VGG19,

DenseNet121, DenseNet169, and DenseNet201) pre-trained using

Image Net database. The classification performance of each CNN was

compared using unseen 70 cases. The average of three continuous

values for three image outputs per patient was used as the evaluation

for the patient. In addition, a color map showing the CNN’s basis for

judgments was obtained by Grad-CAM [2].

Results

To verify the proposed method, we conducted a performance evalu-

ation using hold-out Validation. The training of 7 types of 2D-CNNs

were conducted using a computer with an XEON CPU and dual

NVIDIA Quadro RTX8000 GPU. We evaluated accuracy, sensitivity,

specificity, and AUC as the performance metrics of CNNs. VGG16

showed the best results in all of them; accuracy, sensitivity, speci-

ficity, and AUC were 81.4%, 80.6%, 82.4%, and 0.862, respectively.

The upper part of Fig. 1 shows the ROC curve with VGG16.These

results showed that the prediction was highly accurate for CCU

patients, whose ECG waveforms are often complex. The bottom part

Fig. 1 ROC curve with VGG16 (upper), and outputs of the Grad-

CAM and Input images (bottom)
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of the Fig. 1 shows a superimposed image of the input image and the

color map output by Grad-CAM. (a) In the case of correctly pre-

dicting deceased patients, it was found that the CNN focused on the

shape of the R-wave, such as its size and direction. (b)In the case

where a surviving patient was incorrectly predicted to be deceased,

the CNN focused on tachycardia and predicted death. These results

suggested that the prediction was based on the regularity of the

waveform.

Conclusion

In this study, we conducted mortality prediction by 2D-CNN was

performed using ECG waveforms of CCU patients. The predicted

correct rate, sensitivity, specificity and AUC were 81,4%, 80.6%,

82.4% and 0.862, respectively. And the visualization by Grad-CAM

showed that CNN tended to focus on the regularity and shape of the

ECG waveforms, suggesting that this method may be effective in

predicting the mortality of CCU patients.
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Purpose

The automated breast ultrasound (ABUS) has been widely used in

breast cancer screening for early detection. It could scan the whole

breast and provide the complete breast three-dimensional (3-D) vol-

ume. Despite the time efficiency of ABUS, viewing hundreds of 2-D

slices is still time-consuming. Therefore, a computer-aided detection

(CADe) system is needed to assist radiologists. Recently, convolu-

tional neural networks (CNN) have been widely used in medical

images, and the CNN-based CADe could achieve outstanding per-

formance. Hence, a 3-D split attention CNN-based CADe system is

proposed for tumor detection in ABUS in this study.

Methods

The proposed CADe system consists of image resizing, tumor

detection, and post-processing. In the image resizing, the input image

is resampled to consistent spacing and resized to fit the CNN model.

Then, the resized image is fed into the proposed detection model, 3-D

split attention YOLOv4 (SA-YOLOv4), for tumor detection. The

proposed model is modified from the YOLOv4 (You Only Look Once

V4) for its high efficiency and excellent performance. To further

improve feature extraction, the split attention (SA) block of ResNeSt

is employed as the backbone. Furthermore, the multi-stage training

strategy is proposed for false positive reduction. Finally, the non-

maximum suppression (NMS) removes overlapped bounding boxes.

Results

This study collected the used dataset from collected by InveniaTM

automated breast ultrasound system (Invenia ABUS, GE Healthcare).

An automatic linear broadband transducer obtains all ABUS volumes

with a covering area of 15.4�17�5 cm. Each ABUS volume is made of

330 serial 2-D images, and each 2-D image consists of 831�422
pixels, and the distance between each slice is 0.5 mm. A total of 348

ABUS images containing 523 tumors are used in our experiment. The

results show that the proposed model achieves a sensitivity of 94.2%

at false positives per pass of 4.0, and the model has a robust perfor-

mance for tumors of different sizes. Compared to the original

YOLOv4, the proposed model is more accurate and the proposed

modifications can remarkably improve detection models.

Conclusion

In this study, a 3-D CNN-based CADe system, SA-YOLOv4, was

proposed for tumor detection in 3-D ABUS images. The proposed

model employed the split attention mechanism of ResNeSt to enhance

feature extraction. In addition, the proposed multi-stage training

strategy remarkably reduced the number of FPs generated by the

model to half. The proposed model used high-resolution feature maps

and low-level shortcuts to improve the sensitivity of small tumors.

The results showed that the proposed method remarkably improved

the accuracy of YOLOv4 for tumor detection, and the proposed

system was robust to tumors of different sizes.
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Purpose

The latest advances in machine learning and in particular with con-

volutional neurons (CNN) have proven more than once their great

accuracy in the detection of anomalies. Deep learning algorithms, in

particular convolutional neural networks, have rapidly become a

methodology of choice for analyzing medical images. In this paper,

we present a new approach for mass detection from mammogram

X-ray images using Deep Learning algorithms. An efficient process

based on Yolo v5 is proposed in this paper. Experiments have been

conducted using an anonymized database from a Belgium hospital

Fig. 1 Comparison between ground truth and prediction
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thanks to a retrospective study. It is composed of two classes (benin,

malin).

Methods

Yolo is one of the most successful object detection algorithms used in

recent times. We chose the final version of Yolo because of its speed,

performance and better ratio of execution time and accuracy.

On the other hand, the annotation is a very important step in the

training process. To this aim we have developed and used a QT/

Python application to label the images and export them. This solution

was used to frame the anomalies as well as the nipples and to store the

coordinates in an Excel file with various important information such

as (density, types of anomalies, etc.) in order to finally create a file in

the desired YOLOV5 format.

The experiments with the YOLOV5 model were executed on a

Linux cluster node with 32 CPU cores using a single NVIDIA

GeForce GTX 980 with 4 GB memory. Keras 2 with Tensorflow 1.8

backend was used as a deep learning framework.

Results

We have used a database composed of 792 images and we achieved a

precision of 84%, a recall and mAP of 50%. These results are very

promising considering the number of images used. Ideally, the

number of images used to train our model should be around 1500

images and not 792 images, but we did not have additional images

with our private database from the Belgian hospital.

In Fig. 1 below, shown a comparison between the ground truth and

the prediction of our model on 8 images. On the left what is annotated

by the radiologist and on the right what is detected by the YOLO

localization model. This model was able to identify anomalies in 4

images with good accuracy.

Conclusion

Our approach based on in-depth learning is very promising for

detecting pathologies, based on chest X-ray images. We can improve

this result by increasing the number of images per class using data

augmentation.
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Purpose

Lung cancer has been pointed out as a leading cause of cancer death

in the world. Low-dose computed tomography (LDCT) is an essential

tool for lung cancer detection and diagnosis because it can provide a

complete three-dimensional (3-D) chest image with high resolution.

However, the nodules with ambiguous shape and texture, and radi-

ologist’s experience would result in different diagnosis results.

Therefore, the computer-aided diagnosis (CADx) system was devel-

oped for assisting radiologist. Recently, designing a CADx system

based on the convolution neural network (CNN) has flourished in the

field of medical images because of the automatic feature extraction

and powerful performance in diagnosis. Many researches have shown

the evidence that a CNN-based CADx system could assist radiologists

to make a preliminary decision. Therefore, a 3-D CADx system, 3-D

SGE-SANet, was proposed for lung nodule diagnosis.

Methods

In this research, the proposed 3-D SGE-SANet for lung nodule

diagnosis was composed of the volumes of interest (VOIs) extraction

and a 3-D SGE-SANet nodule classification model. The VOIs were

defined and normalized into the range from - 1 to 1 first in the VOI

extraction. In the nodule classification model, the 3-D SGE-SANet

which integrated 3-D spatial group-wise enhance block with 3-D spilit

attention mechanism as the backbone was built. The defined VOIs are

then delivered to the 3-D SGE-SANet to determine nodule as

malignant or benign.

Results

In this research, the dataset was collected from the Lung Image

Database Consortium and Image Database Resource Initiative (LIDC-

IDRI). In this dataset, the nodules whose diameter ranging from 3 to

30 mm were annotated by four experienced thoracic radiologists, and

the malignancy level was evaluated in a 5-point scale where 1 rep-

resented a benign nodule and 5 represented a malignant nodule.

Because of the collation of scans from different institutions and scan

vendors, the pixel spacing in each CT scan were different and the

slice thicknesses of the CT scan ranged from 0.45 mm to 5 mm with a

median of 2 mm. The resolution of each slice was 512 9 512 pixels.

As recommended by the American College of Radiology, scans with a

slice thickness greater than 3 mm, inconsistent slice spacing or

missing slices should be discarded. Therefore, there were totally 716

nodules consisting of 302 benign nodules and 414 malignant nodules.

For system validation, three performance indices, including accuracy,

sensitivity, specificity, positive predictive value (PPV), negative

predictive value (NPV), area under the ROC curve (AUC), and

fivefold cross validation, are used to validate our CADx system. In

experiments, the proposed system’s accuracy, sensitivity, specificity,

PPV, NPV, and AUC are 90.9%, 92.0%, 91.7%, 93.8%, 89.4%, and

0.9618, respectively. In conclusion, it was confired that the proposed

system had a good diganostic capability for discriminating malignant

nodules from benign ones.

Conclusion

In this study, a CNN-based CADx system made of the VOI extraction

and the 3-D SGE-SANet classification model was proposed for lung

nodule classification in LDCT images. According to the results, the

proposed CADx system in this study could achieve a high perfor-

mance. In future, the system would be further improved by using

other CNN architectures or learning strategies.
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Purpose

Lung cancer is the most frequently diagnosed cancer (i.e., 11.6% of

all cancer cases) [1]. Although we can reduce lung cancer mortality

by examining with Low Dosage Computed Tomography (LDCT) in

early stages, however, manual diagnosis by the radiologist is time-

consuming as every CT scan consists of multiple slices.

A big challenge in training deep learning networks is getting the

networks to extract low-level features and high-level features at the

same time. Therefore, we need to study new methods to gradually

grow and train networks to learn low-level features before discovering

the higher-level features.

Another challenge is to extract useful/relevant features of deep

learning networks for the task at hand. It is extremely challenging to

differentiate between benign/malignant lung nodules, due to their

heterogeneity. Therefore, to extract useful features, in this work, we

extend the Non-Local Network first introduced by [2] for video

classification to perform spatial and channel attention. The Non-Local

operator is closely related to the Transformer, which is based on self-

attention operations, but applied to two-dimensional (2D) images.

Methods

The dataset used in this study is the public LIDC-IDRI dataset, which

is the largest public lung nodule dataset and consists of 1,018 CT

scans collated from 1010 patients altogether. We also analyzed our

method on the LungX Challenge dataset, which was first introduced at

the 2015 SPIE Medical Imaging Conference. The dataset consists of

70 CT scans, of which 10 for calibration and 60 for testing. The test

set of the LungX dataset contains 60 nodules where 37 are benign

nodules and are 36 malignant nodules. In this study, we only

examined our method directly on the testing set and not on the cali-

bration set.

We proposed a new Progressive Growing Channel Attentive Non-

Local Network (ProCAN) network with a number of novel features.

First, we added a channel-wise attention capability by extending the

spatial-wise attention capability of the popular Non-Local network.

The new Channel Attentive Non-Local (CAN) Network design block

gives our ProCAN network the ability to detect size-invariant nodules

with both spatial and channel-wise attention.

The second novelty of our method is that we developed a Cur-

riculum Learning method based on the nodule diameter/size and

radiologists’’ ratings. Through our experiments, we found that we can

improve network performance if we train it on easy examples (i.e.,

small or big nodules in the nodule size category and clearly benign or

clearly malignant in the radiologist ratings‘‘ category) before the

difficult/hard examples (i.e., mid-sized nodules in the nodule size

category and probably benign or probably malignant in the radiologist

ratings’’ category).

The third novelty of our method is: We found that progressively

growing the network during training is crucial and improves the

results compared with using fixed depth/number of layers in the

overall network architecture. We proposed a new strategy to blend the

new blocks gradually with a matrix sampled from a 2D Bernoulli
distribution and show that this improved the overall accuracy and the

area under a receiver operating characteristic (ROC) curve (AUC).

The effectiveness of all these new components were analyzed in

extensive ablation studies and in comparison, with other state-of the-

art methods in the literature. The experimental results show that our

proposed ProCAN model achieves state-of-the-art results in the

literature.

Results

From Table 1, we observe that both our ProCAN and Ensemble

ProCAN models outperform the state-of-the-art models in the litera-

ture on all evaluation criteria. Also, our Ensemble ProCAN model

outperforms ProCAN on all evaluated performance metrics, which is

consistent with the results in the literature that show that ensemble

methods generally outperform non-ensemble ones. Our non-ensemble

ProCAN model marginally outperforms all the non-ensemble and

ensemble methods in Table 1, excluding Ensemble ProCAN, whereas

Ensemble ProCAN considerably outperforms all other methods in

Table 1.

Table 1 Comparison of our ProCAN and Ensemble ProCAN methods with other state-of-the-art methods in the literature on the LIDC-IDRI

database

Model Ensemble? AUC Accuracy Precision Sensitivity F1-Score

Multi-Crop No 93.0 87.14 –- 77.0 –-

HSCNN No 85.6 84.2 –- 70.5 –-

Local–Global No 95.62 88.46 87.38 88.66 –-

Gated-Dilated No 95.14 92.57 91.85 92.21 –-

ProCAN No 97.13 94.11 94.54 93.12 93.81

3D DPN(Ensemble) Yes –- 90.24 –- 92.04 90.45

MV-KBC Yes 95.70 91.60 87.75 86.52 87.13

MSCS-DeepLN Yes 94.00 92.65 90.39 85.58 87.91

MK-SSAC Yes 95.81 92.53 –- 84.94 –-

Ensemble ProCAN Yes 98.05 95.28 95.75 94.33 95.04
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We provide some examples of benign and malignant nodules that

were correctly and incorrectly classified by the ProCAN model. We

randomly selected these samples from the LIDC-IDRI dataset and

display them in Fig. 1.

In Fig. 1, the first two columns depict malignant nodules in the

dataset, whereas the last two columns depict benign. The first two

rows depict the correctly classified nodules, whereas the last two rows

depict the misclassified nodules. To predict a nodule as benign or

malignant, we employed a threshold of 0.5 on the probability scores.

In this way, we identified the correctly and incorrectly predicted

nodules in Fig. 1.

Conclusion

In this study, we proposed a new ProCAN network for lung nodule

classification with many unique features. The experimental results

show that our ProCAN model achieves state-of-the-art results com-

pared to other existing methods in the literature.
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Purpose

In recent years, the number of patients with lung cancer has been

increasing with the aging of the population. In particular, adenocar-

cinoma of the lung, a type of Non-Small Cell Lung Cancer, accounts

for a large proportion of cases, and it is a noteworthy disease. The

degree of lung adenocarcinoma invasion makes a big difference in the

prognosis of lung cancer. Minimally invasive adenocarcinoma with

minimal invasion and adenocarcinoma in situ with no invasion have a

5-year survival rate of approximately 100%. While the survival rate is

36–80% for invasive adenocarcinoma with large invasion, depending

on the stage of the disease. Thus, the degree of invasion in lung

adenocarcinoma is an important prognostic factor in lung adenocar-

cinoma, but-percutaneous needle biopsy and surgical lung biopsy to

determine the degree of invasion are burdensome to the patient and

may cause complications. As a non-invasive method, machine

learning is used to classify the degree of invasion. However, there is a

concern that the process is a black box. One example of the solutions

to the black box problem is the application of the homology method to

histopathological images of lung tissue, which allows for automatic

classification1). In this study, we attempted to analyze chest com-

puted tomography (CT) images using the homology method to

determine the degree of lung adenocarcinoma invasion and examined

the possibility of a non-invasive test that mathematically discrimi-

nates [1].

Methods

Homology is a field called topology, and that is a mathematical

concept to quantify contact. Here, we used the indices b0 and b1 that

present the number of connected clusters and the number of enclosed

regions, respectively. We can extract the features of the image based

on these indices. We utilized the homology method to the analysis of

CT images and evaluated the relationship between the extracted

features and the degree of invasion. We classified CT images of 83

patients according to the degree of invasion into 43 cases of invasive

adenocarcinoma, 19 cases of minimally invasive adenocarcinoma,

and 21cases of adenocarcinoma in situ and used them. The degree of

invasion was confirmed by histological diagnosis. We cropped

according to the shape of the tumor and binarized by varying their

threshold values in the range of 1 to 225, and applied the homology

method (Fig. 1). Here, the threshold value refers to the luminance

value in 256 shades. b0 and b1 are calculated yielding b1/b0, so we

created histograms indicating b1/b0 and analyzed the correlation

between b1/b0 and the degree of invasion.

Fig. 1 Samples of correctly and incorrectly classified nodules in the

LIDC-IDRI dataset

Fig. 1 The image after cropping from the CT image and the binarized

image at a threshold of 127
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Results

The results showed that the height of the peaks and the presence of

peaks in the histograms of the solid and part solid types differed

depending on the degree of invasion (Fig. 2). In the threshold value of

120–170, there was a significant difference in the mean values of b1/

b0 between invasive adenocarcinoma and others with a large differ-

ence in prognosis (p\ 0.05). From the above results, it is highly

possible that the degree of invasion can be discriminated by the peak

value of b1/b0 and the position of the peak using the features obtained

by the homology method. In addition, the proposed method is a new

CT image analysis method using the concept of homology, and the

results are mathematically based and visually comprehensible. For

this reason, it is expected to be an effective method to solve the black

box problem in machine learning. We also performed deep learning

using the obtained b1/b0 values. The results suggested the possibility

of classifying the patients into those with poor prognosis invasive

adenocarcinoma and others. Therefore, by implementing machine

learning using the features extracted by this method, the accuracy of

lung cancer diagnosis by computer is expected to be improved.

Conclusion

The findings that the homology method applies to the binarized chest

CT image by varying the brightness value from 1 to 255 as the

threshold value, indicated that it is possible to determine the degree of

lung adenocarcinoma invasion with a noninvasive method.
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Purpose

Interstitial lung disease (ILD) includes a group of more than 200

chronic lung disarrangements, which can reduce the ability of the air

sacs to capture and carry oxygen into the bloodstream and conse-

quently lead to permanent loss of the ability to breathe [1]. Another

lung disease is tuberculosis. According to the World Health Organi-

zation, it is among the most infectious diseases globally, and

approximately 1.8 million people died in 2015 from this disease [2].

Another significant lung disease is Coronavirus pneumonia (Covid-

19), highly contagious that has spread rapidly throughout the world

since January of 2020 and remains to infect the whole world [1].

These disorders have a similar presentation on imaging exams of the

chest, predominantly represented by pulmonary interstitial opacities.

Chest simple radiography (CXR) is one of the initial imaging

exams after clinical suspicion of lung disease, being the most

straightforward, cheapest, and most popular radiologic diagnosis

method. To help specialists improve the diagnostic accuracy of ILD,

tuberculosis, and Covid-19 on CXR images by acting as a second

opinion through a computer-supplied suggestion, computer-aided

diagnosis (CAD) systems have been developed.

One machine learning technique that has emerged to improve

CAD systems is the convolutional neural network (CNN) based on

deep learning [1, 2]. Modeling the best CNN architecture for any

specific problem by hand can be exhausting, time-consuming, and an

expensive task. Another difficulty is to get a database with a large

number of images. However, an alternative option is the Transfer

Learning technique, which uses a network pre-trained on a large

dataset.

In this work, we improved our previous work [1] and performed a

new CNN analysis, including tuberculosis disease. So, in this work,

we applied the VGG-19 CNN to classify ILD, tuberculosis, and

Covid-19 diseases.

Methods

Our institutional review board approved this retrospective study with

a waiver of patients’ informed consent. The experiments were per-

formed on a graphics processing unit (GPU) NVidia Tesla T4 with 16

Gigabytes of RAM. In our experiments, the framework Keras was

used with the Tensorflow backend.

A total of 1044 images were used, separated into 382 healthy, 308

with ILD, 165 with tuberculosis, and 189 with Covid-19 pneumonia.

The images were resized for 224 9 224 with three channels (RGB)

instead of 1 channel (grayscale). For each image, another four were

produced using transformations such as shear range, horizontal flip,

and zoom to augment the database and improve CNN’s performance

in the experiments.

The CNN architecture used in this work was the VGG-19. A

specific Keras pre-processing method for the VGG-19 was used. This

method converts the images from RGB to BGR, centering at zero

each color channel concerning the ImageNet dataset, unscaled.

For the use of VGG19, a global average pooling layer was added

to the output of the last max-pooling layer in the last block. The

original three fully connected layers were removed and replaced by

only one fully connected layer with four output neurons using the

activation function Softmax. The weights of the five blocks were

frozen, so only the fully connected layer to the prediction was trained.

The number of epochs used was 200, but the callback function

Fig. 2 Comparison of results (b1/b0) by class of the degree of

invasion of lung adenocarcinoma

Int J CARS (2022) 17 (Suppl 1):S1–S147 S93

123

https://doi.org/10.3390/cancers13061192


Table 1 Results obtained

EarlyStopping, implemented in the Keras library, was used to inter-

rupt the training if there was an increase in the error rate evaluated in

the validation dataset during three epochs in a row. The batch size

used was 32, and the optimizer function used was Adam to minimize

the categorical cross-entropy.

To evaluate the model’s performance, the samples were shuffled,

and the method of cross-validation (tenfold) was applied. The sta-

tistical metrics: precision, recall, f1-score, and accuracy were used for

performance evaluation. These metrics results were averaged over the

test sets during the cross-validation process.

Results

The results obtained are presented in Table 1, with an average general

accuracy of 92%. The best F1-score result of 0.95 was obtained to

classify images of healthy lungs, and the worst F1-score result of 0.88

was obtained for the images of the tuberculosis class exams.

Conclusion

This study performed a CNN modeling integrated with the VGG-19

architecture to predict CXR images as belonging to healthy-lung

individuals, patients with ILD, or patients with tuberculosis, or

patients with Covid-19 pneumonia. Initial results have shown that the

proposed approach presented an excellent potential for classifying

CXR images associated with those diseases. Moreover, this method

does not require image segmentation, handcrafted features extractors,

or clinical features as prerequisites, improving its potential as a CAD

tool for classifying pulmonary interstitial opacities in chest X-ray

images.
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Purpose

The severity and rapid progression of the cases with COVID-19 has

placed great pressures on healthcare services around the world.

Recently, United States reported a new single-day record number of

over 1 million new daily COVID-19 cases. Therefore, fast and

accurate prediction of the progression of patients with COVID-19 is

needed for the logistical planning of the healthcare resources. The

purpose of this study was to develop a 3D prediction model of the

pulmonary progression in COVID-19 based on the volumetric chest

CT images of the patients.

Methods

One-hundred and forty-one patients with a chest CT examination and

diagnosed as COVID-19 positive at our institution based on a positive

result for SARS-COV-2 by the reverse transcriptase-polymerase

chain reaction (RT-PCR) test were included retrospectively in this

study. The CT scans were performed with a single-phase, low-dose

acquisition protocol by use of multi-channel CT scanners with slice

thickness of 0.625–1.5 mm, pitch of 0.3–1.6, tube voltage of 80–140

kVp, and automatic tube current modulation.

Our unsupervised 3D image-based prediction model, vox2pred, is

based on an adversarial time-to-event model [1]. Figure 1 shows the

architecture of vox2pred. A time generator G is used to generate a

‘‘survival-time volume’’ from the input CT image volume of a patient.

The survival-time volume has a single survival time value at each

voxel. The discriminator D attempts to differentiate the ‘‘estimated

pairs’’ of input CT image volumes and their generated survival-time

volumes, from the ‘‘observed pairs’’ of the input CT image volumes

and their observed true survival-time volumes of the patients. The

training of vox2surv involves the optimization of G and D through a

modified min–max objective function so that G can learn to generate a

survival time (i.e., the predicted pulmonary progression) that is close

to the observed true survival time (i.e., the observed pulmonary

progression). In this study, we defined the survival time of a patient as

the number of days from the patient‘‘s chest CT scan to either ICU

admission or death.

To evaluate the performance of the prognostic prediction, we used

the metrics of concordance index (C-index) and the relative absolute

error (RAE). The RAE is defined as Ri |tiobs – tipred|/tiobs, where
tipred and tiobs are the predicted and observed progression times for

patient i, respectively. A bootstrap method with 100 replications was

used to estimate the C-index and RAE. The prognostic prediction

Fig. 1 Schematic architecture of the proposed vox2pred model for

the prediction of the COVID-19 progression

S94 Int J CARS (2022) 17 (Suppl 1):S1–S147

123

https://doi.org/10.1016/j.compbiomed.2017.08.001
https://doi.org/10.1016/j.compbiomed.2017.08.001


Table 1 The C-index and RAE values estimated by the bootstrap

evaluation of the %S-WAL, blood tests, and vox2pred model.

95% CI = 95% bootstrap confidence interval. *Two-tailed t-test

performance of vox2pred was compared with those of the percentage

of well-aerated lung parenchyma (%S-WAL) [2] (evaluated on 135

cases), and the total severity score (TSS) by use of a two-sided

unpaired t-test.

Results

Table 1 [HY1] shows the median C-index and RAE values calculated

from the bootstrap evaluation. The C-index values (larger is better)

obtained from the %S-WAL, TSS, and vox2pred were 60.7% [95%

confidence interval (CI): 59.9, 61.5], 62.4% [95% CI: 61.6, 63.1] and

87.4% [95% CI: 86.6, 88.1], respectively. The RAE values (smaller is

better) obtained from the %S-WAL, TSS, and vox2surv were 55.9%

[95% CI: 55.2, 56.5], 51.8% [95% CI: 51.2, 52.4], and 18.5% [95%

CI: 17.4, 19.6], respectively. The prediction performance of vox2pred

was significantly higher than that of %S-WAL (P\ 0.0001), and its

prediction error was significantly lower than that of %S-WAL

(P\ 0.0001).

Conclusion

We developed a novel unsupervised 3D prediction model, vox2pred,

which can directly predict the pulmonary progression of COVID-19

from the patients’’ chest CT image volumes. We showed that

vox2pred outperforms the current standards of %S-WAL and blood

test in predicting the pulmonary progression in patients with COVID-

19, indicating that vox2pred can be an effective predictor of the

COVID-19 progression.
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Purpose

Lung cancer is the leading cause of cancer death worldwide, with an

estimated 1.8 million deaths (18%) in 2020. The overall 5-year sur-

vival rate of lung cancer (10–20%) is much lower than other leading

cancer. Accurate prognosis of lung cancer patients can provide

essential information for planning personalized treatment. Computed

tomography (CT) imaging has been widely used to diagnose lung

cancer, the benefits include: fast, painless, non-invasive, and accurate,

that providing detailed, cross-sectional views of all types of lung

tissue. Although early diagnosis and treatments can effectively

increase the survival of lung cancer patients, the heterogeneity of

tumors makes it difficult to plan the optimal treatment for each

patient. The previous studies indicated that the patients with the same

tumor node metastasis (TNM) stage usually have various survival

times and tumor behaviors. Therefore, further discovering the addi-

tional markers for prognosis becomes imperative, such as clinical-

pathologic data and imaging characteristics; it could facilitate the

cancer prognosis and help clinicians make wise decisions for per-

sonalized medicine. The survival prediction is mainly based on

clinical data, including patient characteristics and lung cancer-related

pathology data, and the function of imaging focuses on estimating the

quantitative features of the tumor region. In this study, we proposed a

prognosis system to predict the 5-years survival rate of patients which

aggregates the CNN features from CT images, radiomics features, and

clinical data from patients.

Methods

In this study, we proposed a prognosis system composed of a 3-D

tumor segmentation model (3D HarDNet-MSEG) to automatically

acquire the tumor volume and a classification model combining the

clinical data and CT imaging to effectively predict lung cancer

patients’ survival outcomes. The clinical data included patient char-

acteristics and lung cancer-related pathology data, and the CT scans

were used to estimate the image characteristics of the tumor region,

including radiomics features and CNN-based features. To prevent

overfitting and eliminate irrelative data, we also employed a feature

selection strategy based on several machine learning tools to preserve

the most informative attributes and further improve the predictive

ability of the prognosis classifier.

Results

In this study, the dataset was collected from 691 patients in Changhua

Christian Hospital between November 2011 to February 2020,

including CT scans and associated clinical information from medical

records. The former consisted of 612 standard CT scans and 81 low-

dose CT scans. The data ratio for the training set, validation set, and

test set were 7:1:2, respectively. The results showed that the proposed

method achieved the best performance; the accuracy, sensitivity,

specificity, and AUC are 81.79%, 86.67%, 74.59%, and 0.8373 for the

5-year prognosis (Fig. 1).

Conclusion

We proposed a prognosis system to effectively predict the survival

outcome of lung cancer patients using the chest CT images, including

Fig. 1 The overall flow chart of the proposed method
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a tumor segmentation model, image feature extractors, and a fully

connected neural network classifier. The experiment results demon-

strated that the combination of both imaging signatures and clinical

data with the CNN model is superior to using each type of feature

individually and also obtains better performance than several machine

learning classifiers, which further evidence that our method has the

potential to develop the survival analysis for the lung cancer patients.

Machine learning algorithm for quantitative CT

in patients with COVID-19 pneumonia: utility

for favipiravir treatment effect prediction

Y. Ohno1,2, K. Aoyagi3, K. Arakita4, Y. Doi5,6, M. Kodo7,8,

S. Banno8, Y. Fujisawa3, A. Taniguchi9, H. Ikeda1, H. Hattori1,

K. Murayama2, H. Toyama1

1Fujita Health University School of Medicine, Radiology, Toyoake,

Japan 2Fujita Health University School of Medicine, Joint Research

Laboratory of Advanced Medical Imaging, Toyoake, Japan 3Canon

Medical Systems Corporation, Clinical Application Research

Department, Research and Development Center, Otawara, Japan
4Canon Medical Systems Corporation, Healthcare IT Software

Development Department, Healthcare IT Development Center,

Otawara, Japan 5Fujita Health University School of Medicine,

Microbiology and Infectious Diseases, Toyoake, Japan 6University

of Pittsburgh School of Medicine, Division of Infectious Diseases,

Pittsburgh, United States 7Fujita Health University School

of Medicine, Respiratory Medicine, Toyoake, Japan 8Fujita Health

University School of Medicine, Center for Clinical Trial and Research

Support, Toyoake, Japan 9Canon Medical Systems Corporation, CT-

MR Solution Planning Department, Otawara, Japan

Keywords Computer-aided diagnosis, Machine Learning, CT, Tex-

ture Analysis

Purpose

The new coronavirus disease 2019 (COVID-19) has been spreading

worldwide since late 2019 and become a global pandemic involving

over 200 countries or regions and more than 180 million individuals.

About 10–20% of COVID-19 patients deteriorate into severe or

critical illnesses within 7–14 days after symptom onset. In the overall

management of COVID-19, A few specific anti-coronavirus treat-

ments for severe patients are proposed at present, although their

significant clinical benefits for severe COVID-19 still requires further

confirmation. Favipiravir has demonstrated in vitro activity against

SARS-CoV-2, and several randomized studies of COVID-19 con-

ducted in China, Russia and India have indicated the potential clinical

benefit of favipiravir. A randomized trial of patients with asymp-

tomatic to mildly symptomatic COVID-19 was also conducted in

Japan and suggested it has potential for modest clinical benefits,

although radiological severity was not considered in this study. For

the current study, we developed a new machine-learning (ML-) based

CT texture analysis software for COVID-19, which evaluates radio-

logical findings in lieu of expert chest radiologists and also functions

as a second reader of CT images for various pulmonary diseases. We

hypothesized that ML-based algorithm for evaluating thin-section CT

has equal to or more useful than CT-determined disease severity score

or time since disease onset for determination of better candidates for

favipiravir treatment in COVID-19 patients. Using CT findings from a

prospective, randomized, open-label multicenter trial of favipiravir

treatment of COVID-19 patients, the purpose of this study was to

compare the utility of ML-based algorithm with that of CT-

determined disease severity score and time since disease onset in this

setting.

Methods

From March to May 2020, 32 COVID-19 patients underwent initial

chest CT before enrollment were evaluated in this study. Eighteen

patients were randomized to start favipiravir on day 1 (early treatment

group), and 14 patients on day 6 of study participation (late treatment

group). Viral clearance and duration of fever after enrollment were

used as patient outcomes. In this study, percentages of ground-glass

opacity (GGO), reticulation, consolidation, emphysema, honeycomb

and nodular lesion volumes were calculated by means of the software,

while CT-determined disease severity was also visually scored based

on past literatures. Next, univariate and stepwise regression analyses

were performed to determine relationships between quantitative

indexes and time from disease onset to CT. With applying quantita-

tive and qualitative indexes for differentiation of patients who started

therapy within 4, 5 or 6 days after clinical onset from those who

started later, patient outcomes were compared between each two

groups by means of the Kaplan–Meier method followed by Wil-

coxon‘‘s signed rank test.

Results

Time until CT examination had significant correlations with % GGO

and % consolidation (p\ 0.05), and stepwise regression analyses also

identified %GGO and % consolidation as significant descriptors

(p\ 0.05). When radiologically divided all patients between 4 and

5 days from clinical onset or later, viral clearance and duration of

fever after enrollment for each of the two groups divided according to

% GGO, % consolidation, combined descriptors method and disease

severity CT score showed significant differences (p\ 0.05). When

radiologically divided all patients between 6 days from clinical onset

or later, viral clearance and duration of fever after enrollment for each

of the two groups divided according to % consolidation and combined

descriptors method showed significant differences (p\ 0.05). More-

over, CT disease severity score had significant difference of viral

clearance between two groups (p\ 0.05).

Conclusion

ML-based CT texture analysis is equally or more useful than CT

disease severity score for predicting the effect of favipiravir treatment

on COVID-19 patients.
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Purpose

The rapid spread of coronavirus disease 2019 (COVID-19) with

severe acute respiratory syndrome causes a shortage of medical

supplies and hospital beds for COVID-19 patients. With prognosis
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prediction at an early stage, these problems could be solved and

appropriate treatment of patients could be provided, which leads to

ease of burdens on the healthcare system. We aim to predict the

prognosis of patients hospitalized with COVID-19 using chest CT

scans. In this study, we focused on the disease transition-oriented

temporal variation in CT images obtained at the admission to and the

discharge from the hospital. Our hypothesis is that if we could

quantify temporal variation in those CT images and select features

that take into account the disease transition, we could predict accu-

rately the progression of the disease, more specifically, the necessity

of supplemental oxygen using those features in the CT image at the

admission to the hospital. In this paper, we developed a prediction

model for necessity of supplemental oxygen by focusing on the

changes in radiomics features in CT images at admission and

discharge.

Methods

We extracted radiomics features from three-dimensional (3D) lung

fields and used them to predict the necessity of supplemental oxygen.

First, we segmented the lung fields using the deep learning method to

eliminate the irrelevant information in the feature analysis. Next, we

extracted various radiomics features from segmented 3D lung fields in

CT images at admission and discharge, respectively. The feature

types we selected include basic statistics, gray level co-occurrence

matrix (GLCM), gray level size zone matrix (GLSZM), gray level run

length matrix (GLRLM), neighboring gray tone difference matrix

(NGTDM), and gray level dependence matrix (GLDM) and the fea-

tures are calculated using inherent evaluation formulas each of feature

types. To extract various features, we applied no filter, logarithm

filter, square-root filter, square filter, exponential filter, Laplacian of

Gaussian (LoG) filter, and wavelet filter to them before extracting

features, respectively. These features and filters refer to the previous

study [1]. Then, we calculated the difference of features between

admission and discharge. The features to be used in the prediction

were selected in the following two steps. In the first step, The Mann–

Whitney U test was used to select the features that were significantly

different between required supplemental oxygen and not required

supplemental oxygen for the difference in the extracted features. In

the second step, the features selected in the first step were extracted

from the CT images at the admission and narrowed down by using

minimum redundancy maximum relevance (mRMR) [2]. For the

prediction of the necessity of supplemental oxygen, we trained ran-

dom forest regression by inputting features selected by mRMR.

We used the CT images obtained from 228 patients in Chiba

Municipal Aoba Hospital and divided them into 183 data (required

supplemental oxygen: 30 patients, not required supplemental oxygen:

153 patients) for training and 45 data (required supplemental oxygen:

7 patients, not required supplemental oxygen: 38 patients) for testing.

We extracted 1581 features from each CT image and trained a random

forest regression model using 10 features selected by mRMR. We

used the receiver operating characteristic (ROC) curves to evaluate

the performance of the regression model. As evaluation indices, in

addition to the area under the curve (AUC) of the ROC, accuracy,

precision and recall were calculated using the threshold at which the

Youden’s index in the ROC curve was maximized.

Results

The top three features selected by mRMR were the following three

combinations: logarithm filtering and GLCM, square-root filtering

and GLRLM, and Square filtering and GLSZM. We predicted the

necessity of supplemental oxygen by using the regression model. 10

features extracted from the admission CT images of 45 test data were

used as input data to the model. The ROC curve and AUC are shown

in Fig. 1 and the results of accuracy evaluation are shown in Table 1.

Namely, AUC was 0.92, accuracy was 0.93, precision was 1.0 and

recall was 0.57. AUC, accuracy and precision were high, but recall

was low compared to other indices. We consider that recall could be

improved by increasing the data of patients who were required sup-

plemental oxygen. As a whole, the regression model has the potential

to predict the necessity of supplemental oxygen.

Conclusion

We developed a prediction model for the necessity of supplemental

oxygen by focusing on the changes in features of CT scans at

admission and discharge. We extracted radiomics features from 3D

lung fields and used them to predict the necessity of supplemental

oxygen. High accuracy suggested that the prediction model has the

potential to predict the necessity of supplemental oxygen.
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Fig. 1 ROC curve

Table 1 Accuracy evaluation

accuracy precision recall

0,93 1 0,57
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Purpose

Dysphagia can lead to swallowing dysfunction and choking, and is a

feature of physical weakening and frailty in old age. Early detection

and prediction could permit clinical intervention to improve geriatric

wellness. The downward displacement of the hyoid bone has been

observed in individuals having swallowing dysfunction. This can lead

to a widening of the distance between the dorsum of the tongue and

the palate and impact appropriate timing of movement of a food bolts

from the mouth to the throat.

Our previous study [1] found that individuals with dysphagia have

the downward displacement of the hyoid bone, and that this can be

viewed using panoramic radiographs. The purpose of the new study is

to examine classification of hyoid bone positioning in panoramic

radiographs using deep learning technology to predict dysphagia.

(IRB approved. No.SUDH0034.)

Methods

A six-grade (Type 0–5) evaluation was applied to the vertical location

of the hyoid bone on panoramic radiographs. Location types are

shown in the diagram (Fig. 1). This classification was based on our

previous paper [1]. Standardization was established using a virtual

horizontal line crossing the left and right lower angles of the mand-

ible, this mandibular-angle line being shifted horizontally to contact

the lower mandibular border in the midline. Type 0 was set as the

lowest hyoid bone height and type 5 as the highest. Panoramic

radiographs were examined and exclusion was made for motion

artefact, misalignment, jaw tumors and jaw deformities. The object

detection tool, YOLO v.5 was used [2]. The data used for learning

was 467 images having 1976 9 976 pixels. Since downsizing causes

a risk of missing image features, image cropping to 988 9 488 pixels

was performed at the left and right lower portions of individual

images. Hyoid bone detection was performed in these areas. Then 934

images were used as the data set for learning. The test data set was

129 images.

Results

For Type 1–5 hyoid locations, precision (P) values were 0.186, 0.612,

0.711, 0.838, and 0.659 respectively, while recall (R) values were

0.571, 0.950, 0.758, 0.471, and 0.789 respectfully. Hence, P and R

values were both very low for the Type 1 location. Moreover, the R

value was low for the Type 4 location. Other P and R values were

higher. Misclassification when it occurred was usually between

neighbouring locations. Figure 2 is a panoramic radiograph for which

the hyoid bone images on both sides were classed as Type 5, but

where the right image could be classified as borderline Type 4.

Classification as Type 0 means the hyoid bone was too low to be

clearly depicted in the panoramic image and constitutes the true

negative fraction.

Using the designated location classifications for the hyoid bone,

both Precision and Recall values showed variations based on location

designation. There might be need to adjust the classification numbers

to reduce neighbouring overlap decisions to improve labeling preci-

sion labeling. Differentiation between Types 0 and 1 was difficult

making Type 1 a bottle neck for achieving a high-precision classifi-

cation. Since Type 1 is usually depicted in a small area and often

incompletely, the object depiction tool did not work well.

Conclusion

The image classification of hyoid bone location was attempted using

panoramic radiographs using deep learning with a goal of predicting

the risk of dysphagia. The use of a six level classification led to some

confusion based upon neighbouring overlap in decisions by AI. The

next step will be to compare Type 0 locations against Type 1–5

combined in the hope of achieving less confusion. We will also

increase epic learning repetition. The aim is to achieve a simple

means for dentists to be aware of situations where their patients are

susceptible to dysphagia and choking, and this could well also have

implications for detection of risk of airway restriction and sleep

apnea.

Fig. 1 The classification of vertical hyoid bone position: The position

of the hyoid bone on the panoramic radiograph is categorized by

’’Mandibular border line’’. This line was shifted line from ‘‘Mandibu-

lar line’’ which passes through the mandibular inferior corners on

both sides to the lower edge of the mandible. The types were

classified according to their position relative to the lower edge of the

mandible

Fig. 2 An example of a classification of hyoid bone status. Both are

classified in a category Type 5
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Purpose

Accurately segmenting bony structures from head cone-beam com-

puted tomography (CBCT) is the first step in computer-aided surgical

simulation for orthognathic surgery. The current clinical process is to

manually segment the four bony structures from CBCT, i.e., midface,

mandible, and upper teeth and lower teeth [1]. CBCT has lower

radiation but more severe artifacts than spiral computed tomography.

Thus, manual segmentation of CBCT is an extremely time-consuming

and labor-intense process. While recent research has been focused on

developing deep-learning-based methods for automatic segmentation,

they are only in laboratory settings and yet have been incorporated

into daily clinical practice. To this end, we have developed a multi-

stage convolutional neural network (CNN) framework for CBCT

segmentation [2]. The purpose of this study was to evaluate the

performance of our method in clinical setting.

Methods

Our automatic segmentation method is a coarse-to-fine CNN-based

framework [2]. In the coarse stage, a scalable joint segmentation and

landmark detection model is developed for coarse segmentation and

global landmark detection. In the fine stage, both global and local

volumes are first cropped out from the original image based on the

landmarks detected in the coarse stage. The global volume contains

the entire skull model region, and the local volume are the selected

special regions that contain the thin bones or regions that are difficult

to be segmented. The coarse segmentation is then refined on both

global and local cropped volumes. After that, the refined segmenta-

tions are fused together to generate the final segmentation result

(a.k.a. segmentation mask). Our framework for orthognathic surgery

requires 4 labels: midface, mandible, upper teeth, and lower teeth.

Our framework is trained using 125 sets of CBCTs and corresponding

labels on a standard Linux workstation equipped with Intel dual-Xeon

CPU and four 12-GB NVidia GPUs.

Our method was evaluated using randomly selected 15 sets of

CBCT data (0.4mm3 isotropically) of patients with jaw deformities

since 2020 (IRB: Pro00013802). These testing CBCTs had never been

used for training. The evaluation started with feeding the testing

CBCTs into our framework to automatically generate four required

segmentation masks. They served as the experimental group. The

auto-segmented masks were then imported into AnatomicAligner

software. A single experienced surgical planner reviewed the auto-

generated mask slice-by-slice and improved them as needed. The final

segmentation masks that would be used for surgical planning were

exported after they were inspected by a second investigator. They

served as the control group for quantitative evaluation.

The computational time for automatic segmentation and the time

spent on manually improving the auto-segmentation results were

recorded. The evaluation was completed quantitatively and qualita-

tively. To quantitatively evaluate the results, dice similarity

coefficient (DSC) was calculated to assess the difference between the

automatic and manually improved segmentation results of each

structure. To qualitatively evaluate the results, a three-dimensional

(3D) model of each anatomical structure was generated in Anatomi-

cAligner using the auto-segmented masks (without manual

improvement). After that, based on his careful inspection and expert

intuition, an experienced oral surgeon visually evaluated each 3D

model and its corresponding mask to determine whether it was suit-

able for surgical planning: 1) use directly without improvement; 2)

use after minor manual improvement; and 3) do not use unless re-

segmenting it from scratch. Any findings beyond the above category

were also recorded.

Results

All CBCT scans were successfully segmented into 4 required

anatomical structures. The median computational time was 3.5 min

(range: 3.3–3.7 min) on a regular Windows computer equipped with

dual-Xeon CPU and a single 24-GB NVidia GPU. The median time

spent on manually improving the automatic segmentation results was

1 h (range: 0–4 h).

The results of the quantitative evaluation showed that the DSCs

for midface, mandible, upper and lower teeth were 94.3% ± 1.6%,

97.3% ± 1.5%, 98.7% ± 2.7%, and 98.4% ± 2.8%, respectively.

The results of the qualitative evaluation showed that the auto-seg-

mentation results of 9 midfaces (60.0%), 10 mandibles (66.7%), and

all upper and lower teeth (both 100%) could be directly used for

surgical planning without the need for manual improvement. In

addition, 6 midfaces (40.0%) and 5 mandibles (33.3%) required a

minor manual improvement. Furthermore, there were few free-float-

ing small artifacts unattached to anatomy, and few small holes located

on correctly-shaped anatomy that were not along any osteotomy line.

They were deemed not to affect the surgical planning and were cat-

Fig. 1 Examples of the qualitative evaluation. A: Top shows the

auto-segmented masks of midface (yellow), mandible (blue), upper

teeth (red) and lower teeth (green). Bottom shows the corresponding

3D models. Blue Circle: The free-floating artifacts and the holes on

pterygoid are not a concern. Red Circle: The artifacts touch the chin

and are removed (Red Box). B: The holes are along the pink

osteotomy line (Top). A part of condyle is misclassified as the

midface (red circle). They are corrected (Bottom). C: A part of both

mandibular condylar heads is missing (Top) and is repaired (Bottom)
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egorized as ‘‘use directly without improvement’’. Figure 1 shows 3

examples reflecting the above results.

Conclusion

The results of this study demonstrate the feasibility and effectiveness

of using our deep-learning-based segmentation framework in daily

clinical practice. We used to spend at least a day and a half manually

segmenting the 4 anatomical structures from head CBCT for surgical

planning. Now with our automatic segmentation workflow, we can

lightly improve the segmentation masks based on automatic results, if

ever needed, for surgical planning. The improvement was mainly in

the pterygoid, the condyles and the chin.

Our DSCs are unsurprisingly better than the ones during the

algorithm development (88.5% for the midface and 93.5% for the

mandible) [2]. This is because in our workflow, instead of manually

segmenting the CBCT image from scratch, we directly improve the

auto-segmentation masks. It significantly reduces the error in certain

fuzzy regions that are uncritical to orthognathic surgery, e.g.,

intraorbital, where there are large inter- and intra-observer‘‘s dis-

crepancies even when the manual segmentations are performed by the

most experienced clinicians.

A technical advantage of our proposed method is that the model is

scalable and able to refine the critical regions which are difficult to

segment but clinically important, e.g., the pterygoid. Future work

includes to train the models using a larger training dataset and refine

the algorithm to improve the critical areas.
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Purpose

In recent years, dedicated breast positron emission tomography (db-

PET), a PET system that provides high-definition imaging of the

breast, has become capable of detecting small lesions because it has

higher resolution than whole-body PET systems. However, db-PET,

which acquires data from detectors arranged in a circular pattern, has

a problem that image quality on the chest wall side, the edge of the

detector, is degraded due to the decrease in PET counts, resulting in

reduced imaging performance. [1] In order to improve the image

quality of db-PET images, we propose a denoising method using

multiple convolutional neural network filters with residual U-Net.

Methods

A total of 191 cases of 94 breast cancer patients and 97 healthy

subjects collected between 11/1/2016 and 6/31/2017 were used for

this study. One-minute and seven-minute list mode data were

extracted from the collected data, and reconstructed to the input

image with high noise level and the ideal image with low noise level

were created. The outline of the proposed denoising method is shown

in Fig. 1, where the input gives an image taken for one-minute and the

output gives a denoised image equivalent to a seven-minute scan.

Since the noise level of db-PET varies depending on the slice posi-

tion, the volume data was divided into four areas, and filters with

different characteristics were designed for each area. In this study,

residual U-Net was introduced as an individual denoising filter, and

training was performed on one-minute and seven-minute images at

different slice positions. When the unseen image is given to the filter

system after training, different residual U-Net is applied depending on

the slice position, and the denoised image is provided. For compar-

ison, we also created a filter that trains all slice images with a single

residual U-Net. For these processes, we used a computer with an intel

corei9-10900K CPU and a graphics processing unit (NVIDIA

GeForce RTX 2080Ti) and used Tensorflow and Keras as the deep

learning APIs.

Table 1 Average values of PSNR and SSIM of each filter of four

imaging areas

Original Gaussian NLM S-CNN M-CNN Original Gaussian NLM S-CNN M-CNN
Area1 30,6 31,1 30,8 31,5 32,0 0,820 0,834 0,832 0,826 0,878
Area2 37,0 37,1 37,1 37,3 37,9 0,920 0,934 0,928 0,948 0,966
Area3 32,4 33,1 32,5 33,2 33,8 0,803 0,836 0,823 0,881 0,896
Area4 32,2 32,3 32,3 33,2 34,4 0,758 0,802 0,784 0,868 0,967

PSNR SSIM

Results of PSNR and SSIM in each area. Gaussian: Gaussian filter, NLM: Non local mean filter, S-
CNN: Filter using single convolu�onal neural network, M-CNN: Proposed method using mul�ple 
convolu�onal neural networks

Results

To evaluate the effectiveness of the proposed method, we conducted

the filter processing using db-PET images of five cases that were not

used for training; the PSNR and SSIM of the obtained images were

calculated. Table 1 shows the average values of PSNR and SSIM of

each filter of four imaging areas. The PSNR and SSIM of the pro-

posed method are the highest in all areas.

Conclusion

In this study, our proposed method for noise reduction of db-PET

images using multiple convolutional neural network filters was the

best method compared to the other filters, with the highest PSNR and

SSIM values for all test data. Figure shows the proposed method,

which was trained separately for each transverse body axis with

different noise characteristics, and thus was able to optimize the noise

reduction process for each region. Although the filter using a single

residual U-Net tended to outperform the existing noise reduction

methods such as Gaussian filter and non-local mean filter, the PSNR

and SSIM values were lower than those of the proposed method. This

may be caused by the different noise characteristics of db-PET ima-

ges, which were trained by the same network. These results indicate

that our method will be effective to improve the image quality of db-

PET images.
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Purpose

Currently, research on image processing technology using deep

leaning is being actively conducted. Focused on high resolution in

deep learning image processing technology. There are several high

resolution deep learnings, but I used TecoGAN. TecoGAN is deep

Fig. 1 The outline of the proposed denoising method is shown in the

figure, the input gives an image taken for high noise image and the

output gives a denoised image with adaptive noise reduction

where the noise level of db-PET varies depending on the slice

position
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learning using GAN (Generative Adversarial Network) [1]. To date,

there have been no announcements that TecoGAN will be applied to

medical images. TecoGAN is a deep learning program announced by

Mengyu C, which can create high resolution videos. [2] CT images

are still images, but I came up with the idea of using TecoGAN for

CT images in the same way as movies because I collect continuous

slice images to create multiple images. In this study, TecoGAN was

used to verify the high resolution of CT images.

Methods

In this study, we made a visual and physical assessment. CT images

of the chest phantom were used for visual evaluation. Image data

acquisition was performed with diameters of FOV 350 mm and FOV

430 mm. To use TecoGAN, the two images were taken with a matrix

size of 512 9 512 and the matrix size was changed to 256 9 256.

Both have an effective field of view of 350 mm. And with TecoGAN,

L-sized images have a high resolution with a matrix size of

1024 9 1024. Visually evaluated high resolution images and M and L

size images. For physical evaluation, the MTF(Modulation Transfer

Function) was calculated using a square wave chart image. The MTF

compared three types of images: FOV 350 mm and FOV 430 mm

images with an effective field of view of 350 mm, and high-resolution

images with FOV 430 mm. Due to the use of TecoGAN, all images

are processed in PNG instead of DICOM.

Results

Two types of data, FOV350 mm and FOV430 mm, and a high-res-

olution image of FOV430 mm created by Teko GAN were evaluated.

Visual and physical evaluations were performed using three types of

images. In visual evaluation, data collection has significantly

improved the quality of high resolution images. L size diameter of 3

types of images. As a result of MTF, the difference between the three

types of images was small at frequencies of 1 cycle / mm and 2 cycles

/ mm. At 3 cycles / mm and 4 cycles / mm, MTF was improved on

high resolution L size images (Fig. 1).

Conclusion

Higher resolution CT images using TecoGAN are expected to

improve image quality as a result of visual and physical evaluations.

In the future, it will be necessary to consider improving the image

quality using clinical images and directly improving the image quality

of DICOM images.
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Purpose

We propose a method with which fictional chest X-ray images with

lung nodules can be created. With the created images only, we tried to

train a detector of lung cancer in each X-ray image.

Methods

We utilized Glow algorithm [1], one of flow-based generative models,

for creating a chest X-ray image. Using 45,808 normal cases, the

Glow algorithm was trained as unsupervised manner. The image

resolution was 512 9 512. Furthermore, we developed automatic

Fig. 1 This graph is MTF for three types images. The vertical line

shows the number of Modulation Transfer Function and the horizontal

one shows spatial frequency

Fig. 1 A created imaginary chest X-ray with a lung nodule
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methods for extraction of the lung field area, creation of fictional lung

cancer nodules and embedding of them. These three methods were

implemented with rule-based methods (i.e., not with deep-learning-

based method). The lung field area was extracted by using mor-

phometry filter-based method. The nodule creation was performed

with 3-d volume simulation. And final embedding was performed by

2D-3D projection method. Simultaneously, the gold standard answer

mask (i.e., the position information of the embedded fictional lung

cancer) was created. Using all these implementations, total 131,072

fictional X-ray images with nodules were created. As an evaluation,

we trained a U-net-based method for lung nodule detection using

these 131,072 imaginary datasets. We tested the trained U-net with

JSRT chest lung nodule image database [2].

Results

The Glow-based chest X-ray creation method successfully created

normal chest X-rays. Additionally, Our lung nodule creator and

embedder successfully embedded nodule shadows into these X-rays.

Figure 1 illustrates a sample image. As described above, we tried to

train a U-net to detect real nodules in X-ray images. We tested our

U-net with JSRT chest lung nodule image database and found sen-

sitivity of 0.65 with the false positive detection rate of 0.2 per case.

Conclusion

Our fictional lung nodule case creation method was presented. With

the method, 131,072 chest images were successfully created. Using

only these created images, our U-net was successfully trained and

showed clinically meaningful sensitivity. In our future work, we will

try to improve the sensitivity so that it can surpass radiologist‘‘s

sensitivity. Furthermore, because our dataset is totally artificial, we

can safely share it on the internet. We believe that our fictional

database is useful for training and evaluation of various computer-

assisted tasks, for example, federated learnings.
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Purpose

This paper proposes a 3D ? 2D registration method for medical

images, and additionally applied the registration method in a novel

deformation-adaptive super-resolution method. Acquiring high-reso-

lution (HR) medical images such as HR-MRI comes at problems such

as too strong magnetic field, and are not ideal for real-time imaging of

moving organs such as cardiac imaging. Therefore, obtaining HR

images by super-resolution (SR) of low-resolution (LR) images uti-

lizing fully convolutional network (FCN) is a feasible approach.

However, commonly the FCN needs to be trained with LR-HR image

pairs. Image registration (aligning LR and HR images to obtain LR-

HR image pairs) needs to be conducted. Therefore, we propose a

3D ? 2D registration method for obtaining precisely-aligned LR-HR

medical images. For evaluating effectiveness of our registration

method, we also propose a deformation-adaptive FCN for SR. The

FCN for SR is trained on LR-HR medical images aligned by our

registration method.

The contributions of our paper are (1) a precise 3D ? 2D medical

image registration method and (2) a deformation-adaptive medical

image SR method trained on aligned LR-HR images.

Methods

Overview
Given a 3D medical volumeM and another 3D medical volume F, we
perform 2D ? 3D registration to align M to F precisely. Addition-

ally, for evaluating effectiveness of our registration method, we train

an FCN gh using aligned LR images mAA; and corresponding HR

images f. For inference, the trained FCN performs SR of a given LR

image xLR to xSR.

Fig. 1 Our method and results. We utilize 3D and 2D VoxelMorph

for precise registration of low-resolution (LR) and high-resolution

(HR) images. Then we utilize aligned LR images mAA; and HR

image f to train an FCN for SR. The lower part illustrates our

method‘‘s result together with linear interpolation and ESRGAN [1].

Our method successfully reconstructed important tissues such as the

cortex of the brain, while linear interpolation and ESRGAN’s results

are blurred
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Precise 2D 1 3D registration for aligning LR-HR images

Typically, paired LR-HR images are needed for training an FCN for

SR. However, since LR and HR images are obtained from different

imaging devices or different imaging conditions, it is hard to obtain

paired LR-HR images in medical imaging. Therefore, we need to

perform registration to obtain paired LR and HR medical images.

Existing registration methods always align a whole moving 3D

medical volumeM to another fixed 3D medical volume F to obtain an

aligned 3D medical volume MA, causing the precision of registration

(commonly MSE) to be low. To obtain a higher precision of regis-

tration, we first train a 3D VoxelMorph to align 3D medical volumes

M and F. The inputs of the 3D VoxelMorph are M and F. The output
of the 3D VoxelMorph is an aligned 3D medical volume MA. Addi-

tionally, we extract downsampled 2D images mA; and f; from

volumes MA and F to train a 2D VoxelMorph for aligning mA to f;.
We name the aligned 2D images as mAA;. Paired mAA; (the LR

image) and f (the HR image) are used for training an FCN for SR.

Training SR FCN using aligned LR-HR images

We train an SR FCN gh using paired 2D images mAA; and f. We

utilize an FCN with RRDB block [1], deformable convolution, and

multi-slice input as shown in Fig. 1. RRDB block could boost per-

formance of single-image SR; deformable convolution enlarges the

receptive field of convolution kernels and model geometric transfor-

mations between mAA; and f; multi-slice input feds additional spatial

information into the FCN to enhance the accuracy of SR result. We

utilize three kinds of loss terms to optimize the FCN. The first loss

term is pixel-wise l2 loss l2(gh(mAA;),f); the second is identity

loss l2(gh(f),f) to stabilize training; the third is adversarial loss [1] to

ensure SR image gh(mAA;) has a higher perceptual quality. For

inference, the input of FCN gh is an LR image xLR; the output is an

SR image xSR.

Results

We utilized the OASIS-1 [2] dataset to evaluate our method. The

OASIS-1 dataset is a T1-weighted brain MRI dataset consists of 416

cases. We utilized 250 cases for training. We performed 2 9 SR (LR

image was downsampled 2 9 by width and height from HR image).

For registration, the 3D VoxelMorph for registration was trained with

250 patches with size 176 9 208 9 176 voxels for 1500 epochs. The

2D VoxelMorph for registration was trained with 25,000 patches with

size 128 9 128 pixels for 1,500 epochs. For SR, the FCN for SR was

trained with 37,500 patchs of size 128 9 128 9 5 voxels for 100

epochs.

For evaluation, we utilized 50 cases in the OASIS-1 dataset. We

compared our method with ESRGAN [1] and linear interpolation. Our

method outperformed ESRGAN and linear interpolation quantita-

tively as shown in Table 1. Qualitative results are shown in Fig. 1.

Our method successfully reconstructed important tissues such as the

cortex of the brain, while linear interpolation and ESRGAN’s results

are blurred.

Table 1 Quantitative evaluation of linear interpolation, baseline

[1] and our method

Linear interpolation Baseline [1] Our method
PSNR 22,2857 22,9336 24,2553
SSIM 0,8394 0,8616 0,8992
GMSD 0,1825 0,1825 0,1418

Conclusion

We proposed a 2D ? 3D registration method for aligning LR and HR

medical images precisely. For evaluating effectiveness of our regis-

tration method, we also proposed an SR method trained on LR and

HR medial images aligned by our registration method. Experimental

results showed our method outperformed the recent baseline [1] and

linear interpolation qualitatively and quantitatively. Future work

includes ablation studies, and evaluating our method on more

datasets.
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Purpose

A newly developed deep learning-based reconstruction algorithm

(DLR) potentially can reduce image noise while image noise texture

change was more negligible than the iterative reconstruction tech-

nique [1]. This feature was useful for repeated low-dose lung

computed tomography (CT) screening because of the concerning

radiation dose. The accuracy of volumetry was important for the

nodule growth assessment because the volumetric assessment was

used for the lung nodule management protocol in lung CT screening

trial such as US National Lung Screening Trial (NLST) [2]. However,

the lung nodule volumetry accuracy using DLR has not been inves-

tigated. The aim of the present study was to evaluate the influence of a

DLR, Advanced Intelligent Clear-IQ Engine (AiCE), for pulmonary

nodule volumetry accuracy in low-dose CT.

Methods

A thoracic phantom contained eight artificial pulmonary nodules

which have two types of Hounsfield unit (HU): - 630 HU and ? 100

HU, and four diameters: 5, 8, 10, and 12 mm was scanned with a

320-detector row CT. The standard dose of the present study was

determined in accordance with the average effective dose of 1.5 mSv

in NLST. The phantom was scanned at 1/2 and 1/6 standard dose in

addition to the standard dose and repeated 20 times. All images were

reconstructed with filtered back projection (FBP), a hybrid type

iterative reconstruction (adaptive iterative dose reduction: AIDR 3D),
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Table 1 Resultant APEs of FBP, AIDR 3D, and AiCE at standard

dose, 1/2 dose, and 1/6 dose

FBP AIDR 3D AiCE FBP AIDR 3D AiCE FBP AIDR 3D AiCE
-630HU 5mm 33% 34% 30% 32% 32% 31% 38% 35% 32%

8mm 18% 16% 11% 20% 18% 13% 26% 18% 16%
10mm 14% 12% 5% 17% 18% 18% 21% 14% 12%
12mm 5% 2% 3% 10% 3% 3% 16% 6% 2%

+100HU 5mm 4% 3% 5% 7% 5% 6% 15% 5% 5%
8mm 2% 1% 4% 4% 1% 4% 7% 4% 3%
10mm 5% 7% 8% 4% 7% 9% 2% 9% 11%
12mm 5% 5% 6% 3% 5% 6% 1% 6% 8%

standard dose (3.8mGy) 1/2 dose (1.9mGy) 1/6 dose (0.6mGy)

and AiCE. For the evaluation of image noise, standard deviation (SD)

of pixel value was measured by region of interest which located at the

lung field and the air outside the thoracic phantom. For more accurate

comparison of SD, statistical analysis was performed with one-way

analysis of variance and Tukey honest significant difference post hoc

tests. The differences with a P values less than 0.05 were considered

to indicate statistically significant. Moreover, to assess the repro-

ducibility of pulmonary nodule volume, the volume was measured by

a commercially available software and calculated the absolute per-

centage error (APE) from theoretical value for FBP, AIDR 3D, and

AiCE. The[ 25% of APE was used to define a clinically relevant

nodule volume difference in this study following Response Evalua-

tion Criteria in Solid Tumors.

Results

The SD value reduction rates from FBP in AiCE and AIDR 3D were

79–85% and 62–77%, respectively. Statistical differences were found

for SD among all reconstruction methods (P\ 0.01). The results of

APEs are listed in Table 1. For the pulmonary nodule with - 630 HU,

the APEs of AiCE were lower than those of FBP and AIDR 3D at

almost all dose strengths and nodule diameters. However, the nodule

with a diameter of 5 mm showed[ 25% of APE in all reconstruction

methods and dose strengths. In the diameter of 8 mm at 1/6 standard

dose, APE of only FBP represented[ 25%. Although AIDR 3D and

AiCE showed less or equivocal APEs than FBP in the diameters of 5

and 8 mm for the pulmonary nodule with ? 100 HU, AIDR 3D and

AiCE represented greater APEs than FBP in the diameters of 10 and

12 mm. However, all images for the pulmonary nodule with ? 100

HU resulted in\ 25% of APEs.

Conclusion

AiCE achieved greater noise reduction than AIDR 3D without com-

promising lung nodule volumetry accuracy based on clinical

requirement.

References

[1] Higaki Toru, Yuko Nakamura, Jian Zhou, Zhou Yu, Takuya

Nemoto, Fuminari Tatsugami, Kazuo Awai (2020) Deep

Learning Reconstruction at CT: Phantom Study of the Image

Characteristics. Academic Radiology 27(1):82–87.

[2] Aberle DR, Adams AM BC, Black WC, Clapp JD, Fagerstrom

RM, Gareen IF, Gatsonis C, Marcus PM SJ (2011) Reduced

lung-cancer mortality with low-dose computed tomographic

screening. New England Journal of Medicine 365:395–409.

A benchmark for the evaluation of computational

methods for bronchoscopic navigation

J. Borrego-Carazo1, C. Sanchez1, D. Castells-Rufas2, J. Carrabina2,

D. Gil1

1Computer Vision Center, Computer Science, Cerdanyola del Vallès,
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Purpose

Vision-based bronchoscopy (VB) models require registration of the

virtual lung model with video bronchoscopy frames to provide

effective guidance during interventions. The registration can be

achieved by either tracking the position and orientation of the bron-

choscopy camera or by calibrating its deviation from the pose

(position and orientation) simulated in the virtual lung model.

Methods based on hand-crafted features and similarity measures

have tracking errors and large execution times. Recently, data-in-

tensive learning methods, like neural networks, have provided new

state-of-the-art results.

In any case, results are affected by a lack of fair comparability due

to the absence of public datasets and the usage of inappropriate

metrics. Additionally, learning methods depend on high data avail-

ability, often hindering their application in data-scarce environments.

We contribute by addressing both topics. First, a bronchoscopy

navigation synthetic dataset for comparability among methods and

address data requirements. Second, a comparison of pose estimation

metrics (including a novel one) to establish better grounds for training

and evaluation.

Methods

Synthetic dataset

Fig. 1 Example of synthetic frames from a trajectory from patient

P18 lower left lobe
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Virtual models come from 6 computed tomography scans using [1] to

segment the airways. Virtual airways models are simulated using a

platform developed in C ? ? and VTK.

Bronchoscope trajectories are simulated from the trachea to the

4–6 level covering upper-right, lower-right, upper-left, and lower-left

lobes. Trajectories are generated from a path through the luminal

central line traversed using the arch-length parameter. Different

increments in this parameter allow the simulation of varying veloci-

ties across the path.

For each central path, variations in position ( [- 2: 1: 2] voxels in

each axis) and camera orientation ( [- 45: 15: 45] degrees of rota-

tions around the navigation vector) are generated. The variation in

camera position implicitly also modifies the camera point of view,

given its position and a point in the central path at a distance Dd from

the current point. The rotation around this navigation vector intro-

duces a variation in the orientation of the image plane. This way, we

simulate a full change in the camera central pose.

In order to simulate realistic trajectories, paths with neighboring

variations are randomly combined along with the navigation arc-

length parameter. In total, our dataset has 876 trajectories per patient

and lobe, amounting to a total of 842,712 frames.

The dataset has as input values the synthetic frames from the

camera view during the trajectory, and the associated pose inside the

VTK airway model coordinate system as ground truth source values.

The position is in voxel units and camera view angles are presented in

Euler angles.

Figure 1 shows some dataset examples. Rows are different carinas

and each column represents variations in position and orientation

from the central navigation. Dataset will be made publicly available

upon abstract acceptance.

Losses and Metrics for Pose Estimation

A system, f, for camera pose estimation predicts the difference in pose

between two images:

f : I ! DP; I 2 R2�C�H�W ;DP 2 R6 ð1Þ

where I are the two images, C = 3 the RGB channels, height H and

width W, and DP = (Dx, Dy, Dz, Da, Db, Dc) is the difference in pose,

given by (x, y, z) the position coordinates and (a, b, c) the Euler

angles.

In order to train and validate f, we need metrics for assessing the

error of the predicted rotation and position. As those are two separate

components, we can have different metrics (or losses) for each of

them. Let us note Lp and Lr the metrics for, respectively, position and

rotation.

The common choice for, both, Lp and Lr, is either the mean

squared error (MSE) or, its equivalent, the euclidean norm (L2).

Although they naturally model the euclidean space of positions, they

are not adequate for the space of rotations. An alternative is the

direction error (DE) [2]

LrDE ¼ cos�1ðvo � vgÞ ð2Þ

where vo and vg are the predicted and ground truth direction vectors.

The main issue with DE is that the choice of the unitary vector, u,
for building the direction vector affects the perceived rotations since

DE is oblivious to errors in rotations around u. To remedy such a

problem we present an alternative metric, the cosinus error (CE):

LrCE ¼ 1=NRN
i ð1� cosðDPr i½ �o�DPr i½ �gÞÞ ð3Þ

where N refers to the total number of angular components, i is an

index for them, o indicates prediction and g ground truth.

Table 1 Results for the different loss combinations evaluated with

the different metrics. Values show mean and standard deviation

Results

As experimental setup, we select 30 trajectories per lobe and patient

for training, from which we reserve 6 for testing and the rest for

training. As network, we build a model, f, composed of two Effi-

cientNetV1-B0 backbones, a convolution fusion layer, a ShuffleNet

block, and a fully connected layer for predicting DP. Networks are

trained until convergence with Adam optimizer, learning rate of 10-4

and batch size of 2048.

The network loss is given by the addition of the position and

rotation metrics:

L ¼ Lp þ Lr ð4Þ

Lp is given by the MSE error, while for Lr we used the three metrics

described in the previous section. For each loss, we evaluated the

position and rotation errors in the test set using the L2 norm for

position (in voxels) and L2 (in degrees), DE (in degrees), and CE for

the rotation.

Table 1 shows mean ± standard deviation for the different loss

combinations evaluated with the different metrics. Best performers

are highlighted in bold. For all metrics, the network trained with the

proposed CE achieves the best results. Models trained with metrics

adapted to the rotational domain improve also position errors. A

reduction in their standard deviation indicates a more stable behavior

and, thus, higher generalization and transfer capability.

Conclusion

We have presented a synthetic dataset for bronchoscopy pose esti-

mation to enable fair comparability among methods and improve

learning-based VB training. Additionally, we have argued that current

rotation metrics and losses are not appropriate and provided a more

Future work could consider transfer learning from synthetic to real

data, and improving the network architecture.

References

[1] Debora Gil, Carles Sanchez, Agnes Borras, Marta Diez- Ferrer,

and Antoni Rosell. (2019). Segmentation of distal airways using
structural analysis. Plos one, 14(12):e0226006.

[2] Scott A. Merritt, Rahul Khare, Rebecca Bascom, and William E.

Higgins (2013) Interactive CT-Video Registration for the Con-
tinuous Guidance of Bronchoscopy. IEEE Transactions on

Medical Imaging, 32(8):1376–1396.

Image-based algorithm for automated insertion of CT-

guided biopsy needle: proof of concept

L. Kini1, P. Hadar2, B. Haas1

1University of California, San Francisco, Radiology, San Francisco,

United States 2Hospital of the University of Pennsylvania, Neurology,

Philadelphia, United States

Keywords Algorithm, Image-guidance, Biopsy, CT

S108 Int J CARS (2022) 17 (Suppl 1):S1–S147

123



Purpose

Each year, millions of Americans are diagnosed with cancer, and a

significant number undergo biopsy for diagnosis and staging. These

biopsies, which are commonly done through CT-guided needle

insertions, are essential in guiding further care for our patients.

However, these CT-guided needle biopsies are at times technically

difficult, particularly if the needle path is not in plane with the axial

images from the CT scanner. These out of plane needle paths are

extremely difficult for the operator to plan out and execute.

Needle positioning and insertion during CT guided procedures is

operator-dependent and solely based on the physician’’s visuo-spatial

estimation of angle and depth from a scan. Therefore, when an out of

plane path is required, the operator often struggles to biopsy the

lesion, and many times may be unsuccessful. Even when successful,

the procedure often takes longer, has higher radiation dose, or a

higher likelihood of a non-diagnostic or false negative pathology

result.

Instead of relying on human estimation, we propose the employ-

ment of an imaging-based algorithm to provide the angle of entry and

depth of lesion prior to procedure. Therefore, a physician can have a

more accurate estimate of the path for needle insertion, potentially

shortening procedure time, limiting radiation exposure, and mini-

mizing under-sampling. We provide a proof of concept of this

approach in a single subject, described below, that minimizes the

distance between lesion and skin surface while avoiding bone and

blood vessels.

Methods

A CT Chest scan was acquired from a single subject from the public

access Cancer Imaging Archive (TCIA) non-small cell lung cancer

(NSCLC) dataset [1]. Using the Advanced Normalization Tools

(ANTs) suite for automated imaging analysis [2], this 3D subject

image were automatically registered to a control template, after which

the lung soft tissues, blood vessels and bones could be automatically

segmented using the labeled atlas template.

Using the segmentation and imaging data, u (psi, yaw around the

Z-axis) and h (theta, pitch around the y-axis) could be derived.

Python scripting was used to generate these angles and depths of the

lesions relative to a skin insertion site. The goal of the algorithm was

to chart a needle biopsy path that was the shortest distance from the

surface to the lesion while avoiding major bones or vessels such that a

needle cannula can be targeted directly towards the lesion. A short

distance between skin and lesion is desirable because it provides for

greater tolerance in less-than-ideal needle angles. Paths traversing

blood vessels need to be avoided to minimize bleeding complications.

The iterative algorithm was as follows:

In simpler terms, x represents the space of voxels. First the

algorithm confirms that the image is the appropriate one (that it is a

CT of the Chest or Abdomen and Pelvis), as well as that it is in the

correct 3D volume format. TISSUE_NL(x) effectively creates a

negative image, where the lesion (SEGMENT) is removed from the

total tissue image (TISSUE_ALL) and only the normal tissue is

present; this is important, because the needle has to traverse normal

tissue. PATH_NEEDLE effectively describes the total distance (or

depth) from a random point (INITIAL) to the lesion (ROI, represented

as a point). When the PATH_NEEDLE is complete, INITIAL will

represent the skin surface. BONE and VESSEL are derived from the

segmentations, while AIR outside the body is determined by creating

the air-skin boundary, computed using the convex hull of all soft

tissue segmentations. Assuming that the PATH_NEEDLE is inside

the actual image (no computer errors), that anticipated path does not

cross any bone or vessels, and the path includes air (reaches just

outside the skin), then the angles will be calculated. If these criteria

are not met, then a new PATH_NEEDLE needs to still be created, so

a new INITIAL point will be created by moving it 1 voxel radius

away from the ROI. This will iterate until an accurate PATH_NEE-

DLE is completed.

Results

The CT scan image overlaid with segmentation is shown below in

Fig. 1. Two lesions are segmented in the anterior right lobe of the

lung, seen as a lighter blue compared to the green normal tissue.

Using the iterative algorithm described previously, we were able to

determine the optimal angle trajectory for both lesions that demon-

strates the shortest distance to the skin surface without hitting bone or

vessels, with angles of u 5 degrees and h 35 degrees for the largest

lesion noted on the figure.

Conclusion

In summary, our proof of concept demonstrates that, in this single

subject who underwent a CT of the lung, we were able to employ an

image-based iterative algorithm to calculate an optimal trajectory that

minimized the distance between the skin surface to the lesion while

Fig. 1 Segmented CT Lung section with lesion and optimal trajectory

for the largest lesion noted, with angles of / 5 degrees and h 35

degrees
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avoiding bone and vessels. Board certified chest radiologists who

perform these procedures will prospectively confirm the validity of

the path discovered. Future directions will include running this

algorithm on several more subjects with CT lung scans, and

expanding to subjects with CT abdomen/pelvis scans. Prospective

recording of physician-performed needle insertion angles on patients

who are undergoing lung biopsy can then be compared to the ideal

path calculated by our algorithm.
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Purpose

Endometrial cancer (EC) is the most common gynecological malig-

nant tumor in developed countries. The presence or absence of deep

myometrial invasion is an important factor in determining the treat-

ment strategy of EC and it is usually evaluated using preoperative

MRI. There have been several reports to predict the degree of muscle

invasion of EC in MRI using machine learning methods. Most of

these reports were based on texture analysis, and some of them used

convolutional neural networks. In this study, we investigated whether

we could predict the deep myometrial invasion of EC using Vision

Transformer (ViT), a deep learning method that has recently attracted

considerable attention [1].

Methods

This research included 200 patients surgically diagnosed with EC who

underwent preoperative MRI. From the 200 patients, 159 patients

were randomly selected as training datasets and the remaining 41

patients as test datasets. The presence of deep myometrial invasion

was determined by the pathological diagnosis. Two board-certified

gynecologic radiologists manually segmented the tumor on each slice

of the sagittal T2-weighted image (T2WI) using a 3D Slicer (https://

www.slicer.org/) by referring to all the available images and patho

logical records in consensus. The MR images were reformatted to

512*512, and rectangular areas containing the tumor and 50 pixels

around it were extracted. Three consecutive slices of sagittal T2WI

including the largest area of EC were used as input data. In addition to

ViT, EfficientNet B5-based model was adopted for comparison with

the convolutional neural network-based model [2]. Hyperparameter

tuning and the model training were performed using the training

datasets with five-fold cross-validation, and the final model with the

highest diagnostic performance was determined. The ensembled

results of the five cross-validation models were adopted as the pre

diction of the final model. The diagnostic accuracy of the final model

was calculated using the test dataset. Two board-certified gynecologic

radiologists who were unaware of the clinical information evaluated

the test dataset concerning the presence of deep myometrial invasion

referring to all the available images The accuracy of deep myometrial

invasion and inter-rater reliability were calculated.

Our ViT model and EfficientNet model were built using PyTorch

(version 1.9.0) and TensorFlow (version 2.3.0), respectively. The

models were trained on a Linux workstation (Ubuntu version 18.04)

with NVIDIA Quadro RTX8000 GPU with 48 GB memory (NVI-

DIA, Santa Clara, CA, USA).

Results

The average diagnostic accuracy [± standard deviation] of five-fold

cross-validation of ViT model and EfficientNet model was 77.7%

[± 1.2%] and 75.5% [± 4.2%], respectively. The diagnostic accuracy

of ViT model for the test dataset was 78.0%. The diagnostic accuracy

of the two radiologists for the test dataset was 87.8% and 80.5%

(j = 0.71) (Fig. 1).

Conclusion

ViT outperformed EfficientNet-based model for the prediction of

deep myometrial invasion of EC on MRI. Our results showed the

feasibility of ViT in gynecological MR imaging.
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using Vision Transformer (ViT) or EfficientNet
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Purpose

Although the effectiveness of deep learning in segmenting skeletal

muscles in torso CT images has been demonstrated, certain challenges

remain; for example, cross-sections such as the L3 cross-section and

region-specific 3D segmentation have not been adequately investi-

gated. This is partially owing to the high cost of annotating skeletal

muscles. Studies concerning the amount of annotation and segmen-

tation accuracy [1] and the 3D segmentation of muscles via

localization using skeletal muscle attachment bones [2] are being

conducted. However, the simultaneous identification of multiple

muscles has been limited to muscles in the lower extremities and has

not yet been investigated for the torso, wherein many organs exist.

In this study, we evaluate the accuracy of skeletal muscle seg-

mentation via the simultaneous learning of the trapezius (T) muscle

and the adjacent erector spinae (E) and supraspinatus (S) muscles that

are located on the superficial layer of the back.

Methods

Herein, transverse images of the T muscle and the adjacent E and S

muscles were simultaneously learned using a two-dimensional (2D)

U-Net, and the learned model was subsequently used for simultaneous

segmentation of the T muscle and the adjacent muscles. We used 30

non-contrast torso CT images obtained using a LightSpeed Ultra 16

(GE Healthcare, Chicago, IL, USA) CT scanner. The image size was

512 9 512 9 802–1104 [voxel], and the spatial resolution was

0.625 9 0.625 9 0.625 mm. Data augmentation was performed

during the training phase. We used shear transformation ranging

between - p/8 to ? p/8, rotation by random angles ranging

from - 10� to ? 10�, random scaling between - 35% and ? 35%,

translation of random distances up to 25% of the image width, and

horizontal flipping to generate additional images for data augmenta-

tion. The hyperparameters of the 2D U-Net included the number of

epochs (50), learning rate (1 9 10–4), batch size (4), and optimization

function (Adam). A combination of cross entropy and Dice losses was

used as the loss function.

For accuracy verification, three-fold cross-validation was used,

and the accuracy was evaluated based on the percentage of agreement

with a ground-truth image manually created by the graph-cutting tool

ported to PLUTO, which is a shared platform for medical image

diagnosis support. The Dice coefficient as well as recall and precision

were used as evaluation indices.

Results

Table 1 summarizes the recognition results of the three-fold cross-

validation of the T muscle and the adjacent muscles; the average Dice

(DC) coefficient, recall (RC), and precision (PC) values for each

muscle type are also listed therein. Table 1 reveals that the segmen-

tation accuracies for the T, E, and S muscles when trained

independently are 76.2%, 93.1%, and 0%, respectively. In contrast,

Table 1 Segmentation results on simultaneous learning of the

trapezius and adjacent muscles

Training Trapezius: T Erector spinae: E Supraspinatus: S

DC RC PC DC RC PC DC RC PC

Trapezius 76.2 74.9 79.8 – – – – – –

Erector spinae – – – 93.1 93.1 93.2 – – –

Supraspinatus – – – – – – 0.0 0.0 –

T& E 89.6 88.6 91.7 92.8 93.4 92.4 – – –

T& S 74.3 84.2 72.2 – – – 42.5 34.2 62.6

E& S – – – 92.5 93.3 91.9 87.8 87.4 89.4

T& E& S 78.4 74.2 90.1 90.4 88.8 92.7 71.8 69.6 89.8

when these muscles are trained simultaneously (T & E & S), seg-

mentation accuracies were 78.4%, 90.4%, and 71.8%, respectively.

Subsequently, we focused on the T muscle and the adjacent E and S

muscles. When we focused on the T muscle, simultaneous learning of

the T and E muscles yielded the highest segmentation accuracy

(89.6%), while simultaneous learning of the T and S muscles yielded a

marginally lower accuracy (74.3%). By contrast, when focusing on the

S muscle alone, the segmentation accuracy was 0%; however, it

improved on simultaneous learningwith theT orEmuscles. The highest

accuracy for the Smuscle was achieved on learning the E and Smuscles

simultaneously (87.8%). The E muscle offered a high segmentation

accuracy (93.1%) when learned independently. Simultaneous learning

of adjacent muscles did not improve the segmentation accuracy for the

E muscle; notably, the accuracy decreased to 90.4%.

Conclusion

This study investigated the accuracy of segmentation using a U-Net in

torso CT images by simultaneous learning of the T muscle and

adjacent muscles located in the superficial layer of the back. The

results indicate that for the simultaneous segmentation of multiple

adjacent skeletal muscles, it is more effective to learn a single skeletal

muscle with high segmentation accuracy, such as the E muscle

learned herein, than to learn multiple regions simultaneously.
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Purpose

Geant4 toolkit has been used for a Monte Carlo simulation of the

passage of particles through matter. It takes charge of the important

role in high energy physics in order to verify a theory, explore an

unknown particle, and so on. In radiotherapy, it has been used in order

to precisely evaluate dose distributions in an irradiated human body

constructed from medical data or optimize devices of a beam delivery

system.

We had developed and released gMocren since 2006 [1]. It is

volume visualization software for a radiotherapy simulation. It had

been designed according to the requirements of medical users and for

the visualization system of Geant4. gMocren can only visualize RoIs,

and it has no capability to edit RoIs and use to calculate a DVH.

In this research, a software tool that is named gRovai has been

developed for RoI extraction using NVIDIA Clara [2] and DVH

calculation for Geant4-based radiotherapy simulation. It supports the

extraction of tumors using artificial intelligence from patient image

data such as a DICOM dataset, RoIs editing, a DVH calculation, and

volume visualization for radiotherapy simulation.

Methods

RoI extraction using NVIDIA Clara
NVIDIA Clara is provided as a docker container for a Linux PC with

an NVIDIA GPU. It works on a Linux PC as a standalone AI server

and provides an HTML interface to communicate with the other

software. NVIDIA Clara server allows access through an HTML-

based API. gRovai that runs on a PC sends CT data in NIfTI (the

Neuroimaging Informatics Technology Initiative) format files to the

NVIDIA Clara server and then receives extracted tumor or tissue

region data from the NVIDIA Clara server. It is used to extract an

initial RoI as a GTV. gRovai has a function to edit RoI shapes from

the initial RoIs. The tumor region of edited RoI will be able to return

to and update the trained AI model for NVIDIA Clara.

RoI editing and DVH
A DVH is calculated with a DICOM image dataset and dose distri-

bution calculated by a radiotherapy simulation. NVIDIA Clara

extracts tumor or organ regions in the DICOM image. The extracted

regions are used as initial RoI data that are defined as a GTV. gRovai

uses the dilate function of morphological transformations in OpenCV

in order to estimate CTV and PTV automatically based on the

extracted GTV. Using the dilation function is a temporary imple-

mentation for rapid prototyping of gRovai. It is going to replace a

method based on theoretical definitions of CTV or PTV in order to

support efficient RoI editing.

Visualization
gRovai can be also visualized medical image data in 3D volume

rendering with VTK (Visualization Toolkit). It supports 1D and 2D

transfer functions. It has also the function of drawing a DVH.

Results

A spleen region in a patient image dataset can be extracted adequately

by using NVIDIA Clara. For instance, a spleen region is extracted

from the chest region of a patient image dataset within 10 s. The size

of the dataset is 512 9 512x34 voxels. Users cannot edit only the

GTV, but also CTV and PTV on a 2D image by using a mouse in

gRovai as shown in Fig. 1. Finally, a DVH is calculated with the

edited RoIs and a dose distribution calculated by Geant4-based

radiotherapy simulation.

The patient image and ROIs are visualized as shown in Fig. 1. The

contrast of the patient imaged is controlled with window level and

window width in the 1D transfer function. It provides that two GUI

sliders control window level and window width that are the param-

eters of the 1D transfer function. The 1D transfer function is drawn on

the histogram of CT values in the transfer function pane. The 2D

transfer function is provided in spatial gradient values or spatial

curvature values of CT values. The 2D histogram is drawn in the CT

values versus spatial gradient values in the transfer function pane. The

ranges of the CT values and the spatial gradient or curvature values

are controllable in GUI sliders.

Conclusion

gRovai using AI has been developed to extract and edit RoIs and

calculate DVH for Geant4-based radiothehrapy simulation. NVIDIA

Clara is used as an AI server to extract tumor or organ regions in a

medical image dataset. The extracted region is used to estimate RoIs

automatically, and then the RoIs can be edited by users. The RoIs are

used to calculate a DVH with a dose distribution calculated by using

Geant4 radiotherapy simulation. gRovai has also capablility to visu-

alize CT data in a 3D volume rendering with VTK. It will be available

as standalone software. Therefore, it is useful and available not only

for students or beginners but also for researchers using Geant4-based

radiotherapy simulation.
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Fig. 1 gRovai displays RoIs on 2D medical image. It extracts a GTV

region (red) by using NVIDIA Clara and defines automatically a CTV

(green) and a PTV (blue) regions around the GTV
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Purpose

Segmentation of bones from head cone-beam computed tomography

(CBCT) is an essential step in craniomaxillofacial surgical planning.

Currently, while deep learning-based methods have been used in

clinical practice and achieved promising results, clinicians still need

to manually improve the segmentation results, especially in thin bone,

teeth, and other critical regions. There are two issues that hinder

further advancement in this area. First, the deep learning-based

methods highly rely on large-scale training datasets, which are diffi-

cult to obtain in most clinical settings where sharing data among the

institutes is infeasible due to the privacy concern of patients. Second,

once the training is completed, the conventional deep learning-based

methods no longer receive feedback from the clinicians, whose

opinion is crucial to improve the model performance to a clinically

acceptable level. To address the above two issues and achieve better

performance in bone segmentation, in this study, we propose a novel

federated learning method equipped with a clinician-in-the-loop

(CITL) training strategy for head CBCT segmentation.

Methods

The proposed method is built upon a federated learning framework

[1], which consists of a server node and multiple client nodes as

shown in the left of Figure 1. Each client node denotes a clinical site

owning a local training dataset that cannot be shared with the server

node and other client nodes. The server node and the client nodes

iteratively update the deep learning segmentation model through

multiple rounds of communications. At the beginning of each round,

the client nodes download the global model from the server node. The

client nodes then independently train their copies of the global model,

namely local models, using their own set of images and annotations.

After training the local models, the client nodes upload them back to

the server node. At the end of each round, all the uploaded local

models are aggregated to generate a new global model. The federated

learning procedure continues by repeating such communication

rounds in a loop manner until the global model converges. Since the

local models are trained independently on different client nodes,

federated learning does not require data sharing between the server

and client nodes and thus can leverage the knowledge contained in the

distributed clinical data without violation of the data privacy.

To allow the clinicians to provide feedback to the federated

learning models, we further design a CITL training strategy, which

contains two phases as shown in the right of Fig. 1. In Phase 1, we

firstly train a local model on a base training set, which is manually

annotated by the clinicians beforehand. In Phase 2, the trained local

model is used to make predictions on the daily upcoming CBCT

images. The clinicians are required to make necessary revisions and

approvals on the model predicted segmentations, which are subse-

quentially sent to the downstream tasks in craniomaxillofacial

surgical planning. The feedback, i.e., the refined segmentations, made

by the clinicians are then used to finetune the local model, aiming to

improve the segmentation performance in the difficult regions.

Results

We conducted experiments on a clinical dataset containing 65 sub-

jects. Each case contained a manual annotation of four facial bony

structures (i.e., midface, mandible, upper and lower teeth), which

were served as the ground truth for model training and evaluation. We

randomly divided the dataset into training, validation, and testing sets

containing 32, 12, and 21 subjects, respectively. Each subset was

evenly divided into two parts to mimic two clinical sites in the FL

framework. For the training set, 22 subjects were used as the base

training data for Phase 1 training and the rest 10 subjects as the daily

upcoming data for Phase 2 CITL finetune. We used 3D U-Net [2] as

the segmentation network in our method. Dice similarity coefficient

(DSC) was used as the metric to quantitatively assess model

performance.

Table 1 DSC of facial bones segmentation generated by different

methods

Methods ROIs [mean(std)] Global

Midface Mandible Upper teeth Lower teeth

Single-site 84.67(1.73)% 84.57(1.42)% 81.90(4.07)% 81.25(2.47)% 83.10%

Multi-site 84.43(1.77)% 84.44(1.64)% 82.79(2.59)% 81.96(1.63)% 83.40%

Single-

site ? CITL

84.82(1.67)% 84.71(1.32)% 82.19(4.11)% 81.62(1.75)% 83.33%

Multi-

site ? CITL

84.61(1.79)% 84.59(1.69)% 83.11(2.35)% 82.27(1.64)% 83.65%

The first two rows of Table 1 show the results of the model trained

using single-site data via standard deep learning (‘‘Single-site’’) and

multi-site data via federated learning (‘‘Multi-site’’). The model

trained with the multi-site data achieved an average DSC of 83.40%,

an 0.3% increase over the model trained with the single-site data

(83.10%). This result demonstrated that the federated learning

framework could effectively utilize additional data distributed in

different clinical sites to facilitate segmentation. The last two rows of

Table 1 show the results of the standard deep learning-based single-

site and the federated learning-based multi-site models when they

were trained with the proposed CITL strategy. Benefiting from the

CITL strategy, both the single- and multi-site models achieved an

overall improvement in segmentation accuracy, which promptly

suggested the effectiveness of using the clinician feedback for model

finetuning.

Conclusion

In this work, we propose a federated learning-based segmentation

method equipped with a CITL strategy to handle the task of facial

bones segmentation from head CBCT images. By using the federated

learning paradigm, our method can utilize the data from multiple

clinical sites to facilitate the model training without violating the data

privacy, sulting in higher segmentation accuracy compared with the

standard deep learning model trained on single-site data. Furthermore,

our proposed CITL strategy allows the segmentation network to learn

from clinician experts‘‘ feedback, which is demonstrated effective in

improving the segmentation performance.

Fig. 1 Facial bones segmentation in head CBCT images using

federated learning framework equipped with clinician-in-the-loop

training strategy
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Purpose

The segmentation of deep vessels in the lower limbs, particularly the

femoral artery and vein, is helpful for the planning of surgical pro-

cedures in the hip and femoral regions, such as hip joint

surgeries. Several automated segmentation approaches were proposed

to accelerate the segmentation time and reduce the burden. However,

those approaches are mainly applied to contrast-enhanced CT images

or MR images. For example, Huang et al. proposed a convolutional

neural network (CNN)-based method for the segmentation of lesions

in the deep vein of the lower limbs in MR images of 58 cases, in

which vessel regions boundaries are clearly imaged, and obtained a

mean Dice coefficient (DC) of 0.74±0.17 [1]. However, MR imaging

requires a long scan time, and the contrast enhancement in CT

depends on the adequate and uniform filling of vessels, which is often

not possible due to technical issues. In addition, unlike the abdominal

vessels, femoral vessels are tightly surrounded by lower limb skeletal

muscles, which makes it hard to segment vessels without contrast

enhancement. Even though non-contrast-enhanced CT images are

widely used in hip surgeries, up to our knowledge, automated seg-

mentation of the deep vessels from those images has not been

investigated. Therefore, the purpose of this study was to investigate

the performance of a CNN-based U-Net [2] for the segmentation of

the deep vessels from non-contrast-enhanced CT images.

Methods

In this study, we addressed the automatic segmentation of femoral

artery and vein from non-contrast-enhanced CT images using CNNs.

In our experiment, a two-stage 2D U-Net was used for the vessel

segmentation. In the first stage, the patient skin was segmented to

isolate the body from surrounding objects. In the second step, another

U-Net was used to segment the femoral artery and vein.

The performance of the models was investigated on two databases

obtained from two different institutions, hereinafter termed Institu-

tion1 and Institution2. The CT from Institution1 included 25 images

with 5129512 in-plane resolution and a slice thickness of 1–2 mm.

The images in this database were divided into 5 and 20 images for

training and testing, respectively. The second database included 17

pairs of contrast- and non-contrast-enhanced images with 5129512

in-plane resolution and a slice thickness of 1 mm, which showed good

Table 1 Accuracy of deep vessel segmentation in non-contrast-

enhanced CT images from two databases

alignment between the contrast- and non-contrast-enhanced images.

The ground-truth (GT) labels of the vessels were derived to include

only the common (at the iliac region) and popliteal (at the femoral

region) arteries and veins. The GT labels in Institution1 Database of

the arteries and veins were annotated by a computer-science student

and verified by an orthopedic surgeon. The GT labels in Institution2

Database of only the arteries were obtained by firstly segmenting the

artery using a semi-automated (thresholding) approach from contrast-

enhanced CT. Next, the contrast-enhanced image was registered to

the non-contrast-image using a 3D image intensity-based non-rigid

registration. The deformation field was used to align the segmented

artery to the non-contrast-enhanced image. This database was only

used for testing the model trained on Institution1 training datasets.

The performance of the proposed approach was evaluated using DC

and average symmetric surface distance (ASD).

Results

Table 1 summarizes the vein and artery segmentation accuracy in the

two databases. The accuracy was better in Insitution1 compared with

Institution2 datasets. In Institution1, the DC for the vein and artery

were 0.751 ± 0.099 and 0.710 ± 0.108, and ASD were

1.318 ± 1.311 mm, 1.795 ± 2.091 mm respectively. In Institution2,

the DC for the artery was 0.624 ± 0.090 and ASD was

1.893 ± 0.738 mm. Figure 1 shows representative examples for the

artery segmentation in the two databases. The enlarged parts from

Institution1 datasets show that the failures mainly happen at the

intermediate femoral part, where the muscles are more densely

aligned than those in the region around the proximal part of the femur,

leading to smaller contrast with the vessels compared with other

regions. The reason behind the degraded performance in Institution2

would be that the GT labels, which were obtained semi-automatically,

cover only the internal part of the vessels (i.e. under-segments the

vascular wall). Manual correction of those GT labels, besides the

integration of the muscle information into the model training pipeline,

is currently investigated for further improvements.

Fig. 1 Quantitative evaluation (Dice coefficient; DC) of the

automated segmentation of the deep artery at the lower limbs in

two different datasets. Segmentation errors were observed mainly at

the intermediate part of the femur (left-down; right) and at the hip

(left-up)
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Conclusion

In this study, we investigated the performance of a two-stage CNN-

based U-Net for the segmentation of the deep vessels from non-

contrast-enhanced CT images. Compared with the results in [1] (mean

DC 0.74 ± 0.17), which aimed at the segmentation of venous lesions

clearly observable in MR images, our CNN shows promising per-

formance even when applied to the whole deep vessels (veins and

arteries), which are not clearly imaged in non-contrast CT. Further-

more, validated on two datasets, the experiments showed

acceptable generalization capability for segmenting deep vessels.
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Purpose

Because of the lack of established biomarkers for primary brain

tumors, magnetic resonance imaging (MRI) is the standard diagnostic

tool to monitor brain tumors. In the Response Assessment in Neuro-

Oncology (RANO) criteria, which is the current standard, contrast-

enhancing tumor is measured by the 2D product of maximum bidi-

mensional diameters. For a more accurate assessment, measuring the

area or volume of tumor is expected, and which will be made practical

by automated segmentation.

Automated segmentation of brain tumor has been explored using

multi-contrast magnetic resonance imaging (MRI) [1]. However, in

clinical practice, available contrasts can be restricted due to the

limitation of examination time, differences of acquisition protocols,

and image corruption or artifacts. Therefore, we focused on contrast-

enhancing tumor, which is primary target for monitoring brain

tumors.

The purpose of this study was to demonstrate automated seg-

mentation of contrast-enhancing brain tumor with a convolutional

neural network (CNN) architecture using only post-contrast t1-

weighte.

Methods

This retrospective, single-center study was approved by our Institu-

tional Review Board. Between September 2018 and August 2020, we

identified 25 MR examinations from 16 patients with histological

diagnoses of glioma. The patients included 4 male and 12 female with

a mean age of 52.9 years (range: 17–90 years). By reviewing all the

25 post-contrast t1-weighted images, 966 slices with the presence of

tumor were obtained. The images were acquired with 0.9 mm slice

thickness, 240 mm 9 240 mm field of view, and 512 9 512 recon-

structed matrix using two 3 T and one 1.5 T clinical MR scanners.

The ground truth for contrast-enhancing tumor was established by

manual delineation by two radiologists using 3D Slicer.

CNN training was performed using 772 slices with U-net using

focal loss function [2]. The focal loss function was introduced to

address high class imbalance in segmentation task. The trained CNN

was validated using the other 194 slices.

CNN performance was evaluated using Dice/F1 score (for spatial

overlap) and Intraclass Correlation Coefficient (ICC) (for measure-

ment of area) between manually and automatically segmented area.

We also calculated Dice score and ICC between the manual seg-

mentations of the two readers.

Results

Manually delineated ground truth (yellow in Fig. 1) and an auto-

matically segmented contrast-enhancing tumor region (magenta in

areas overlapping with ground truth and cyan in other areas) were

obtained as illustrated figure.

Average Dice score was 0.758 (SD: 0.216) and 0.766 (0.198) for

training and validation, respectively. When the tumor was confined to

larger than 100 mm2 in size, average Dice score was 0,820 (0.109).

ICC between manually and automatically segmented area was 0.884

and 0.868 for training and validation, respectively. Regarding inter-

rater difference, average Dice score and ICC was 0.832 (0.019) and

0.895.

Conclusion

CNN using only post-contrast t1-weighted can automatically segment

contrast-enhancing brain tumor with almost comparable performance

to manual segmentation. Although further validation and flexibility

expansion in contrast image selection and segmentation target

selection are needed, this study demonstrated the potential of CNN for

brain tumor segmentation in limited contrast image setting.
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Purpose

This paper proposes an intestinal obstruction point finding assistance

system from CT volumes of the ileus (non-mechanical intestinal

obstruction) or the (mechanical) intestinal obstruction patients. These

intestinal obstructions are diseases disrupting intestinal contents’

movement. While a clinician manually traces intestinal regions to find

obstruction points on non-fecal-tagged CT volumes by changing sli-

ces back and forth, this is quite a hard task for non-expert clinicians.

A computer-aided detection (CADe) system is desired to be devel-

oped to assist such a burden and difficult task.

The obstruction points are usually thin or strangulated. The

intestine is inflated by intestinal content retention. Based on such

characteristics, the reference [1] showed a method to identify

intestinal luminal regions on CT volumes to find obstruction points.

This method presented areas around the endpoints of connected

components as the obstruction regions. Although this method showed

promising results in obstruction region identification, there was no

scheme for controlling the balance of over or under presentation of

obstruction point candidates.

To overcome this problem, we introduce a mechanism to select

intestinal luminal connected components to be analyzed. This selec-

tion is based on the sizes of each connected component. The size-

based parameter controls the balance of over or under presentation of

obstruction point candidates.

In this paper, we present the method to select intestinal luminal

connected components regarding their sizes. Intestinal luminal

regions are segmented on distance maps inferred by a 3D fully con-

volutional network (FCN). The Watershed algorithm is applied to the

distance map to segment intestinal luminal regions. Seed points for

the Watershed algorithm are determined based on the size parameters

that a user specifies. We connect fragmented connected components

into a component to obtain an intestinal path. Around the areas of

either end of the intestinal path are considered obstruction point

candidates. Finally, we evaluate the proposed method by investigating

the effect of the size parameters.

Methods

Overview
The proposed method identifies intestinal luminal regions on CT

volumes to find obstruction points. Distance maps are estimated by

the 3D FCN. The Watershed algorithm is applied to the distance map

to segment intestinal luminal regions as fragmented connected com-
ponents. Seed points of the Watershed algorithm are assigned based

on the size parameters. Obstruction point candidates are presented

from the fragmented connected components.

Estimating distance maps by 3D FCN
We utilize a 3D FCN to estimate distance maps from the input CT

volume, which are positive inside the intestines. The values on the

distance maps represent the distance from outside the intestine, which

are normalized into the range [0, 1]. Those distance maps often

become wrongly positive when complexed structures appear inside

the lung regions. Since wrongly segmented intestinal luminal regions

in the lungs are much smaller than the surrounding air regions, we

remove connected components smaller than e [%].

Acquiring fragmented connected components by Watershed
algorithm
We utilize the Watershed algorithm on the distance maps to

obtain fragmented connected components covering the intestinal

luminal areas. First, we obtain connected components of the intestinal

luminal areas as regions whose distance values are t (0\ t\ 1) or
higher. With the size parameters s and d (s[ 0 and d[ 0), we select

connected components whose volume is the top s largest or not

smaller than a sphere with a d mm diameter. Then, we divide each

selected connected component into multiple fragmented connected
components using the Watershed algorithm. The maximum number of

local maxima on the distance maps keeping h mm between the local

maxima are chosen for each selected connected component. Those

local maxima are utilized as seed points of the Watershed algorithm.

Presenting obstruction point candidates from fragmented connected
components
Following the previous method [1], the contiguity of fragmented

connected components is represented as a graph. The longest path is

regarded as an intestinal path for each connected component of the

graph. Fragmented connected components at each intestinal path’s

endpoints are presented as obstruction point candidates.

Results

We utilized our proposed method on 110 CT volumes under the IRB

approval of Aichi Medical University (Japan), with the patient-level

four-fold cross-validation. The 3D FCN was trained using intestine

labels manually traced by a trained medical student.

Performances were calculated with various parameter set-

tings: s [ {5, 10, 15} and d [ {30, 20, 10} mm under e = 60%,

h = 15 mm, and t = 0.2. Obstruction points annotated by a surgeon

were used for evaluating with metrics: 1) the minimum distance (MD)

from the obstruction point and its nearest obstruction point candidate,

and 2) the number of obstruction point candidates (NOPC). Those

metrics are tradeoffs, and smaller is better.

Fig. 1 Examples of different parameter settings (s = 5 or s = 10)

under d = 30. When s = 10, connected component nearest to

obstruction point was processed, and MD became 19 mm. When

s = 5, connected component nearest to obstruction point was

removed, and MD became 46 mm
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Table 1 Performances with various parameters. Parameters for

examples shown in Fig. 89 are colored in red

s d  [mm]
5 30 11,9 ± 2,5 22,4 ± 20,2
5 20 13,2 ± 3,5 22,3 ± 20,1
5 10 17,4 ± 6,4 21,3 ± 19,4
10 30 18,7 ± 3,5 19,6 ± 16,4
10 20 19,6 ± 4,1 19,5 ± 16,3
10 10 22,7 ± 6,7 19,1 ± 16,0
15 30 23,5 ± 5,5 18,8 ± 16,1
15 20 24,0 ± 5,9 18,8 ± 16,0
15 10 26,2 ± 7,9 18,7 ± 16,0

15,0 ± 6,2 20,1 ± 18,2

MD [mm]NDPC
Parameters Performances

Previous method 1

As shown in Table 1, setting s smaller strongly reduced the NOPC.

In the case of Fig. 1, MD was 19 mm under s = 10 since a connected

component of the segmentation results closest to the obstruction point

was processed. In contrast, MD was 46 mm under s = 5 because the

closest connected component was excluded. To ensure that many

obstruction points are found, s should not be set too small.

Conclusion

We presented the method to select intestinal luminal connected

components regarding their sizes. Experimental results showed that

our proposed method correctly specified the balance of over or under

presentation of obstruction point candidates.
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Purpose

This paper proposes an extraction method of ductal microstructures

from lung micro-focus X-ray CT (lCT) volumes. In recent years,

high-resolution CT systems called lCT have made it possible to

capture the microstructures of the human lung. Three-dimensional

analysis of lung microstructure using lung lCT volumes will help the

further investigation of anatomical structures of the lung.

However, observation of the intra-acinar airways (the respiratory

bronchioles and the alveolar ducts) from the lung lCT volumes is

challenging. The lower respiratory tracts become thinner as the

branch order increases, leading to difficulty understanding the dis-

tribution of the peripheral bronchioles from lCT volumes. The

alveolar ducts (airways beyond the bronchioles) are difficult to dis-

tinguish from the alveoli since the alveolar duct walls are composed

of the alveolar walls. Thus, visualization of the intra-acinar airways is

desirable to facilitate observation for physicians.

While there are many works to elucidate the anatomical structures

of the lung, few are for the intra-acinar airways. Haefeli-Bleuer, et al.

created silicone rubber casts and measured some quantitative

parameters, including the lengths and the volumes of the inter-acinar

airways [1]. Mori et al. proposed an anatomical labeling method of

the bronchial branch by region growing and creating tree structures of

the bronchus from chest CT volumes [2]. However, region growing

does not work properly for extracting the intra-acinar airways. Unlike

the bronchus, the walls of the intra-acinar airways are interrupted on

lCT volumes. Also, image noises of lCT volumes are much stronger

than clinical CT volumes.

This paper proposes an extraction method of the intra-acinar air-

ways from lCT volumes. We design a distance-based tubular

structure filter to tackle the problem. We then perform the graph-

based refinement to extract the complex tree structures of the intra-

acinar airways.

Methods

Overview

From an input lCT volume of a human lung specimen, we extract

the skeleton of the intra-acinar airways by two steps: (1) initial

extraction by distance-based tubular structure filter and (2) graph-

based refinement. The output consists of the extracted intra-acinar

airway segments. In our method, we apply the tubular structure

enhancement filter to the distance map images generated from an

input volume and do not directly apply it to an input volume. This

scheme is designed to extract bronchiole regions from a noisy lCT
volume.

Preprocessing and lumen region extraction
The input lCT volume is down-sampled by spline interpolation

with factor z in each axis. We then extract the lumen regions as

regions whose intensities are between t1 and t2.
Stage 1: Initial extraction by distance-based tubular structure filter

We perform the Euclidean distance transformation on the lumen

regions to obtain the distance map. The distance map represents the

distances from the nearest wall of the intra-acinar airways. The values

in the distance map are large around the centerlines of the intra-acinar

airways, as the centers should be far from the walls. However, the

distance values are also large around the centers of the other struc-

tures, such as alveoli.

We apply Sato’s tubular filter with scales S [voxels] on the dis-

tance map. Since the filter is responsive to the tubular structures, it

exclusively enhances the intra-acinar airways’ centerlines. Thresh-

olding for the filter responses (threshold t3) and the thinning operation

(6-neighbor connectivity) roughly generate the intra-acinar airway

skeletons.
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Stage 2: Graph-based refinement
We represent the skeletons extracted in Stage 1 as a tree. A node

represents a branching point on the skeleton. An edge represents the

connection of two neighboring nodes. The node nearest to the main

bronchus is manually selected as the root. On the tree, the blind edges

whose lengths are smaller than l [lm] are removed. Isolated nodes are

also removed.

Results

We utilized two specimens of the human lungs. The specimens were

scanned with a lCT scanner SKYSCAN 1272 (Bruker, Mas-

sachusetts, US) to evaluate our proposed method. The volumes had an

isotropic size of 5.00 lm. We manually selected one starting point of

the respiratory bronchioles for each scanned volume. Thus, two intra-

acinar airways (Case 1 and Case 2) were extracted. The following

parameters are empirically set as z = 0.2, t1 = 10,350, t2 = 14,500

and t3 = 0.9. Parameters S and l are determined based on the

anatomical findings[1]: S = {3, 5, 7, 9} and l = 200.

Figure 90 shows the filter responses and the extraction result of

Case 1. The upper half of Fig. 90 indicates that our proposed filter

enhances the centers of the intra-acinar airways compared to Sato’s

filter. As shown in the lower half of Fig. 90, we obtained graphical

visualization of the intra-acinar airways by our proposed method,

making it clear to understand the tree-like distribution

Table 1 shows the result of segment length per depth. As shown in

Table 1, as the depth became larger, the number of segments

increased once, reached the peak, and then turned to decrease. The

number of segments increased because the intra-airway has a tree-like

structure. From a certain branching point, it decreased because the

maximum depth of the intra-acinar airways differs from each[1]. Our

proposed method successfully produced the results that conformed to

the anatomical findings.

Table 1 Number of segments per depth (i.e., branch order) in each

case.

Depth range 1-3 4-6 7-9 10-12 13-15 16-18 19-21 22-24 25-27 28-30 31-33 34-36
Case 1 5 14 18 34 118 348 254 94 54 34 28 6
Case 2 7 22 88 222 98 42 2 0 0 0 0 0

Conclusion

We proposed an extraction method of the intra-acinar airways from

lCT volumes. We designed a distance-based tubular structure filter

and performed the graph-based refinement to extract the skeletons of

the intra-acinar airways. The complex structures of the intra-acinar

airways were graphically visualized. Future work includes applying

the graphic data toward the accurate segmentation of the intra-acinar

airway regions.
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Purpose

In most studies devoted to the twinkling artifact, examinations were

conducted using ultrasonic diagnostic devices without access to the

signal-processing path. In such studies, the ultrasonic device can be

considered a ’’black box‘‘. The analysis based only on sonograms

presented on the scanner’s screen is not informative enough and

creates problems with reproducibility since the signal processing

algorithms in scanners produced by different manufacturers are

unique. Thus, access to the raw signals is the primary condition for

understanding the nature of the twinkling artifact.

To address this issue, we present an open-access dataset of RF

signals obtained from the beamformer output of the preprocessing

path of an ultrasonic research scanner and a tool for its viewing and

analysis.

Methods

The output of the beamformer for CFI- and B-modes of the Sonomed-

500 ultrasonic scanner (Spectromed, Moscow) served as a source of

RF signals for the dataset. Most of the items in the dataset contain

signals reflected from objects on which a twinkling artifact was

observed in Doppler modes [1]. To understand the twinkling artifact’s

nature, we used artificial objects: rough and smooth cylinders made of

low carbon, raw steel, and cylinders made of plastic (ABS), alu-

minum, and wood [2]. We secured the objects in fixed positions in the

body of a specially designed phantom and filled the body with agar–

agar, water, and ethyl alcohol (Fig. 1a–c). In humans, the twinkling

artifact is primarily seen on kidney stones; however, artificial objects

Fig. 1 (Left Half) Comparison of filter responses indicated by

rainbow colors. From top to bottom: slice of Case 1, responses of

Sato’s tubular filter and responses of distance-based tubular structure

filter. (Right Half) Extraction result of Case 1. Red arrows indicate

starting point of extraction. Upper left: Initial extraction result of

intra-acinar airway. Upper right: Final extraction result. Different

colors represent different segments. Lower: Graphical representation.

Numbers on right represent depth of segments
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in the study fit better than in vitro kidney stones because they allow

controlling and changing physical properties, e.g., by sanding their

surfaces. A Doppler phantom Gammex 1430 LE Mini-Doppler Flow

System (USA) was used to model blood vessels and obtain flowing

fluid signals (Fig. 1d–f).

Results

Records of digital RF signals with twinkling artifact features were

collected and placed in the public domain at https://mosmed.ai/data

sets/ultrasound_doppler_twinkling_artifact. The dataset also contains

signals from vessels in the Gammex phantom and reflections from

tissue-imitating materials. This database will be helpful to researchers

who study algorithms for B-mode and CFM signal processing. We

developed an original software for working with the dataset; the

source code of this program is available at https://github.com/Center-

of-Diagnostics-and-Telemedicine/TwinklingDataset-Display.git. The

code is intended to view RF signals and does not include standard

CFM algorithms. It allows forming a conventional B-mode gray-scale

image from the data, visualizing complex signals as graphs depending

on both ’’fast‘‘ and ’’slow‘‘ time of the CFM mode, applying elements

of spectral analysis. We hypothesize that this dataset could be an

invaluable tool for researchers working in the field of Doppler signal

processing, e.g., testing wall-filtering algorithms, training and vali

dating artificial intelligence. It could also serve as a reference

standard for the efficiency comparison of different CFM algorithms.

For more information on the dataset, its usage, the original soft-

ware for working with the dataset, and in case of publishing original

results obtained using the dataset, please, refer to the article [1].

Conclusion

In this work, we present a novel dataset of RF signals captured at the

beamformer output of the ultrasonic medical scanner. The proposed

dataset may have great practical value since it paves the way for new

diagnostic tools [2], e.g., for detecting kidney stones and other objects

associated with the twinkling artifact or experimenting with wall-

filtering techniques.
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Purpose

Ultrasound therapy has attracted attention in recent years as a non-

invasive treatment method. The advantages of ultrasound treatment

are that it can be performed without skin incision and that the lesion

can be observed in real time. However, a drawback is that the

accuracy of the examination depends on the skill of the physician. In

addition, it is not always possible to visualize the entire area of

interest due to acoustic shadowing caused by the reflection of sound

waves from bones, calculi and gallstones [1]. Accordingly, the aim of

the study was to develop a robotic system that avoids acoustic

shadowing of the target organ, by extracting the organ and the region

of acoustic shadows using deep learning and implementing the output

information in a robotic ultrasound diagnostic system (RUDS).

Methods

The target organ was the kidney, and the source of acoustic shadow

was the ribs. We propose a robot control method based on the area of

overlap between the kidney and the acoustic shadow, and the posi-

tional relationship between the kidney and the center of gravity

(Fig. 1). In this technique, the most recent image from RUDS is used

as the input image. We then extract the kidney region and the shadow

region using YOLACT [2], a model that can perform one-stage

instant segmentation in real time while maintaining accuracy of

detection. The kidney region is binarized first, and the coordinates of

the center of gravity of the kidney are obtained from this area. In the

case of overlap with acoustic shadow, the number of pixels on the left

Fig. 1 Sonograms of the custom (a–c) and Gammex (d–f) phantoms:

four aluminum cylinders in agar–agar (a), ethanol (b), degassed water
(c), Gammex with a linear sensor at a 60� angle to the flow (d),
parallel to the flow (e), with a convex sensor (f)

Fig. 1 Acoustic shadows avoidance control method
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Table 1 Detection rate of kidney and shadows by YOLACT

(mean Average Precision)

all 50 55 60 65 70 75 80 85 90 95
Box 31,85 47,87 46,56 45,5 43,18 40,25 35,99 29,78 21,84 7,39 0,17
Mask 31,68 47,67 46,56 45,23 43,23 39,52 33,37 26,8 21,33 13,07 0,03

and right sides of the kidney is compared with respect to the center of

gravity, and the RUDS probe is manipulated in the direction corre-

sponding to the output. If there is no overlap, RUDS is stopped. This

operation is repeated to avoid coverage by acoustic shadows. The

relationship between the center of gravity coordinates of the kidney

and the position of coverage can be used to efficiently manipulate the

ultrasound probe.

To train YOLACT for kidney and shadow area segmentation, the

input image size was 749 9 559, the number of epochs was 800,000,

and batch size was 8. The evaluation metric was mean Average

Precision (mAP), and Intersection over Union (IoU) was used for

detection evaluation. The data acquisition target was the experimental

phantom ABDFAN, and 1280 training data and 320 test data were

used. Ultrasound images that showed shadows on the left and right

sides of the kidney and those showing shadows covering the kidney

were used in the dataset. Acoustic shadow was created artificially. In

addition, the avoidance direction of the robot motion coverage was

tested in the head and tail directions relative to the phantom. The

threshold of the segmentation result was set to 0.5.

Results

Table 1 lists the YOLACT detection rates for kidney and shadows. In

implementing the model, it was difficult to maintain the imaging

geometry of the kidney. The detection rates for the kidney and the

shadow were unstable due to acoustic and non-contacted shadows

other than the ribs, and were also affected by the weak real-time

performance of the robot, which requires greater stability control.

Conclusion

We proposed implementation of robot manipulation using deep

learning to avoid acoustic shadowing caused by ribs in ultrasound

images. However, there were many false detections of ambiguous

acoustic shadows, and it was necessary to deal with a variety of

shapes. In the future, we would like to develop a multi-threaded

program for image processing and robot manipulation to improve the

real-time performance and stabilize the detection rate.
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Purpose

Surgical robots are increasingly being used in the world. Robotic

surgery requires less stress on the patient’s body and is minimally

invasive. The da Vinci is one of the most popular surgical robots in

use around the world. The da Vinci adopts a master–slave system that

allows for remote operation. The master–slave system helps surgeons

to operate the instruments intuitively. Many surgical robots, such as

da Vinci, use a wire drive mechanism [1]. The wire drive mechanism

is superior in terms of transmission efficiency and has a short time

delay. Therefore, with surgical robots adopting wire drive mecha-

nisms such as da Vinci, the surgeon is able to operate the robot in an

environment with little or no time delay. However, when using wires,

there are the problems of stretching and loosening. If a loose wire is

used, the movement of the robot arm will be misaligned, leading to a

decrease in surgical precision. In addition, since the wires tend to

stretch and loosen easily, the wires need to be replaced each time,

which increases the maintenance cost. Therefore, it is desirable to cut

the maintenance cost of the surgical robot by reducing the number of

wires used and by using other drive mechanisms. In addition to wires,

the drive mechanisms used in surgical robots include flexible shafts,

timing belts, and pneumatic actuators. However, they all have larger

delays compared to wires. Hence, the layout design of drive mecha-

nism is essential. When using a drive mechanism, the drive

mechanism assignment affects the robot’’s movement. Thus, it is

important to clarify where to place the drive mechanism on the

robot‘‘s joint. Since industrial robots used in factories often perform

predetermined and repetitive tasks, the trajectory of the robot is

constant. Therefore, it is easy to determine the placement of the

appropriate drive mechanism to some extent at the stage of designing

the robot. On the other hand, in the case of surgical robots, unlike

industrial robots, the trajectory of the robot is not constant because the

operator’’s trajectory is not the same among trials and individuals.

Therefore, surgical robots need to be designed based on human

operation trajectories. The purpose of this research is to use a drive

mechanism other than wires and to design a drive mechanism

arrangement that satisfies the required positioning accuracy of the

surgical robot.

Methods

In this research, we targeted pediatric operation, which required

minimally invasive, using a surgical simulator that was able to per-

form tasks in a virtual space [2]. There were two manipulators in the

simulator, and we controlled these manipulators to perform the task.

The task was to do a needle application to the target markers in the

simulator. First, a surgical simulator was used to operate the robot in

an environment without the mechanical delay of the joints of the

robot. A surgical robot in the virtual space was controlled using a

master manipulator to perform a needle-application task that simu-

lated suturing. At this time, the position and posture of the master

manipulator were measured to obtain the operation trajectory without

delay. Next, the movement trajectory of the robot was estimated by

virtually considering the delay of the drive mechanism used for each

joint of the surgical robot based on the acquired operation trajectory.

The delay of the drive mechanism was modeled as a second-order

delay system, and the Runge–Kutta method was used as the calcu-

lation process. We considered the use of four drive mechanisms: wire,

flexible shaft, timing belt, and pneumatic actuator. The movement

trajectory of the robot’s tip was obtained for each possible combi-

nation when using each drive mechanism for each joint of the surgical

robot, considering the virtual delay for each. Then, we found the

deviation of the movement trajectory at the robot’s tip between with

and without the mechanical delay. We derived a combination of drive

mechanisms to keep the required misalignment within the necessary

positional accuracy. Considering the trade-off between the delay of

the drive mechanism to be used and the maintenance cost, we sought

a combination of drive mechanisms that satisfies both as much as

possible.

S120 Int J CARS (2022) 17 (Suppl 1):S1–S147

123



Results

As results of the derivation, four combinations of drive mechanisms

were obtained. The four derived combinations were using wires and

flexible shafts. There was no combination of drive mechanisms using

timing belts or pneumatic actuators (Fig. 1).

Conclusion

In conclusion, we designed the arrangement of the drive mechanism

of the surgical robot based on the human operation trajectory using

the simulator.
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Purpose

Shortage of surgeon is the problem which must be resolved imme-

diately. How to motivate medical students to be surgeon is big issue.

In this study, we examined whether skill-evaluation type suturing

practice can increase the number of fifth-year medical students who

want to become surgeons.

Methods

Suturing practice was performed on clinical trainees who came

around every two weeks, and the results were fed back on the spot.

The results were fed back to the trainees on the spot. Before the

training, the trainees were surveyed on their level of desire for surgery

using the Visual Analogue Scale, with 0 being the desire for internal

medicine and 100 being the desire for surgery (Fig. 1). A-LAP mini

(KyotoKagaku), a simulator for objective evaluation of suturing

skills, was used (Fig. 2). The student trained suturing with needle

holder and 3–0 silk suturing. After 30 min training, the students

sutured 3 stiches on A-LAP mini. The countable stiches, leak area and

pressure of the stiches were measured by the simulator. After the

training, VAS was measured again.

Results

Fifty-five students were included in the study. The mean level of

aspiration for surgery before suturing practice was 56.8 ± 27.1. After

suturing practice, the level of aspiration increased to 62.5 ± 26.3. Of

the 22 students who were ‘‘ Aspirant to Physician ’’ with a surgical

aspiration level of 50 or less before the suturing practice (Table 1). In

22 students who aspirant to physician before training, 6 students

increased their surgical aspiration level to 50 or more after the

suturing practice. We compared these two groups, ‘‘Aspirant to

Physician After training(N = 16)’’ and ‘‘Aspirant to Surgeon After

training(N = 6)’’. However, there were no significant difference

between two groups.

Fig. 1 Design method using surgical simulator. This figure shows the

process using the simulator to determine the placement of the drive

mechanism of the surgical robot

Fig. 1 The Visual Analogue Scale, with 0 being the desire for

internal medicine and 100 being the desire for surgery

Fig. 2 A-LAP mini (KyotoKagaku), a simulator for objective

evaluation of suturing skills
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Table 1 Surgical aspiration level of 50 or less before the suturing

practice

Conclusion

The results show that suturing practice with skill evaluation can help

stimulate students’ motivation to become surgeons. We could not

detect the factors which motivate students to be surgeon. Further

studies are needed to construct education procedure for increasing the

applicant for surgeon.

Towards surgical navigation with electromagnetic

tracking for robotic surgeries

L. Aguilera Saiz1, W. ten Bolscher1, H. Groen1, W. Heerink1,

M. Hiep1, T. Ruers1

1Netherlands Cancer Institute—Antoni van Leeuwenhoek, Surgical

Oncology, Amsterdam, Netherlands

Keywords surgical navigation, electromagnetic tracking, robotic

surgeries, optical tracking

Purpose

Minimally invasive procedures, like laparoscopic and robotic surgery,

are progressively replacing open surgeries [1]. However, due to less

overview and small field of view (FOV), the orientation and local-

ization of both malignant tissue and healthy critical structures can be

challenging. To overcome this, image-guided surgery (IGS) and

surgical navigation could be used, providing the surgeon in real-time

detailed 3D information of the anatomical structures. In IGS, the

instruments can be tracked using different methods. Optical tracking

systems (OTS) have been used in robotic surgical navigations for its

high accuracy of 0.5 mm. However, the main disadvantage of these

systems is the requirement of a continuous line of sight, which is not

always feasible. Therefore, we propose using electromagnetic track-

ing (EMT) for IGS in robotic surgeries. For this purpose, we

conducted a phantom study to evaluate the accuracy of different

combinations of robots and EMT field generators (FG).

Methods

For this study, the da Vinci Si and Xi surgical systems (Intuitive

Surgical, Sunnyvale, CA, USA) and the Aurora NDI Table Top (TT)

and Planar EMT system (Northern Digital Inc., Waterloo, Canada)

were used. As such, four different setup combinations were tested: Si-

TT, Si-Planar, Xi-TT and Xi-Planar. For accuracy assessment, the

NDI Polaris Spectra (Northern Digital Inc., Waterloo, Canada) OTS

was used as reference. A 6-degrees of freedom (DOF) electromag-

netic NDI reference sensor was attached to an optical NDI sensor and

calibrated using the Hand-Eye method. In order to measure inside the

FOV of the EMT systems, a 40 9 32 9 10 cm (x, y, z) stackable box

was placed in the center of the FOV (see Fig. 1). To avoid any other

interference of the accuracy except for the robot, a non-ferromagnetic

table was used for the setup. The robot was positioned in surgical

position above the box, which replicated the location of the instru-

ments during surgery. Five different locations (corners and center)

were measured at 3 different levels, 150 consecutive measurements in

each location, resulting a total of 2250 measurements within the FOV.

To quantify the accuracy of the position, the Euclidean distances

between the optical and the electromagnetic sensor were calculated.

For the orientation, the quaternions were compared. The jitter was

calculated by determining the standard deviation of the 150 mea-

surements in each position and then calculating the root mean square.

Results

The highest position accuracy was achieved with the Si-Planar com-

bination, with a median accuracy of 0.7 mm (IQR: 0.6–0.9) (see

Table 1). Lowest position accuracy was the Xi-Planar combination,

with a median accuracy error of 1.8 mm (IQR: 0.9–1.9). For the ori-

entation, higher accuracy was obtained with the Xi-TT combination, a

median accuracy error of 0.3� (IQR: 0.2–0.4); lowest was with Si-TT,

median accuracy error of 1.1� (IQR: 1.0–1.2). The overall jitter error

was lower than 0.05 mm and 0.1� for all combinations. Hand-Eye

calibration accuracies for both TT and Planar FGs were 0.6 ± 0.1 mm.

Conclusion

Experiments for accuracy measurements of the electromagnetic field

showed that the accuracy of the EMT is dependent on both the type of

robot and FG. The highest position accuracy—the Si-Planar combi-

nation—is in the order of the Hand-Eye calibration. This suggests that

there is not a major distortion of the robot into the electromagnetic

field for the Si-Planar combination. Contrarily, lowest accuracy was

achieved with the Xi-Planar combination. This indicates that the

Planar FG is more sensible to the type of robot. Accuracies were

around 1 mm with the TT FG for both robots, which is clinically

acceptable. The Xi-TT combination has the highest orientation

accuracy and the Si-TT was the least accurate. The total accuracy is

determined by a number of factors, such as the influence of robotic

instruments or distortion from devices in the operating room. These

phantom results show that integrating EMT with da Vinci robots is

feasible and accurate, the next step is the clinical evaluation to assess

the value of IGS during robotic surgeries.

Table 1 Position and orientation errors from accuracy measurements

Median Q1 Q3 IQR Median Q1 Q3 IQR
Si – TT 0.9 0.7 1.3 0.6 1.1 1.0 1.2 0.2
Xi – TT 1.2 0.9 1.3 0.4 0.3 0.2 0.4 0.2

Si – Planar 0.7 0.6 0.9 0.3 0.3 0.2 0.5 0.3

Xi – Planar 1.8 0.9 1.9 1.0 0.4 0.3 0.5 0.2

           
Combina�

on

Euclidean distance error (mm) Orienta�on error (°)
Fig. 1 Setup for accuracy measurements using da Vinci Xi surgical

system (1), the Aurora NDI Planar field generator (2) and the Polaris

NDI OTS (3). An electromagnetic 6DOF-sensor (4) with optical

spheres (5) was moved across a grid to assess the EMT accuracy of

the robot in surgical position. An optical tracker (6) attached on the

frame to the field generator enables the Hand-Eye calibration
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Intraoperative holographic image-guided lateral pelvic

lymph node dissection in a transanal approach
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Purpose

We have introduced the transanal approach for lateral pelvic lymph

node dissection of lower rectal cancer. In the transanal approach, it is

especially important to understand the spatial anatomy, such as the

localization of blood vessels and enlarged lymph nodes before sur-

gery. We will demonstrate the surgical technique of lateral pelvic

lymph node dissection using the transanal approach and report on the

usefulness of simulation using virtual reality (VR) and mixed reality

(MR), [1, 2].

Methods

Hologram (3D image): Polygon (stereolithography) files were created

using pre-operative MDCT and MRI T2 data and exported from

SYNAPSE VINCENT, then uploaded into the Holoeyes MD system

(Holoeyes Inc., Tokyo, Japan). After uploading the data, the three-

dimensional image was automatically converted into a case-specific

hologram. The hologram was then installed into the head mount

display, HoloLens (Microsoft Corporation, Redmond, WA). Preop-

erative simulation was performed using the HoloLens. In addition, the

surgeons and assistants wore the HoloLens when they performed

transanal total mesorectal excision and holography was used to con-

firm the dissection lines from multiple angles over the sterilized

surgical field during the operation.

Surgical technique: After resection of the rectum, the lateral side

of No. 283 lymph node was dissected along the levator ani muscle to

identify the obturator vessels and connected to the dissecting layer on

the abdominal side. The most caudal side of No. 283 lymph node was

dissected to expose the coccygeal muscle. The inferior vesical vessels

were identified and connected with the detached layer of the inferior

bladder fascia from the abdominal cavity. Depending on the case, the

proximal side of the inferior vesical vessels and obturator vessels are

transperineally dissected.

Results

Case: Right-sided lymph node dissection using a transanal approach

We performed a laparoscopic low anterior resection of the rectum

and right lateral lymph node dissection for Rb rectal cancer with

TaTME in two teams. The main tumor was T2, however preoperative

CT images showed an enlarged lymph node with a short diameter of

8 mm in the right No. 263d lymph node, and the boundary with the

internal pudendal artery was unclear, suggesting the need for a

combined resection. Simulation from the abdominal cavity: Regard-

ing the blood vessels, it was confirmed that the umbilical artery and

inferior vesical artery branched from the internal iliac artery. The

enlarged lymph node was located on the ventral side of the internal

iliac artery, and the obturator vein and inferior vesical vein were

found to branch dorsally. The proximal side of the internal pudendal

artery was to be dissected from the ventral side, and the obturator vein

was to be dissected from the anal side. Simulation from the transanal

view: (1) Dissect the lateral side of No. 283 lymph node along the

levator ani muscle, dissect the deepest No. 283 lymph nodes, and

confirm the coccygeal muscle and internal pudendal artery. (2) Dis-

sect the inferior vesical vessels and proceed to cranial side, identify

the branch of the obturator vein, and dissect transanally. (3) A swollen

lymph node was identified on the cranial side, and the peripheral side

of the internal pudendal artery was dissected transanally.

Conclusion

Intraoperative holograms have the potential to become a new next-

generation surgical support tool for use in spatial awareness and the

sharing of information between surgeons.
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Purpose

In the medical field of coronary heart disease, non-contact, remote

environments such as online medical treatment are required. Remote

robotic surgery and teleconferencing are also attracting attention in

the surgical field. Preoperative images such as CT/MRI, hybrid

operating room and intraoperative imaging images are represented

only in a flat plane when viewed on a flat monitor.

Furthermore, it is difficult to recognize the correct spatial rela-

tionship between the image and the actual surgical field and surgical

instruments. As a technology to solve this problem, we developed a

programmed medical device (Holoeyes MD) that utilizes Metaverse,

VR virtual reality, AR augmented reality, and MR mixed reality

(together, Extended reality: XR) technologies [1, 2], and commer-

cialized it as a cloud service, Fig. 1.

Methods

After extracting the shape data of each organ from CT/MRI as

polygon data, we were able to automatically generate an XR appli-

cation that can present a three-dimensional organ model in real space

in about five minutes.
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By using a head-mounted display equipped with a position sensor

and transmissive wearable glasses, this application could be viewed

on the sterile surgical field as if the patient were immersed in the

patient’s body and the organs were floating in the air. Position sensor

input from infrared sensors and a 3D camera allowed gestural

manipulation of the holographic polygon model display while wear-

ing the sterile goggles.

By sharing the position of each XR goggle via 5G or WiFi,

multiple people could experience the same space at the same time. In

the Metaverse space, the hand and head movements of the procedure

as well as the organ shape were recorded in chronological order and

could be spatially traced and relived later.

The guide lines of conventional navigation systems can be

superimposed on the surgical field as a hologram.

Results

This virtual shared space is called Metaverse, and is increasingly used

in the surgical field as an alternative to the real world with its superior

physicality, spatiality, immersion, and interactivity. This medical

practice with the coexistence of presence and presence makes it easier

to record and experience the skills of skilled practitioners as physical

movements in the XR space, which significantly increases the effi-

ciency of practice and contributes to the formalization of tacit medical

knowledge, which is non-verbal information.

These technologies has already been used in many medical

facilities for surgical planning, simulation, treatment support, medical

education and training to improve techniques and avoid

misidentification.

Conclusion

These are widely used as commercially available, inexpensive devices

and online services in more than 200 facilities in Japan and abroad. It

is already being used clinically for surgical navigation, simulation,

holographic guidance, and remote online medical care in open and

endoscopic surgeries, as well as remote robotic surgeries.

Our online service is inexpensive and easy to use with commer-

cially available XR devices, suggesting that it may become a staple

for surgical support and remote online medical care.
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Purpose

Glioma is often difficult to differentiate from surrounding anatomical

structures in the actual surgical field because of the invasive nature of

the tumor. Therefore, it is important for surgical simulation to clearly

visualize and understand the spatial location of the tumor in relation

to surrounding anatomical structures such as blood vessels, brain

parenchyma, and white matter fibers. At our facility, we use fusion

three-dimensional computer graphics (fusion 3DCG) constructed

from medical image data from multiple modalities to perform surgical

simulations. In this study, we report on the technical accuracy and

clinical usefulness of surgical simulation using fusion 3DCG.

Methods

Fifteen cases of glioma were included. The detailed characteristics of

the participants was described in Table 1. The fusion 3DCG was

constructed based on computed tomography, magnetic resonance

imaging, three-dimensional rotational angiography, and positron

emission tomography acquired preoperatively in each case. The

image processing software used was GRID (Kompath Inc., Tokyo,

Japan) on a Windows personal computer. For the registration of each

medical image data, we used the normalized mutual information

based on our originally developed initial set value method. Some

organizations used segmentation with deep learning techniques to

construct their models. Tumors, arteries, and veins were extracted

using multiple modalities and the multi-threshold method was used to

extract microtissues. White matter fibers were modeled in 3D by

diffusion tensor tractography analysis. Using the constructed fusion

3DCG, we performed virtual reality surgical simulation with virtual

manipulation of craniotomy, deformation of brain parenchyma, and

fence post placement. In addition, the constructed fusion 3DCG was

output in Wavefront OBJ format and input into the tablet application

LIVRET (Kompath Inc., Tokyo, Japan), which the surgeon can

manipulate and refer to during surgery. The surgeon can then

manipulate and refer to the data during the operation to verify the

consistency with the fusion 3DCG intraoperative findings and the

usefulness for surgical simulation.

Fig. 1 Holoeyes MD
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Table 1 Characteristics of Participants

Case Age Sex Diagnosis State Required Time (min.)
1 79 M Glioblastoma Primary 173
2 31 F Anaplas�c astrocytoma Primary 154
3 41 M Anaplas�c oligodendroglioma Primary 165
4 81 M Glioblastoma Primary 182
5 34 M Anaplas�c astrocytoma Primary 179
6 46 F Glioblastoma Recurrence 190
7 57 F Glioblastoma Primary 166
8 62 M Glioblastoma Primary 183
9 30 F Oligodendroglioma Primary 118

10 32 M Oligodendroglioma Primary 134
11 53 F Glioblastoma Recurrence 193
12 32 F Anaplas�c oligodendroglioma Primary 169
13 51 M Oligodendroglioma Recurrence 175
14 58 F Glioblastoma Primary 143
15 36 F Anaplas�c astrocytoma Recurrence 188

Results

In all cases, it was possible to construct a fusion 3DCG using the

proposed method. There were no adverse events attributable to image

preparation. The surgery was performed according to the surgical plan

using fusion 3DCG. The registration error between the medical image

data was less than 1 mm. The proposed segmentation technique did

not degrade the spatial resolution compared to 2D images, and tissues

as small as 1 mm were visualized in 3D with clear boundaries. These

techniques made it possible to confirm the spatial location of the

anatomical structures, and it was confirmed that the spatial consis-

tency between the fusion 3DCG and the actual surgical field was

achieved. Since craniotomy and tissue deformation by virtual reality

manipulation emphasizes rapidity rather than physical consistency,

real-time virtual manipulation was possible and contributed to the

efficiency of the surgical simulation. Using an application installed on

a tablet computer, the surgeon directly manipulated these fusion

3DCGs during the surgery, allowing the surgeon to confirm the spatial

relationship between the tumor and anatomical structures such as

deep white matter fibers and arteries even during tumor removal

(Fig. 1). The fence post was particularly useful as a Merkmal between

the tumor and the normal anatomical tissue. In summary, direct

comparison of the preoperative simulation and the surgical operation

contributed to the improvement of the accuracy of the surgical sim-

ulation. There were no significant complications associated with the

surgery. On the other hand, the average creation time of the proposed

fusion 3DCG was 167.5 min, and the issue was to shorten the

required image processing time.

Conclusion

The fusion 3DCG constructed by the proposed method is a useful

surgical support tool from preoperative to intraoperative stages,

because it can visualize a large amount of various preoperative

medical image data as a single 3DCG with high accuracy, and can

perform virtual operations such as craniotomy, deformation, and

device implantation.

Quantitative assessment of the forearm rotation axis
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Purpose

The purpose of this study was to develop a method based on circle-

fitting to find the axis of rotation (AoR) of the forearm. Additionally,

the influence of the amount of joint positions along the range of

motion (ROM) used for the circle-fit was analysed.

Methods

Both arms of 10 volunteers without a history of trauma or injury to the

forearm were subjected to three CT scans: A spiral CT scan of the

entire forearm for segmentation purposes, and two 4D-CT scans of

the distal radio-ulnar joint (DRUJ) and proximal radio-ulnar joint

(PRUJ) during forearm rotation. 3D-models of the radius and ulna

were extracted from the spiral CT images by segmentation. Subse-

quently, the 3D models were registered to the 33 frames of each 4D-

CT scan.

The coordinates of the distal radius centroid and the radial

tuberosity (proximal bony landmark) in each target frame were

extracted. Subsequently a circle-fit algorithm was applied to both the

proximal and distal set of 3D-points. The initial step in this circle fit

determined the fitting plane, which is the plane with the smallest root

mean squared orthonormal distance to all 3D-points. Subsequently,

the 3D-points were projected onto the fitting plane, converting the fit

from 3 to 2D. Using the coordinates of the 2D-points and the equation

for a circle, the centre coordinate and the radius of the circle could be

calculated. Finally, the AoR was found by connecting the distal- and

proximal circle fit centre coordinates by a straight line.

The methodological error of the circle fit was quantified by cal-

culating the root mean squared distance between each 2D-point

coordinate and the fitted circle. The variation in circle fit centre

location when using less than 33 fit points was also evaluated. This

was done to see if a scan with less than 33 target frames was also

adequate to find the centre of rotation. A lower amount of target

frames is desirable as it reduces the radiation dosage. Moreover, less

frames makes the technique a viable option for CT-scanners without

4D-CT capabilities as the single 4D-CT scan could be replaced by a

small series of static 3D-CT scans of the joint in different positions

along the ROM. To evaluate the effect of the amount of target frames

used in the circle-fit, a bootstrap algorithm was utilized to select 1000

random combinations of 3-, 5-, 10- and 20 distal centroid- or proximal

bony landmark coordinates. A circle-fit was then applied to every

combination and the resulting circle-fit centre was plotted. The mean

Fig. 1 The illustrative case. A The three-dimensional computer

graphics (3DCG). The craniotomy was performed, and two fence

posts were placed. B The 3DCG with the cerebrum in hidden state.

The white matter fibers which were delineated by diffusion tensor

tractography was located posterior to the tumor. C The actual

operative field. The white arrowheads in A and C show the tiny veins

on the brain surface, which were useful in determining the tumor

boundary on the brain surface. D The 3DCG used for the preoperative

study was used as the reference on the tablet using the LIVRET

application
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absolute distance along the x- and y-axis between the 1000 circle fit

centres and the 33-point circle fit centre was calculated to quantify the

precision.

Results

The location of the AoR was similar for each case. The AoR inter-

sected the ulnar fovea distally and the centre of the radial head

proximally. The average error was 0.15 mm and 0.12 mm for the

distal- and proximal circle fit respectively. The relation of the amount

of points used in the circle fit and the subsequent variation of the

distal- and proximal centre of rotation is shown in Fig. 1. The mean

absolute distance ([x, y] mm) of the 1000 circle fit centres to the

33-points fit centre were: [11.4, 10.7], [0.37, 0.41], [0.16, 0.18] and

[0.06, 0.08] for the 3-, 5-, 10- and 20-points fit respectively.

Conclusion

Given the small methodological error, the circle-fit method is an

accurate way to determine the AoR of the forearm. However, it

should be noted that a sufficient amount of points is needed as sig-

nificant variation in the centre of rotation can be seen when using a

small amount of points.
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Purpose

The reprocessing of single-use devices (SUDs) has been widely

accepted and regulated worldwide to promote the effective utilization

of resources and reduce medical waste and expenses. To safely

reprocess SUDs, medical device manufacturers must evaluate the

cleanliness of them after washing. This evaluation is done using

methods intended for reusable medical devices, since there are no

specific standards for reprocessed SUDs. Accurately measuring

residual proteins is one of the major targets of cleanliness evaluation.

Acceptable criteria for protein detection in reusable medical devices

have been established in AAMI TIR 30, German and Japanese

guidelines, and ISO 15883–5 [1].

The recovery rate of residual proteins is greatly influenced by the

extraction conditions (temperature, time, and solvent) and the protein

assay reagents. Although several conditions are recommended in the

aforementioned standards and guidelines, there is no standardized test

method. According to WHO guidelines [2], the amounts of residual

proteins are evaluated after cleaning below 60 �C, because the

recovery rate can decrease at higher temperatures due to thermal

coagulation. In addition, high-temperature washing at 95 �C after a

low-temperature wash and protein quantification is usually performed

to enhance cleanliness.

In this study, we revealed the effect of thermal coagulation of

proteins on their recovery rate using samples contaminated with a

human blood substitute, which were heat-treated under various con-

ditions. In addition, we developed a novel method that efficiently and

reproducibly recovered proteins at greater amounts than the conven-

tional evaluation procedures recommended by the guidelines.

Methods

Equal volumes of citrated fresh porcine blood and 0.025 mol/L CaCl2
solution were mixed to restart coagulation. The preparation was

spread thinly and widely on a stainless-steel plate and dried for 16 h

at room temperature. The pseudo-blood contaminated samples were

heat-treated under dry conditions using a dry oven, or under wet

conditions using a programmable autoclave at temperatures ranging

from 45–240 �C. Milli-Q water and 1% sodium dodecyl sulfate (SDS;

pH 11.0) were used as the solvent for protein extraction. In addition, a
modified sample buffer (SB) of SDS–polyacrylamide gel elec-

trophoresis, containing 1% SDS, 10 mM Tris(2-

carboxyethyl)phosphine (TCEP), and 10 mM HEPES (pH 7.0), was

used as a novel alternative solvent in order to be applicable for the

colorimetric assay. Extracted proteins were quantified using a BCA

reagent kit (Thermo Fisher Scientific Inc., Waltham, MA). When the

SB solution was used, iodoacetamide (IAM) was added to the extracts

and pre-incubated at 37 �C for 20 min before the measurement. All

measurements were repeated three times.

Results

The protein recovery rates from the dry-heated samples did not

change significantly, regardless of the conditions used, except for heat

treatment at 240 �C for 10 min. In contrast, the recovery rate by

Milli-Q water from the samples treated under wet conditions

36.4 ± 6.0% (45 �C for 1 h, dissolving mode), 6.18 ± 0.53% (60 �C
for 30 min, dissolving mode), and 0.422 ± 0.055% (95 �C for

10 min, dissolving mode) was significantly lower than those under

dry conditions. It decreased in proportion to the heat treatment

intensity. Although the reduction in the recovery rate was partially

improved compared with Milli-Q water extraction, similar results

were obtained by extraction using the 1% SDS (pH 11.0) solution.

These results showed that under wet conditions the thermal coagu-

lation of proteins was accelerated by water molecules mediated by

heat conduction, which supports the recommendation of the WHO

guidelines. As shown in Fig. 1, this phenomenon was not observed

and excellent protein recovery was obtained without significant effect

up to 95�C under wet conditions. This finding originates from the

reductive cleavage of the disulfide bonds of protein molecules by

TCEP, which destroys the higher-order structure and promotes SDS

binding. The influence of thiol groups present in reduced proteins

could be completely quenched by pre-treating the samples with IAM.

Standard and micro BCA reagents with excellent reproducibility and

robustness are now available for protein quantification, even for

samples dissolved in a solvent containing reducing agents.

Fig. 1 The variation in the distal circle-fit centre of rotation based on

the amount of points used in the circle fit. The 33-point circle fit is

indicated by the red dot. The colour of the other circle-fit centre dots

indicates the average angle between the fit points. A larger angle is

beneficial as a bigger portion of the ROM is evaluated by the circle fit
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Conclusion

In this study, we developed a novel method to recover residual pro-

teins, including even when they were bound strongly to the surface of

medical devices by thermal coagulation. It was more efficient than the

conventional ones by combining extraction with a new solvent con-

sisting of 1% SDS, 1% TCEP, and 10 mM HEPES (pH 7.0),

pretreatment with IAM, and quantification with BCA reagent. In order

to verify the reproducibility and robustness of this method, we plan to

conduct a domestic round-robin test.
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Purpose

Intraoperative prediction of radiochemosensitivity is desirable for

improving the clinical management of glioblastoma (GBM) patients.

We have previously developed an original technique for intraopera-

tive flow cytometry (iFC) and defined a malignancy index (MI). To

determine whether MI correlates with prognosis in GBM patients who

underwent the standard treatment protocol of radiotherapy and

temozolomide administration, [1, 2].

Methods

This study included 102 patients with GBM that had been newly

diagnosed between 2010 and 2015 who underwent our iFC analysis

and received the standard treatment protocol. We evaluated MI values

in each patient, then statistically analyzed the relationship between

MI and prognosis using survival analyses including other clinico-

pathological factors (age, sex, Karnofsky performance status (KPS),

extent of resection, second-line bevacizumab, O6-methylguanine-

DNA methyltransferase (MGMT) status, MIB-1 labeling index, and

mutation of the isocitrate dehydrogenase 1 gene (IDH1).

Results

Log-rank test revealed age, KPS, extent of resection, MGMT status,

IDH1 mutation, and high MI (C 26.3%) correlated significantly with

overall survival. Multivariate analysis using Cox regression modeling

identified MI as the most significant prognostic factor (hazard

ratio = 2.246; 95% confidence interval = 1.347–3.800; P = .0019).

MI showed strong correlation with IDH1 mutation status in chi-square

test (P = .0023). In addition, log-rank test revealed that MI affects

overall survival more strongly in patients with IDH1 wildtype than

those with IDH1 mutant.

Conclusion

MI from an iFC study can help predict the prognosis in patients with

GBM who receive the standard treatment protocol. Survival may be

related to sensitivity to radio-chemotherapy, Fig. 1.
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Fig. 1 Protein recovery rates from pseudo-blood contaminated

samples by extraction with a sample buffer

Fig. 1 A MI was determined as the ratio of the number of cells with

greater-than-normal DNA content to the total number of cells (N);

that is: MI = (Area c ? Area d ? Area e ? Area f)/N. B–D, A

representative case of glioblastoma (GBM) with low malignancy

index (MI). E–G GBM case with high MI
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Purpose

A targeting method of the Ventral Intermediate Nucleus (VIM) is

used an indirect method in most facilities that have introduced the

transcranial MR-guided focused ultrasound surgery (TcMRgFUS).

There are various measurement methods for the indirect targeting

method [1, 2], in general, the target as the VIM is located 6 mm

forward from the posterior commissure (PC) and 16 mm laterally

from the midline of the third ventricle. However, a sufficient thera-

peutic effect may not be obtained in the location of the indirect target

during the TcMRgFUS procedure, due to the location of the VIM

varied for each patient. In that case, the sonicate location of the

focused ultrasound is slightly moved. Increasing the number of

lesions is not desirable, because it may induce an unexpected adverse

event due to the lesion and edema to expand. A fiber tractography

analyzing the diffusion tensor imaging (DTI), which is being actively

studied as a direct targeting method, expected accurately classify

nuclei in the thalamus and may be a useful the targeting method in the

TcMRgFUS. However, even if the DTI analysis is performed with the

image processing devices (AW, ZIO, AZE, etc.) which are generally

applied in most hospitals, it is undesirable usable for treatment

planning due to the sufficient fibers are not visualized. An image

processing software which named DSI studio is reported to useful for

analysis DTI. This software is free and has been attracting attention in

recent. The aim of this study is to investigate whether helpful the

direct targeting method with the fiber tractography to the VIM tar-

geting by applied the DTI analysis software called DSI studio.

Methods

Twente-five patients who underwent the TcMRgFUS at Moriyama

Neurological Center Hospital was included in this study. A clinical

rating scale of tremor (CRST) was applied to evaluate clinical out-

come. The DTI was obtained using 1.5 T MRI system (GE healthcare,

signa HDxt) and 3.0 T MRI system (Philips, Inginia Elition), and the

analysis software applied DSI studio to visualizing fiber tractography.

To visualizing the dentato-rubro-thalamic tract (DRTT) passing

through the VIM, the region of interest (ROIs) was set at the bilateral

dentate nucleus and the treated side of the red nucleus and thalamus

and motor cortex respective. The relationship between the target

location estimated by analysis the DSI studio and the TcMRgFUS

outcomes were retrospectively investigated.

Results

The CRST score of post TcMRgFUS improved by 69.9 ± 26.3%

(maximum: 100%, minimum:22%) compared to preoperatively. The

location of the VIM which is the treatment target was accurately able

to visualized by using DSI studio. Moreover, DSI studio was also able

to be clarify the ventral caudal nucleus (Vc) and the pyramidal tract

(PT) (Fig. 1). Visualizing these nuclei location was important that

avoid to adverse events. The clinical outcomes tended to be good in

cases the lesions were close to the VIM. On the other hand, the

adverse event was induced in case the lesion was involved the Vc or

PT.

Conclusion

The DTI can be expected as a support tool for the direct targeting, by

using dedicated analysis software such as DSI studio instead of a

general-purpose workstation.
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Purpose

It is important to improve the quality of surgery by recording and

analyzing surgical procedures. However, both the quality and the

quantity of the data are insufficient for the surgical procedure videos

because the surgical field is hidden by hands or heads or the bright-

ness changes due to shadows. Some research has been done to

improve the quality of surgical videos, but only in a few areas such as

laparoscopic surgery [1]. Therefore, a technique is needed to extract

from the raw video only the frames related to the surgery for

recording and analyzing the surgery video. We used first-person

videos recorded with NanoCamHDi attached to the surgeon loupe and

automatically classified and eliminated frames that did not show the

surgical field to extract only the parts directly related to the surgery.

As many types of surgeries exist for various parts of the body in

plastic surgery, it is laborious to create models specific to each sur-

gery, so a highly versatile model is necessary. We propose an accurate

and versatile model that can classify various types of surgeries from a

small amount of data using supervised learning, semi-supervised

learning, and optical flow.

Fig. 1 The DSI studio was able to visualize for the VIM, PT and VC

respectively. These fibers can be synthesized and observed. More-

over, it can be measuring the coordinates of the VIM, PT and VC by

projecting these fibers onto a 2D MR image. We called HORI LAB

such detailed analysis using DSI studio
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Methods

Figure 1 shows the proposed learning procedure as a process flow. We

first created a dataset that included information on whether the sur-

gical field was shown for five types of plastic surgery. We classified

the unlabeled surgical videos using the model trained on these data-

sets. Only the results with high confidence were used as labeled

images. We created a new model trained only on these labeled ima-

ges. The model was used to classify unlabeled surgical videos, and the

cycle of obtaining a new dataset using reliability was repeated five

times to obtain the results

Datasets

Five types of surgery were filmed with a camera attached to the

surgeon head: repair of congenital syndactyly, transplantation of the

serratus anterior muscle to the face, facial nerve paralysis, zygomatic

osteotomy, and scalp scar revision. These videos were annotated with

two classes according to whether the surgical field was captured or

not and cropped at 10 fps to create a dataset of 61,234 frames. Of

these, 44,584 frames were related to the surgery, and 16,650 frames

were unrelated. For the test data, we used a precordial keloid surgery

movie, from which we used 11,755 images, 8,446 related to the

surgery and 3,309 unrelated.

Reliability

The reliability of selecting the data to be trained in the next

training phase from the model output was defined in two ways, as

follows:

1. Classification Probability

When obtaining training data for semi-supervised learning from

the supervised learning results, we defined a result with high confi-

dence as one with a classification probability of at least 0.9 out of

those classified as positive and of at least 0.9999 out of those clas-

sified as negative. When labeling iteratively in semi-supervised

learning, we defined a result with high confidence as a classification

probability of 0.99 or higher for both positive and negative labels.

2. Use of Optical Flow

Since the frames in which the surgical field is shown and not

shown are continuous over time, we thought it would be useful to

utilize time-series information, and therefore we used optical flow.

We divided the video into five-second segments, and the reliability of

each segment was based on whether one or more points of optical

flow could be traced. Specifically, we defined a high confidence level

as one in which the optical flow was obtained and classified as sur-

gery-related and classified as irrelevant one in which the optical flow

was not obtained.

Results

Table 1 shows a comparison of the results for each method. We

examined three cases of semi-supervised learning: using classification

probability and optical flow for reliability and not using reliability.

Table 1 Comparison of accuracy for each method

Methods Accuracy Recall Specificity
Supervised 0,818 0,752 0,992
Semi-supervised + Classifica�on probability 0,910 0,888 0,965
Semi-supervised + Op�cal flow 0,976 0,974 0,981
Semi-supervised 0,820 0,756 0,980

When reliability was not used, the data labeled by the classification

result of the model were directly used as the data for the next training.

Recall represents the classification accuracy of surgery-related

frames, while specificity represents the classification accuracy of the

frames unrelated to surgery. When only the model trained by super-

vised learning was used, the overall accuracy was 0.818, recall was

0.752, and specificity was 0.992. As can be seen from Table 1, there

was no improvement in accuracy when we simply used the best

results as training data for the next model without using reliability,

indicating that using results with a high confidence level plays an

important role in improving accuracy.

1. When classification probability was used for reliability

The overall accuracy increased by 0.067 compared to the case in

which only the supervised model was used. However, the overall

accuracy after five iterations of training inference was 0.883, and

there was no significant improvement in accuracy, even after itera-

tions of training.

2. When optical flow was used for reliability

When using this model, the accuracy gradually improved as the

iterations progressed. Since it is possible that the high accuracy was

due to the performance of the optical flow itself, we also examined the

accuracy of the optical flow. The result was 0.750. This indicates that

high accuracy was achieved by combining optical flow and semi-

supervised learning.

Conclusion

By using semi-supervised learning combined with optical flow, we

detected frames that were irrelevant to the surgery with high accu-

racy. In addition, since the classification accuracy of the surgical

situation is much higher than that of the model trained only with the

supervised learning method, important frames that should be kept as

records of the surgery are not left out. Therefore, we have proposed a

model that is effective for recording and analyzing surgical videos.
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Purpose

In glioma surgery, the use of intraoperative magnetic resonance

imaging (MRI) in the navigation system is useful for tumor removal

[1]. And, we routinely use the navigation system that fuses the pre-

operative positron emission tomography (PET) and intraoperative

MRI. Now we developed a navigation system that superimposes the

fractional anisotropy (FA) color map of preoperative diffusion tensor

imaging (DTI) and intraoperative magnetic resonance imaging (MRI).

The current study aimed to investigate the usefulness of these systems

for neurophysiological monitoring and examination under awake

craniotomy during tumor removal.

Methods

In the updated navigation system using intraoperative MRI after

craniotomy, the position of the surgical tool held by the surgeon can

be displayed on the MRI each time. Intraoperative MRI is more

accurate than preoperative MRI for surgical navigation because the

brain parenchyma position shift caused by craniotomy (so called brain

shift) is corrected and updated in the intraoperative MRI. Based on

the actual anatomy of the surgical field and the navigation-guided

MRI, the surgeon can perform tumor removal more quickly and

precisely. As for PET and MRI, we evaluated the effectiveness of

strategic planning for tumor removal. However, it is important to

recognize that PET is a preoperative image and MRI is an intraop-

erative image, so there are structural and time axis discrepancies

between the two. Regarding for FA of DTI and intraoperative MRI, a

total of 10 glioma patients (4 patients with right-side tumors; 5 men

and 5 women; average age, 34 years) were evaluated. Among them,

the tumor was localized to the frontal lobe, insular cortex, and parietal

lobe in 8, 1, and 1 patient, respectively. There were 3 patients who

underwent surgery on general anesthesia, while 7 patients underwent

awake craniotomy. The index of DTI anisotropy taken preoperatively

(magnetic field: 3 T, 6 motion probing gradient directions) was ana-

lyzed as a color map (FA color map) and concurrently co-registered in

the intraoperative MRI within the navigation. In addition to local-

ization of the bipolar coagulator and the cortical stimulator for brain

mapping on intraoperative MRI, the preoperative FA color map was

also concurrently integrated and displayed on the navigation monitor.

This functional information of white matter tracts was confirmed

directly by using neurological examination and referring to the

electrophysiological monitoring.

Results

Using fusion of preoperative PET and intraoperative MRI were both

effective for planning strategy of tumor removal. Co-registering an

intraoperative MRI and preoperative PET image was useful for

planning the strategy of tumor removal, especially in high grade

glioma cases. Intraoperative MRI, integrated preoperative FA color

map, and microscopic surgical view were displayed on one screen in

all 10 patients, and white matter tracts including the pyramidal tracts

were displayed as a reference in blue, Fig. 1. Regarding motor

function, motor-evoked potential was monitored as appropriate in all

cases, and removal was possible while directly confirming motor

symptoms under awake craniotomy. Furthermore, the white matter

tracts including the superior longitudinal fasciculus were displayed in

green. Importantly, it was useful not only to localize the resection site,

but to identify language-related, eye movement-related, and motor

tracts at the electrical stimulation site. All motor and/or language

white matter tracts were identified and visualized with the co-regis-

tration and then with an acceptable post-operative neurological

outcome.

Conclusion

Co-registering an intraoperative MRI and a PET image is useful for

planning the strategy of high grade glioma tumor removal. And, co-

registering an intraoperative MRI and a preoperative FA color map is

a practical and useful method to predict the localization of critical

white matter nerve functions intraoperatively in glioma surgery.
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Purpose

In glioma surgery, it has been reported that the higher extent of

resection, the longer the prognosis, then surgical removal has been

important. On the other hand, a high extent rate of resection increases

the risk of functional deficit due to surrounding normal brain damage.

Glioma has the nature of invasive so the tumor and the normal brain
Fig. 1 Image integration of preoperative DTI-FA color map, PET and

intraoperative MRI navigation system. A newly developed system in

which an FA color map, as an objective measure of neural function,

from preoperative DTI and PET is combined with intraoperative MRI

image obtained after craniotomy, is developed
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are unclear, then the accurate and objective method of assessing the

tumor boundary has been required, [1, 2].

Since the 2016 WHO classification, genetic information has

become essential for the diagnosis of glioma, and there have been

many reports on the correlation between genetic aberrations and

prognosis. Therefore, accurate intraoperative assessment of the type

and grade of glioma is a very important factor in determining the

extent of resection.

Methods

We have developed an intraoperative flow cytometry system (iFC),

which is currently being applied clinically as an intraoperative sup-

port device for malignant brain tumors. This iFC displays the total

cell count, DNA histogram, and Malignancy Index (MI), which is the

ratio of the number of cells in the ‘‘proliferative phase’’ (S, G2, M) to

the total cell count (%) to the right of the 2C peak. Increasing MI

indicates the appearance of DNA aneuploidy or an increase in the

number of proliferating cells. The most important feature of the

system is that it is specialized for the analysis of DNA ploidy, by

thoroughly reviewing the process, analysis that used to take more than

30 min can be done in less than 10 min.

Results

Genetic mutations that correlate with diagnosis and prognosis, such as

IDH mutations and 1p/19q co-deletion, can be detected in realtime-

PCR: IDH mutations can be detected by HRM, while mutations in the

TERT promoter region, an alternative marker for 1p/19q co-deletion,

can be detected by SNP genotyping. The results are almost the same

result as those obtained from postoperative pathological specimens.

Along with the conventional rapid pathological diagnosis, evaluation

by iFC and real-time PCR has enabled us to make an accurate

diagnosis in a short time.

Conclusion

At our institute, we make surgical decisions based on such intraop-

erative pathological diagnosis and genetic information. In this

presentation, we introduce the usefulness of iFC and real-time PCR in

glioma surgery.
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Purpose

While the recording of surgical images is effective in sharing surgical

skills, it is not widely used due to the time required, costs, and labor

management. These drawbacks are especially pronounced in surgical

operations. In this study, we created a video dataset by capturing a

plastic surgery field using a multi-camera equipped with a shadowless

lamp and then verified the effectiveness of using multi-view video for

the classification task of plastic surgery [1].

Methods

Dataset
The dataset used in this study is based on 12 plastic surgery cases,

which were captured using a mounted multi-camera with a shadow-

less lamp. Using label annotation software, each video was assigned a

class label for each major procedures in plastic surgery (anesthesia,

closure, design, disinfection, dressing, hemostasis, incision, and dis-

section). We then annotated each image with the corresponding class

label of the process (Fig. 1). Because the video divided by the label

has a large time difference depending on the procedure, it was

additionally divided into short video clips, 10 s each. The overclasses

were extracted and the underclasses excluded, and finally the video

clips representing the procedures were divided into short video clips.

Network
The video clips created as described in the previous section were

input to the CNN (Convolutional Neural Network) for classification.

In this case, the effectiveness of using multiple-view video was

confirmed by comparing selected frames having less obstruction from

multiple cameras with the input from a single viewpoint.

Frame selection
The visibility score of the surgical field for each camera was evalu-

ated and input into the CNN after a preliminary camera switch based

on the score. Visibility score is derived based on the number of pixels

estimated in the surgical field area in the image, and the score at time

with is compared between the two cameras and reversed.

Results

The video clips used for dataset creation were stored according to the

time sequence of the surgery. The division of training data, evaluation

data, and test data for the accuracy evaluation was performed in the

following ways:

1. Ignoring the time series and randomly dividing the data into

7:2:1.

2. Dividing the data into 7:2:1 according to the time series.

3. Divided by surgery

The results were verified as follows:

Case 1 achieved 71.8% accuracy for single-view input and 77.9%

accuracy for multiple-view input, confirming the accuracy improve-

ment achieved by using multiple-view video. Table 1 shows that the

accuracy for classification is higher than the expected value (16.6%)

and can be said to be sufficient for classification.

Fig. 1 Major procedures of plastic surgery
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Table 1 The classification result of case 1

single view
frame 

selected 
view

anesthesia 53,1 58,4 9
closure 73,3 85,1 39
design 82,1 84,7 37

hemostasis 56,4 60,7 15
incision 66,2 78,1 37

dissection 74,7 76,1 59
accuracy 71,8 77,9 196

class 
F1-score (%)

Number of 
videos

In Case 2, the accuracy of multiple-view input was 57.2%, and the

same improvement in accuracy was confirmed. However, the accu-

racy was lower compared to Case I. This is thought to be due to the

domain difference caused by the change in the treatment content with

the passage of time.

In Case 3, the accuracy dropped significantly to 15.3%. This is

thought to be due to the imbalance of data, depending on the type of

surgery, suggesting that it has not yet reached the level for practical

application.

Conclusion

The purpose of this study was to confirm the effectiveness of using

multiple views in a surgical process classification task. The technique

was found to be effective in the actual accuracy evaluation. However,

the accuracy is inadequate for practical applications. More types of

surgical data may be needed for this solution.
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Purpose

The surgical removal of brain tumors is a balancing process between

prognosis and functional preservation. To improve prognosis, it is

necessary to remove as much of the tumor as possible, but there is a

risk of functional deterioration depending on the site of removal.

However, it is difficult to determine the difference in appearance

between tumor and normal tissue. For this reason, various techniques

are used to identify the tumor and normal tissue while performing

removal. Intraoperative determination of the tumor region is based on

information from intraoperative MRI and intraoperative rapid diag-

nosis. However, intraoperative MRI requires interruption of the

surgery to take the images, and it takes time to take the images.

Intraoperative rapid diagnosis is limited by the fact that only the

removed points are evaluated.

To address this issue, some research has been conducted using

hyperspectral cameras that can acquire spectral information as ima-

ges. FABELO et al. have performed intraoperative brain surface

imaging and estimated the tumor area using clustering techniques [1].

Mori et al. proposed a method to estimate oxygen saturation from

hyperspectral images [2]. These reports show the effectiveness of

hyperspectral cameras, but there is still a problem that it is difficult to

explain the meaning of the judgment results. In this paper, we report

on the visualization of a tumor on the surface of the brain based on

spectral analysis techniques.

Methods

Twelve patients who were diagnosed with malignant brain tumors and

underwent surgical removal of the tumors at Tokyo Women’s Med-

ical University Hospital were included in the study. 5 patients had

Glioblastoma, 1 patient had Diffuse Astrocytoma, 3 patients had

Anaplastic Oligodendroglioma, 2 patients had Oligodendroglioma, 1

patient had Anaplastic Astrocytoma. This study was approved by the

Ethics Committee of Tokyo Women’s Medical University under

approval number 130209. The research was carried out in accordance

with the Declaration of Helsinki. Written informed consent was

obtained from the patient. Hyperspectral imaging was performed

using Eva Japan’s NH-7 at a position of 40 cm from the brain surface.

A Ushio halogen lamp (JDR110V75WLM/K7UV-H) with an alu-

minum coating on the mirror was used to project light into the

imaging area. The captured data is affected by lighting, ambient light,

sensitivity characteristics of the camera, and noise from the device.

Therefore, the preprocessing expressed in Eq. (1) is applied to the

captured data to obtain a composed spectral image.

CI ¼ RI � DRð Þ= WR� DRð Þ ð1Þ

CI is the post-calibration image, RI is the original image, and DR is

the dark current noise information of the sensor. The dark current

noise was obtained by shooting with the lens covered. WR is the data

taken of an object with known spectral characteristics. In this study,

we used x-rite’s color checker white balance, which is known to have

almost constant spectral characteristics. For visualization by spectral

analysis, two methods are used: one is based on water content, and the

other is based on the ratio of oxygenated hemoglobin to reduced

hemoglobin. It is known that water specifically absorbs light with a

wavelength around 970 nm. When creating an RGB image for display

from a hyperspectral image, light at 970 nm is assigned to the R

channel, 540 nm to the G channel, and 470 nm to the B channel

(Method 1). The method of visualization using the ratio of oxygenated

hemoglobin to reduced hemoglobin is described next. It is known that

the absorbance of oxygenated hemoglobin and reduced hemoglobin

intersect at a wavelength near 800 nm. Therefore, by using Eq. (2),

the ratio of oxygenated hemoglobin to reduced hemoglobin can be

visualized as a color change (Method 2).

R ¼ 2� Y680nm � Y880nm

G ¼ Y800nm=2 ð2Þ
B ¼ 3� Y880nm � 2� Y680nm

R, G, and B represent the red, green, and blue signal intensities of the

pixels in the visualized image, respectively.
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Results

Examples of the visualization results are shown in Fig. 1. Tumor

regions were enhanced, although the results differed from each case.

When the tumor tissue had more water content compared to normal

tissue, it was shown to be darker than other areas by Method 1 (8

cases). In addition, when oxygenated hemoglobin was high in normal

tissue and low in the tumor, method 2 caused normal tissue to be

imaged in red and the tumor in blue (2 cases). On the contrary, when

oxygenated hemoglobin was high specifically in the tumor, it was

confirmed that normal tissue was blue and the tumor was red (7

cases). In 11 of the 12 cases captured, there was a color change

specific to the tumor with either technique.

Conclusion

It was suggested that brain tumors could be visualized by using a

hyperspectral camera and imaging using a spectral analysis technique.

Since it takes only about 10 s to take a picture and less than 1 s to

process the image, we believe that it is possible to achieve a system

that can confirm brain tumors in real time during surgery. On the

other hand, there are still many issues to be solved for clinical

application. Since the pattern of tumor visualization is not consistent,

it is necessary to verify the relationship with pathology and to clarify

the mechanism. In addition, this study was limited to preoperative

gray matter imaging, and verification in white matter is necessary.

Furthermore, since the current number of cases is still insufficient, it

is necessary to perform imaging in a larger number of cases for

verification.
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Purpose

The role of surgical treatment for morbid obesity is constantly

increasing. As of 2018, more than 600,000 metabolic surgeries are

being performed worldwide, and among them, sleeve gastrectomy has

increased rapidly, making it the most common surgical procedure

currently [1].

In this study, we propose a device, ‘‘sleevemeter,’’ that makes

even beginners perform a sleeve gastrectomy easily and appropri-

ately. The main component of the device is a bougie equipped with

contact force sensors to monitor the traction force that a surgeon

applies to the stomach during the operation. Using this, the remaining

stomach after surgery has a thin and long shape with constant

diameter. This shape allows obese patients to achieve effective weight

loss. It can also prevent postoperative complications such as gastric

stenosis and perforation, Fig. 1.

Methods

When performing a sleeve gastrectomy, it is important to make the

remaining gastric shape thin and long with a constant diameter. To do

this, after inserting a bougie into the stomach through the patient’s

mouth, using It as a guide, the greater curvature of stomach is excised

with a stapler. At this time, if the stomach is pulled or tracted

excessively and stapled along the bougie, the stomach becomes taut

around the bougie. This can make the diameter of the stomach left

after surgery so small that the passage can be narrowed or blocked. If

the difference in diameter is large, there is a risk of perforation due to

sudden pressure fluctuations as the stomach moves for digestion.

Conversely, if the surgeon does not tract the stomach sufficiently and

staple along the bougie, the remaining diameter of the stomach is too

big. Then, the remaining volume of the stomach is large and does not

lead to weight loss, which may prevent metabolic patients from

improving the disease. Beginners who are afraid of complications

often make these mistakes.

To solve this problem, small, thin and flexible contact force sen-

sors are installed on the bougie surface. These bougie with the

sensors, ‘‘sleevemeter,’’ is inserted through the patient’s mouth, and

the surgeon performs the sleeve gastrectomy with traction and sta-

pling. The sensor module consists of contact sensors on the bougie, an

electrical circuit that amplifies the pressure signal, and a monitor that

displays the signal, warning or alarm on the screen. Pressure signals

collected from the contact force sensors location are delivered to the

surgeon through the monitor screen. Too high pressure from this

sensor means excessive traction and will leave a narrowed gastric

passage after surgery. Too small pressure means loosened traction and

will keep back a large volume of stomach after surgery. This allows

Fig. 1 Examples of imaging. The upper row shows the same

visualization as in a normal RGB image, with the tumor region

indicated by a yellow circle. The middle row is the result of

visualization using Method 1, where tissues with high water content

are shown darkly. The lower panel is the result of visualization using

method 2, where the red areas have more oxygenated hemoglobin and

the blue areas have more reduced hemoglobin

Int J CARS (2022) 17 (Suppl 1):S1–S147 S133

123



the surgeon to perform the surgery in the proper tarction range, which

can help him maintain proper stomach shape during the surgery.

Results

Sleeve gastrectomy was performed by applying this device to the

silicone model stomach and the excised swine stomach. Repeated

experiments were conducted in a group consisting of beginners and

experts, and the shape and volume of the stomach remaining after

surgery were evaluated.

Conclusion

With using this device and method, even beginners can perform the

sleeve gastrectomy more easily and effectively. Furthermore, it is also

expected to prevent various complications after the surgery.

Reference

[1] Gumbs, A.A., Gagner, M., Dakin, G. et al. Sleeve Gastrectomy

for Morbid Obesity. OBES SURG 17, 962–969 (2007). https://

doi.org/10.1007/s11695-007-9151-x

Development of the estimation method for organ-

instruments contact during endoscopic surgery

M. Sogabe1, R. Tamaki1, T. Miyazaki1, T. Kawase2,3, T. Kanno4,

K. Kawashima1

1The University of Tokyo, Department of Information Physics &

Computing, Tokyo, Japan 2Tokyo Medical and Dental University,

Institute of Biomaterials and Bioengineering, Tokyo, Japan 3Tokyo

Institute of Technology, the Institute of Innovative Research,

Kanagawa, Japan 4Riverfield Inc., Design & Development

Department, Tokyo, Japan

Keywords Laparoscopic surgery, Image processing, ResNet50,

Contact estimation

Purpose

The demand for minimally invasive surgical procedures using

laparoscopy is increasing every year. It is widely applied to various

surgical procedures, such as hepatectomy and cholecystectomy

prostatectomy. Further expansion of its application is expected in the

future. The number of surgeries has been increasing every year, from

about 2,000 in the 1990s to more than 250,000 today. The number of

patients who wish to undergo minimally invasive surgery is expected

to increase in the future, but there are still many problems to be

solved, such as certification of endoscopic surgery techniques and

securing of physician resources.

For ensuring human resources, a useful technology is AI-assisted.

There are many challenges in laparoscopic surgery, one of which is

providing a sufficient workspace and preventing damage caused by

contact between instruments and organs. The problems in laparo-

scopic surgery are providing working space and the associated

damage caused by contact between instruments and organs. In gen-

eral, during laparoscopic surgery, the space surrounded by the

peritoneum and organs is filled with gas, while the surrounding organs

are excluded. However, compared to laparotomy, it is more difficult

to grasp the contact with the organs, which may lead to excessive

pressure on the organs or unnecessary contact with the organs. In

addition, it is necessary to allocate human resources to hold the organ,

and experience and skill are required to hold the organ.

Therefore, the development of a tool that assists the contact

between the organ and the instrument will help to ensure the work-

space in the operating room itself and reduce the burden on the

surgeon. In response to the demand for such a tool, a sensor has been

developed to detect contact with the tip of the instrument. While

sensor-based contact estimation is highly accurate, it is often not

resistant to high-pressure sterilization, which is essential for surgical

tools. However, endoscopic image-based contact estimation does not

require the preparation of new sensors and can reduce the intraop-

erative burden [1]. In previous studies, several methods have been

devised to estimate the contact with organs and their forces from

images. However, most of these methods use skin or model organs,

and there is still a lack of knowledge about the actual organs to be

used in laparoscopic surgery.

Methods

This report developed and demonstrated a method to determine the

contact force between the surgical instruments and organs by

manipulating the forceps and laparoscopic side using a pneumatically

driven surgical robot developed by our group [2]. During the opera-

tion, the extracted pig organs such as livers and lungs are used to take

stereo images of the contact of the surgical instruments with the

organs. Specifically, a method to prevent excessive contact was

realized by estimating the contact between the instrument and the

organ and its intensity from the endoscope image by ResNet50 using

residual blocks.

Results

Using Resnet50, three classifications were made: non-contact, weak

contact, and strong contact, after which contact force was estimated

and evaluated. For the classification of contact force, the state of no

contact was classified as non-contact, no deformation of organs due to

contact with instruments ((less than 0.5 N), and other states were

classified as strong contact, and the correct answer rate was about

80%.

Conclusion

This technique is expected to lead to safer surgery by displaying the

contact status in the endoscope image. It is also expected to be a

stepping stone to the development of assistive robots that can

autonomously hold organs based on the acquired information.
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Fig. 1 Conventional Boguie (top) and proposed sleevemeter (bottom)
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Purpose

Various surgical minimally invasive procedures [1], or even open

surgery ones [2] prove to be difficult to perform, requiring careful

planning based on analysis of patient data. One of the best solutions

for such planning can be virtual reality, i.e., a software 3D graphics

rendering starting from a CT scan. We have developed and present

further a method for virtual planning and simulation of cardiovascular

surgery procedures, integrated in our own medical imaging software

platform, CardioCTNav. The planning consists of 3D rendering of the

area of interest, virtual angiography or coronarography, automated

measurements, virtual stent simulation, and, in the future, blood flow

simulation and FFR (fractional flow reserve) computation.

Methods

The preoperative planning that we present is integrated in Car-

dioCTNav, an ‘‘in-house’’ custom-made cross-platform (Linux,

macOS, Windows) medical imaging software application based on

open-source technologies—C?? programming language, Qt, VTK,

VTKDicom, CTK. It is a fast and stable, easy-to-learn and to use

solution, developed by authors and offering them complete control

over the implementation of the protocol described in the following.

Using CardioCTNav and starting from CT data, the surgery

planning procedure consists of the following steps:

• 3D reconstruction and visualization of arteries

• Virtual angiography (or coronarography, depending on the artery

with problems)—virtual 3D navigation through various arteries

(e.g. coronary, mesenteric, etc.)

• Automatic measurements of the artery diameter in the investigated

region

• Stent 3D visualization and simulation (diameter and length)

• Blood flow simulation and fractional flow reserve computation—

under development.

For a better view of the region under investigation, the 3D

reconstruction and the visualization use, besides ‘‘classical’’ graphics

algorithms implemented in VTK library, our own custom methods

and algorithms: a ‘‘free-hand’’ drawing mode of the transfer function,

a ‘‘skin-removal’’ option and a variant of region-growing method for

segmentation of arteries. The transfer function translates Hounsfield

units from the CT data into colors and levels of opacity for the 3D

rendering scene. The ‘‘free-hand’’ drawing mode of the transfer

function shapes implemented in CardioCTNaV allows a fine tuning in

the selection of the tissues that are visualized. This fine tuning is

necessary for virtual navigation (coronarography or angiography).

CardioCTNav software platform distinguishes between the zones

inside and outside the arteries and detects the artery walls. Target

points can be chosen by the user interacting with the 2D sections and

they are colored accordingly to the zone where they are placed

(outside or inside the artery). Also, the platform can detect an ‘‘in-

side’’ zone closest to a point that is initially placed in an ‘‘outside’’

zone.

Virtual angiography means that the user can navigate inside the

artery using only the computer mouse device. The navigation starts

from a point chosen by the user and the virtual camera is forced to

remain inside the artery walls. The algorithm that implements this

restriction on virtual cameras is based on collision detection and

resolution directly on voxels (no segmentation is required). The path

of the virtual angiography can be saved and used later, in other

planning sessions.

The automatic measurements are in fact values of the artery

diameter computed automatically in points either chosen by the user

or along the virtual angiography path.

The stent is generated automatically along a virtual angiography

path and its diameter is decided by the user.

Results

We evaluated the suggested preoperative planning procedure in a case

of superior mesenteric artery aneurysm [2], and on several data sets

(CT scans) that included coronary arteries, Fig. 1.

For the superior mesenteric aneurysm, the vascular surgeon had to

decide between two main methods of reparation: open surgery or

endovascular repair. The decision was based on a multitude of factors

(e.g., the presence of mesenteric collaterals, patient frailty, etc.). Both

methods required a tubular prosthetic material to be introduced inside

the aneurysm that had to be specially tailored to patient physiology,

and in this point our planning procedure proved to be useful.

For coronary arteries scans, we identified the obturated regions,

performed virtual coronarography, automatic diameter measurements

and simulated stent placement operations. In the future developments

of CardioCTNav, fractional flow reserve computation and blood flow

simulations will help further in the evaluation of artery‘‘s stenosis.

Conclusion

We presented the concepts and an actual implementation in a custom

software platform of a method for virtual preoperative planning of

cardiovascular surgery procedures. Our method includes 3D rendering

and visual ’’enhancement‘‘ of the region under investigation, virtual

angiography / coronarography, automatic measurements, stent visu-

alization and simulations, and, in the future developments, blood flow

Fig. 1 CardioCTNav—stent placement simulation inside a superior

mesenteric artery aneurysm
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simulations and fractional flow reserve computation. The method was

evaluated and validated in a special case of superior mesenteric artery

aneurysm and in several CT scans with coronary arteries.
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Purpose

At present, research and development of computer aided diagnosis

(CAD) is being conducted in various medical fields. Studies of the

detection of organs and lesions using AI technology are also being

actively pursued. [1]

Prostate cancer is a pathology with a high attack rate among men

in western populations. In Japan, it is forecast to become the top-

attack-rate pathology for men by 2025. While the PSA measurement

test is used with high accuracy in prostate cancer detection, high PSA

values are also produced in cases of benign prostatic hyperplasia and

other conditions. To contend with this, PSA density (PSAD), obtained

by dividing the PSA value by the volume of the prostate, is used with

the objective of improving sensitivity. However, the prostate volumes

used in current PSAD calculations suffer in accuracy to a degree

because they rely on the ellipsoid method, which likens the prostate to

an ellipse and calculates volume from the ellipse’s horizontal,

transverse, and vertical diameters.

In this study, we investigate prostate volume measurement using

as a segmentation method a regional extraction method that employs

DeepLab, and also consider a method that uses this in PSAD com-

putation. This is expected to enable volume and PSAD calculations

with higher accuracy than previous methods and enhance the accu-

racy of screening for prostate cancer.

Methods

(1) Preprocessing

Because the images used in this study were raw MRI images, they

had contrast that disqualified them as data for research purposes. We

therefore adjusted the images to obtain image uniformity through

preprocessing that normalizes density and contrast.

In this study, images with the prostate manually extracted were

used as label images. Initially, the authors sketched out several cases

under the guidance of physicians. After this, the authors continued to

conduct extraction while referencing comments provided during the

guidance phase.

As a result of removing images that do not include the prostate

region, we obtained 1,680 images for use in training.

(2) Regional extraction processing using DeepLab

The DeepLab used in the present study was configured based on

the DeepLab configuration of Chen et al. [2]. The development

environment was Python using Anaconda. Transfer learning was

carried out based on deeplabv3_resnet101, a preliminary learning

model in Torchvision. Because output contained only prostate

regions, we changed it to 1 channel, and because it was a resnet101

model, we set the feature vector to 2048.

(3) Prostate volume measurement and PSAD calculation

Because minute regions not connected with the prostate also occur

in the DeepLab detection results, we first conducted the removal of

minute objects. We then calculated volume by calculating from those

images the total number of pixels and by multiplying the slice depth

by the square of the pixel spacing. Next, we calculated the PSAD

from this volume and the PSA value and compared the result with

biopsy data.

Results
(1) Supervised DeepLab learning

Using the images described in Sect. 2 above, we conducted

supervised learning of DeepLab. Learning was conducted with

parameters set as follows: input images were standardized at 256�256;
learning rate was set to 0.0001 (default value), batch size to 16, and

the number of epochs to 25. The final accuracy during learning was

98.8% for training data and 95.2% for verification data.

(2) Volume measurement and PSAD-based cancer screening

results

Table 1 shows volumes and cancer screening test results for the

proposed method and for biopsy data. Figure 1 shows a graph focused

on PSAD with the standard value of 0.15. The screening results for

both green and purple did not change. For blue, screening was not

possible with the proposed method. For red, only screening with the

proposed method was successful. Table 1 shows that, compared to

biopsy data, the volume measurement results of the proposed method

Fig. 1 Comparison of PSAD values obtained from biopsy data and

from the proposed method in the vicinity of the threshold value of

0.15
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Table 1 Comparison of biopsy data and the proposed method

exhibited a maximum increase of 38.7% and a 79.8% decrease at

minimum. Taking the average obtained a 12.9% decrease. For PSAD

screening results, biopsy data produced an accuracy of 58% (109

cases out of 188 cases). In comparison, the proposed method pro-

duced an accuracy of 63% (119 cases out of 188 cases), indicating

improved accuracy. Figure 1 shows improved accuracy in the vicinity

of a PSAD value of 0.15. Although detection failed in 3 cases, it

became possible for 13 cases, demonstrating improved accuracy.

Conclusion

In this study, we investigated prostate volume measurement using

DeepLab and considered using this to improve PSAD-based cancer

screening accuracy. Volume measurement using DeepLab enabled

prostate shape extraction with higher precision than the ellipsoid

method. This resulted in PSAD-based screening with an increase in

accuracy over biopsy data of from 58 to 63%. These results suggest

the usefulness of the proposed method in prostate volume measure-

ment and in PSAD accuracy improvement.
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Purpose

Mammography, an essential tool in the detection of breast tumor,

comprises x-ray imaging. Research by Takeshi Iinuma [1], however,

has shown that younger the age group, the higher the risk of harmful

exposure and of reduced lifespan incurred by x-ray imaging. The

ability to perform breast tumor benign-malignant discrimination at the

screening mammography stage has the advantage of making it pos-

sible to eliminate bi-directional imaging, a procedure for benign-

malignant discrimination conducted in the diagnostic mammography

stage’s second-phase detailed examination, and go immediately to

biopsy.

Previously, AI-based benign-malignant discrimination developed

by the authors achieved an accuracy of approximately 90% for

diagnostic images (images captured during the second-phase detailed

examination) and of approximately 85% for screening images (im-

ages captured during screening). In this study, the image quality of

screening images is improved by the combined use of processes for

improving contrast and graininess. The aim is to use such processing

to bring the level of the image quality of screening images to that of

diagnostic images in order to improve the performance of the benign-

malignant discrimination of tumor masses at the breast tumor

screening stage.

Methods

The differences between screening images and diagnostic images

captured by mammography are known to arise from differences in

graininess caused by variations in x-ray dosage and from variations in

the amounts of radiation scattering caused by the imaging platform

[2]. In this study, image processing was developed that improves the

graininess and the low contrast of screening images in order to make

up the difference in image quality between these two image types,

thereby improving the performance of the AI-based benign-malignant

discrimination processing of screening images. The procedures fol-

lowed are described below.

(1) Image quality improvement through combined use of

enhancement processing and morphology

After morphological processing, whose purpose is to improve

graininess, enhancement processing was conducted to improve con-

trast. In morphological processing, an opening operation that

performs erosion followed by dilation was executed over eight image

density stages to reduce graininess noise.

Next, the image was enhanced through an enhancement process

that subtracts the image resulting from the opening operation from the

original image to obtain high frequency components, which are then

added to the original image by density-dependent addition. This

reduces the loss of contrast in images caused by radiation scattering.

Fig. 1 Changes to breast tumor image effected by image processing

(Left:Original image, Right:Processed image)
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Figure 1 shows a practical application of this process to a breast

tumor image.

(2) Development of AI-based benign-malignant discrimination

processing

We developed AI-based benign-malignant discrimination pro-

cessing using a breast tumor image database comprising benign and

malignant images, 250 each, that were subjected to the proposed

image processing. Training images were supplemented through data

augmentation comprising 42 types of processes. The network archi-

tectures used were 4 to 6 middle layer convolutional neural networks

(CNN) and VGG16, VGG19, and AlexNet transfer learning. Using

the leave-one-out cross-validation (LOOCV) procedure on the test

images, we calculated the average accuracy of performance tests that

were performed 5 times. The AI network architecture that produced

the maximum accuracy was adopted.

Results

Table 1 shows the architecture that achieved the highest accuracy

among AI learning results for tumor mass benign-malignant dis-

crimination. AI-based breast tumor benign-malignant discrimination

processing that used a database containing images subjected to the

proposed image processing demonstrated an improvement in accuracy

of 4% over a database of unprocessed images. This performance

improvement represents the achievement of high performance in

terms of accuracy approaching the 90% accuracy of benign-malignant

discrimination processing as applied to diagnostic images.

In addition, although AlexNet transfer learning obtained the

highest accuracy for unprocessed images, for the processed images,

the 6-middle-layer CNN was the network architecture that achieved

the highest accuracy.

Conclusion

In this study, the authors propose and study processing for improving

the image quality of breast tumor images used in the development of

AI-based breast tumor benign-malignant discrimination processing.

The results indicate that accuracy improvement was achieved with the

AI-based breast tumor benign-malignant discrimination processing

that employed the proposed image processing. Given that this per-

formance improvement resulted in high performance in terms of

approaching the accuracy of benign-malignant discrimination pro-

cessing as applied to diagnostic images, the authors believe that the

proposed image processing produced the image quality needed for

discrimination in that it was nearly equal to that of diagnostic images.

On the other hand, the fact that the AI network architecture that

obtained the highest accuracy changed from transfer learning to CNN

has implications to the effect that using a database comprising only

mammographic images (images that, unlike ordinary photographs, are

technical in nature) leads to higher accuracy. This in turn suggests the

achievement of further improvement also in the reliability of the

learning results. Pertaining to this point, it is necessary to pursue

deeper analysis of the qualitative reliability of trained networks along

with quantitative performance.

Table 1 Accuracy of AI-based benign-malignant discrimination

processing

Screening images Screening

images

Diagnostic

images

(without image

processing)

(with image

processing)

85% 89% 90%

AlexNet 6-middle-layer CNN VGG16
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Purpose

Pneumoconiosis is an occupational respiratory disease caused by

inhaling dust into the lungs, and 240,000 people in Japan undergo

radiation pneumoconiosis screening annually. There is a staging

system for the diagnosis of pneumoconiosis [1], and type 1/0 and

above are eligible to be recognized as occupational accidents. It is

important to accurately diagnose type 0/1 and 1/0. For this purpose,

quantification of micro-nodules in pneumoconiosis is necessary, and

detection of micro-nodules by 3D CT imaging is promising for dif-

ferential diagnosis. Here, we propose a method to detect micro-

nodules from 3D CT images with high accuracy using 3D U-Net [2].

Methods

This study was approved by the Institutional Review Board of

Nagasaki University. 3-D CT images were acquired with a GE

LightSpeed VCT. Scanning was performed at 120 kV, 167–698 mA,

slice thickness 1.25 mm, 512 9 512 matrix, pixel size 0.527 mm to

0.781 mm, reconstruction interval 1.25 mm, LUNG convolution

kernel. Micro nodules in 3D CT images were extracted manually. The

display was set to window level 500 and window width 1500. The

reading procedure was performed in the following order: right lung

apex, right lung base, left lung apex, left lung base. This procedure

was repeated two to three times. Based on the guidelines of the

Ministry of Health, Labor and Welfare of Japan, the medical doctors

diagnosed 15 stages of pneumoconiosis: type classification 0/-, 0/0,

0/1, 1/0, 1/1, 1/2, 2/1, 2/2, 2/3, 3/2, 3/3, 3/ ? , 4A, 4B, and 4C.

Fourteen cases with type 0/1, 1/0, 1/1, 1/2, and 2/1 were used as

training data. Two cases with type 0/1 and 1/1 were used as test data.

We used a computer with a GPU (Quadro GV100 (32 GB); NVIDIA

Corporation). Pytorch 1.9.0 ? cu111 and Monai 0.7.0 were used as

libraries for machine learning.

1. Training

Lung lobe classification was performed using 3D U-Net. The

training was done using 300 cases different from the above data. We

targeted the micro nodules of pneumoconiosis in the right upper lobe

by filling the area of the CT image except the right upper lobe field

with the background value (- 2048). Pulmonary blood vessels in the

right upper lobe were extracted by thresholding. The training data of

the pulmonary blood vessels were added to the training data of the

micro nodules. We used the classes provided by the MONAI plat-

form. Cropping size used (24, 24, 24) and sampled to 500 for each
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training image. The number of epochs is 1200.The 3D U-Net was

trained using the input images and training data.

2. Test

The right upper lobe region is extracted from the test data and

input to 3D U-Net. The output of 3D U-Net included labels of pul-

monary blood vessels and granular shadows. The detection result was

only micro nodules.

Results

The detection results of micro-nodules in right upper lobe for two

cases were evaluated using the gold standard. The case of type 0/1

had TP:25, FP:4, and FN:1, the sensitivity 96.2% and the precision

86.2%. The case of type 1/1 had TP:130, FP:41, and FN:6, the sen-

sitivity 95.6% and the precision 76.0%.

Conclusion

We developed a method for detecting micro-nodules in pneumoco-

niosis from 3D CT images using 3D U-Net. When we added

pulmonary blood vessels information to the model, we were able to

obtain results with less FP. Future work is to improve 3D U-Net to

reduce FP and FN, to increase the number of cases, and to apply the

method to all lung fields.
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Purpose

Prostate cancer is the most prevalent cancer in males. The treatment

of prostate cancer includes surgery, radiation therapy, and drug

therapy, which are selected according to the patient’s condition and

wishes. As for surgical treatment, robotic surgery is now widely used

and has many advantages, such as a short postoperative recovery

period due to its minimally invasive procedure. However, urinary

incontinence, which has been one of the challenges of surgical

treatment, has not been completely solved. Although most robotic

surgery patients recover from urinary incontinence after surgery,

some patients still have poor urinary incontinence and need to change

their urine pads several times a day. We have previously developed a

method to predict postoperative urinary incontinence from preoper-

ative MR images and clinical information, and obtained a prediction

accuracy of 70% [1]. Here, urinary incontinence affects not only the

preoperative patient condition, but also the intraoperative condition.

Therefore, in this study, we developed a method for predicting urinary

incontinence by analyzing intraoperative videos using deep learning

and machine learning.

Methods

For this study, we collected videos during robotic surgery and postop-

erative urinary incontinence information from 40 prostate cancer

patients who underwent robotic surgery at Fujita Health University

Hospital. Robotic surgery was performed by nine surgeons using da

Vinci Si orXi (Intuitive Surgical, Sunnyvale, CA,USA). The number of

times the urine padwas changed per daywas used as a criterion for good

or poor urinary incontinence. Patients with 0 or 1 change per day were

considered to have good urinary incontinence, and those with 2 or more

changes per day were considered to have poor urinary incontinence.

From the intraoperative video, three still images were extracted

including before and after prostatectomy. An overview of the method

for predicting urinary incontinence using robotic surgery videos is

shown in Fig. 1. First, three color images were fed to DenseNet169,

which was pre-trained by ImageNet database, and 5760 features were

extracted by global average pooling in the last convolutional layer. And

then, to compress the features, 20 principal components per case were

obtained by principal component analysis. They were subjected to

machine learning (naive Bayes (NB), support vector machine (SVM),

random forest (RF), artificial neural network (ANN)) to calculate the

probability of bad urinary incontinence. To further improve the pre-

diction accuracy, these four probabilities and 20 principal components

were fed into another ANN as a cascade prediction method to calculate

the probability of poor urinary incontinence.

Results

We evaluated the prediction accuracy of urinary incontinence by

leave-one-out cross validation from 40 patients undergoing robotic

surgery. The balanced accuracies of prediction by four machine

learning methods were 51.6% (NB), 71.9% (SVM), 57.8% (RF), and

56.3% (ANN). When those results were given to the ANN to make

cascade predictions, the balanced accuracy improved to 81.3%.

Conclusion

In this study, we have developed a method for predicting urinary

incontinence using intraoperative videos using deep learning and

machine learning. Experimental results indicate that proposed method

will be useful to predict urinary incontinence in prostate cancer

patients undergoing robotic surgery.
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Fig. 1 An overview of the method for predicting urinary inconti-

nence using robotic surgery videos
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Purpose

This study proposes an unsupervised deep feature generation method

by nine channels 2.5-dimensional (9ch 2.5D) image analysis with a

deep convolutional autoencoder (CAE). The 3ch 2.5D image analysis

with deep convolutional neural networks has promise for various

applications in computer-aided detection of 3D medical images [1].

The 3ch 2.5D image is an efficient compression of a 3D image and

includes axial, coronal, and sagittal slices of the 3D image. The

smaller data length of the 2.5D image than that of the 3D image often

enhances the convergence of deep learnings with a small training

dataset. Our previous research [2] also used the 3ch 2.5D image

analysis based on the unsupervised deep learning. However, the 3ch

2.5D image analysis cannot recognize objects that are not shown in

the three cross-sectional images. The proposed method uses partial

9ch 2.5D image patches, including the axial, coronal, sagittal, and six

oblique slices of the 3D image patches. The addition of oblique slices

makes possible the analysis of objects that do not exist in the 3ch

image patches. We apply the proposed method to cerebral aneurysm

detection on MR angiography (MRA) images to evaluate the per-

formance improvement by increasing the number of slices included in

the 2.5D image patches.

Methods

An input MRA image is scaled to a 0.469 mm isotropic voxel as a

preprocess. The voxel intensity is normalized based on the intensity of

sagittal slices near the center of the head. The cerebral arterial vas-

cular region is extracted from the preprocessed image by thresholding

and morphological processes. The partial vascular 3D image patches

sized 32 9 32 9 32 voxels are extracted from the vascular region

with 16 voxel intervals. These patches are as aneurysm candidates.

Each 3D vascular image patch is converted into a 9ch 2.5D image

patch consisting of three typical slices (axial, coronal, sagittal) and six

slices in the diagonal direction, shown in Fig. 1. Those slices pass

through the center of gravity of the 3D image patch. Multiple image

features for the aneurysm candidates are extracted from the results of

a deep CAE analysis for the 9ch 2.5D image patches. The deep CAE

including three convolution layers, two max-pooling layers, and a full

connection layer has been trained on 331 cases of aneurysm-free

MRA image dataset and outputs latent variables. The feature set

includes (1) the latent variables by the deep CAE, (2) the Maha-

lanobis distance from the normal vascular class data in the latent

variable space, and the voxel value statistics on a difference image

between the original 2.5D image and a reproduced image from the

latent variables. The image reproduction is by a decoder with the deep

CAE symmetric structure. All the aneurysm candidate patches are

classified by an Ada-boosted classifier ensemble with the image

features.The proposed method is evaluated by three-fold cross-vali-

dation with 450 cases of the brain MRA images with at least one

aneurysm and are taken at the University of Tokyo Hospital. In the

evaluation, the performance of aneurysm candidate classification by

the proposed method is also compared using the features extracted

from 3ch 2.5D patches.

Results

In the aneurysm candidate patch extraction, 511.14 patches were

extracted from a MRA image on average. The candidate classification

result by the proposed method compared to the classification by the

features from 3ch 2.5D image are shown in Table 1. When the

number of false positives (FPs) per case was three, the detection

sensitivity of cerebral aneurysm increased from 76.7 to 88.0%.

Conclusion

We proposed the CAE-based deep feature generation by 9ch 2.5D

data image analysis. We applied the proposed method to cerebral

aneurysm detection. The evaluation results showed the usefulness of

the proposed method with over 10% sensitivity improvement. We

plan to introduce 2D projection techniques such as the maximum

intensity projection and the minimum intensity projection for 9ch

2.5D image conversion. We also plan to apply the proposed method to

other lesion detection tasks (Fig. 1).

Table 1 Aneurysm detection performances by three-fold cross-

validation with 450 MRA images (mean ± s.d.)

Fig. 1 Slices for 9ch-2.5D image
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Purpose

The leading cause of death worldwide is ischemic heart disease, and

the second leading cause is stroke. The risk factor for these diseases is

the formation of plaque due to the progression of atherosclerosis.

Ultrasonography, MRI, and angiography are used to diagnose the

presence and differential diagnosis of plaque. Because of the physical

and mental burden on the patient of performing these multiple

detailed examinations, it is ideal to examine plaque using only

ultrasonography, which is used early in the diagnosis of plaque.

Plaque can be classified into three major categories: low echoic pla-

que, isoechoic plaque, and calcified plaque. In particular, low echoic

plaque with fat and hemorrhage is called unstable plaque, which can

cause heart disease and stroke. Judgment of the type of plaque

influences the decision of the treatment plan. However, it is currently

subjective to the doctor. If plaque can be analyzed from ultrasound

images, high-risk cases can be detected quickly and treated promptly,

leading to improved treatment accuracies. In order to analyze plaque,

it is important to accurately identify the plaque region. In this study,

we developed automated extraction of carotid plaque as a preliminary

study to analyze plaque using ultrasound video images.

Methods

For this study, we collected 20 cases of video images in which the

presence of plaque was confirmed by carotid ultrasonography. All

cases were taken in B-mode with long-axis cross-sections where

plaque was largely visible. The B-mode video image was converted to

15 images per second in the video image into still images, and then

they were resized to 436 9 398 pixels. To extract carotid plaque from

ultrasound images, we introduced U-Net [1], which is one of the FCN

(Fully Convolutional Networks) and widely used in the field of

medical image processing. The structure of U-Net is shown in the

upper part of Fig. 1. The U-Net consisted of five layers of encoders

and decoders. An ultrasound image was given to the input layer of

U-Net, and the plaque region was extracted (labeled) from the output.

The correct label images used for training of U-Net were created

using in-house software and checked by radiological technolo-

gist. The effectiveness of this method was evaluated by the dice

similarity coefficient using the output image of U-Net and the correct

label image. In addition, we confirmed the recognition of the shape of

the plaque area. In the experiments, Intel Corei5-8500 was used for

the CPU and used NVIDIA GeForce RTX 2070 SUPER for the GPU.

TensorFlow and Keras were used for the deep learning frameworks.

The number of epochs for training of U-Net was 100, and a batch size

was set to 4.

Results

The five-fold cross-validation method was used to verify the extrac-

tion performance. The mean dice similarity coefficient of plaque area

for 1945 images of 20 cases was 0.596. Examples of an input image

(left) and the output image added to the input image (right) are shown

in the bottom of Fig. 1. Cases in which the boundary between the

plaque and the vessel wall was clear, or cases in which the plaque was

spread thinly and extensively against the vessel wall, showed good

extraction accuracy. Although some extraction defects occurred in

cases where the plaque was similar to the vessel wall or in plaques

with low intensity, it was possible to identify the shape of the plaque.

Conclusion

In this study, we developed a method to extract carotid plaque from

ultrasound images using U-Net. As a result of the experiment, it was

possible to extract the plaque region and identify its shape, confirming

the effectiveness of this method.

References

[1] Ronneberger, O.; Fischer, P.; Brox, T. U-Net: Convolutional

Networks for Biomedical Image Segmentation. Medical Image

Computing and Computer-Assisted Intervention—MICCAI

2015 2015, pp.234–241.
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Purpose

Pancreatic cancer is one of the most lethal cancers, with less than five

months of life expectancy after its diagnosis. Pancreatic Cystic

Lesions (PCL) are frequent and difficult to detect on Computational

Tomography (CT) scans and they can evolve to pancreatic cancer. In

this work we present a method to detect and classify PCLs between

potentially malignant and non potentially malignant.

We propose a Deep Learning (DL) architecture in order to seg-

ment both the pancreas and the PCLs, followed by a post processing

pipeline in order to improve the segmentation results. Crucially, we

also implemented a method to compute uncertainty segmentation

maps, thus enhancing the interpretability and robustness of our

method. Finally, a classification procedure is developed in order to

classify the PCLs between potentially malignant and non potentially

malignant.

Methods

Our detection method consists of an image segmentation architecture

with additive attention gates [1] to segment the target pancreatic

cystic lesions on the input image test. Soft-Tissue normalization is

used in the interest of highlighting the organs (i.e., the pancreas). A

central crop of the abdomen is applied to restrict the area of seg-

mentation of the pancreatic organ.

For inference, Test Time Augmentation (TTA) is used in order to

have multiple predictions and average them to obtain a final one.

Afterwards, the predicted label is passed through a post processing

pipeline, which has two main parts: (1) Preserving the biggest lobe

segmented as pancreas, and (2) Eliminating any segmented cyst that

is in the edges of the abdomen or that is not in contact with the

pancreas.

The uncertainty maps are probabilistic maps that give an idea of

how sure the pixel-wise predictions are. In order to compute these

uncertainty maps the method presented in [2] is used. It consists of

generating multiple predictions for the same image and superimpos-

ing them, computing the 20th and 80th percentile of all those multiple

predictions.

For the cyst classification three steps take place:

- Metadata; the age and sex of the patient.

- Hounsfield Units (HU) to determine the solidity of the cyst and

its possible malignancy.

- Morphological features, which help characterize the cyst, such as

the position of the cyst with respect to the pancreas, the size of the

detected lesion, etc.

Each of the three steps give a partial classification which in the

end are merged all together to obtain a final classification. The

metadata step uses information found on the literature, showing which

cysts are more probable depending on the age and sex of the patient.

The second step, which uses information obtained from the image

through image processing, consists of a Machine Learning (ML)

method called Gradient Boosting Random Forest. The third step uses

multiple image processing techniques such as equalization, denoising

Table 1 Performance metrics for the cyst segmentation. These metrics

are obtained per patient

segmenta�on Sensi�vity Specificity
with TTA 0,74 0,77

processing on 0,88 0,84

and thresholds in order to find characteristics that give information

about the cyst.

Results

Our training dataset consists of 616 CT images, belonging to 71

patients with confirmed PCLs and 30 control patients with non-di-

agnosed lesions in the pancreas. The inference dataset consists of 150

CT images.

Our segmentation method performs with a sensitivity of 0.74 and a

specificity of 0.77 before applying the post processing, which can be

observed in Table 1. Once our post processing pipeline is applied, the

metrics increase to 0.88 and 0.84 of sensitivity and specificity

respectively, which clearly shows the efficiency of the post processing

method.

In Fig. 1, an example of the segmentation and uncertainty maps

(for both the pancreas and the cyst) is shown. It can be easily

observed that the highest uncertainty appears on the edges of the

segmentations and that, in the pancreatic uncertainty map, there is no

uncertainty at all within the cyst area.

The accuracy obtained for the classification algorithm is 0.70.

Further work will go in the direction of enlarging the dataset, making

it more balanced and heterogeneous with the different types of cyst

contemplated in this work, leading to improved classification

accuracy.

Conclusion

We developed a DL segmentation pipeline for the pancreas and the

cystic lesions, including the computation of the respective uncertainty

maps. Thanks to these uncertainty maps it can be observed that most

of the ambiguity in the predictions appears on the edges of the cyst

and the pancreas.

Fig. 1 Example segmentation results, including uncertainty maps.

Ground truth (left figure), prediction (middle figure): pancreas (green)

and pancreatic cystic lesion (red) are depicted. Uncertainty maps

(right figure): uncertainty pancreas (upper figure), uncertainty cyst

(lower figure)
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The usage of uncertainty maps is three fold; on one hand, they can

be used to obtain a qualitative evaluation of the segmentations; on the

other hand, it can be used to spot areas where the ground truth might

not be accurate enough leading to a possible correction; finally, these

uncertainty maps can be used to improve the performance of the

training while it is going on, which is one of the future and final goals

of this work.

Preliminary results show that the classification tends to over

classify the potentially malignant cysts and under classify the benign

cysts. This is a good start considering that in this case it is better to

have a FP than a FN. However, future work will focus on improved

classification schemes as well as improving the dataset.

This work was funded by the Industrial Doctorates program

(Generalitat de Catalunya).
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Purpose

Urolithiasis is a disease in which stones form in the urinary tract and

is caused by lifestyle factors such as diet and obesity. Extracorporeal

shock wave lithotripsy (ESWL) is a treatment to crush calculi by

shock waves from the body surface. The ESWL is a first-line treat-

ment choice for upper urinary tract calculi. It has advantages of safety

advantage and non-invasiveness over transurethral lithotripsy and

percutaneous lithotripsy [1]. However, ESWL has some problems: the

lower treatment success rate than other treatments and the require-

ment of several weeks to several months of follow-up. The failure of

ESWL with extended follow-up delays the application of other

treatments. It increases the risk of urinary tract infection and renal

function disease. Advance prediction of ESWL outcomes is clinically

meaningful. We propose a method to estimate the outcome of ESWL

treatment for ureteral stones by combined analysis of CT image

textures and patient factors. The proposed method is experimentally

evaluated using clinical data.

Methods

Figure 1 shows the flowchart of the proposed method. The input data

consists of a preoperative CT image, target stone position, and patient

factors: patient age, skin-to-stone distance, and ureteral wall thick-

ness. An experimental urologist has measured these patient factors. At

first, the 3D stone region on the CT image is extracted based on the

stone position. Next, 11 CT texture features are measured on the stone

region. The texture features include the statistics of the CT value in

the stone region and the evaluation values of the CT value gradient

concentration in the direction of the stone center. The gradient con-

centration features are from a histogram of the deviation angle

between the direction of the stone center and the CT value gradient

vector with a class width of 45 degrees. The relative frequencies of

each four classes are used as the features. Finally, the ESWL outcome

of the target stone is predicted by a support vector machine (SVM)

with the 11 CT texture features, stone volume, and three patient

factors. A radial basis function kernel is applied to the SVM in this

study.

An evaluation experiment uses data from 171 patients with a

single ureteral stone. These patients were taken the preoperative CT

image and underwent ESWL treatment at Wakayama Medical

University Hospital between January and November 2009. The CT

images have various pixel spacing from 0.47 9 0.47 mm to

0.98 9 0.98 mm and various slice thicknesses from 1.25 mm to

10 mm. We define a stone-free (SF) case, which is a successful stone

removal case, as no residual stone larger than 4 mm was found on CT

images taken within three months after ESWL. The prediction per-

formance is evaluated by five-fold cross-validation.

Results

The evaluation experiment showed that the mean area under the ROC

curve was 0.742 with 0.038 standard deviations. When the prediction

specificity for stone removal failure cases was 0.733, the mean sen-

sitivity for SF cases was 0.692 with 0.056 standard deviations.

Conclusion

We proposed the method to predict the outcome of ESWL by com-

bined analysis of CT image textures and patient factors. The

evaluation results suggest the usefulness of the proposed method. The

prediction accuracies of the proposed method in this experiment were

based on CT images of various resolutions. The results were com-

parable to the prediction accuracy of a previous study that used only

high-resolution CT images [2]. We plan to validate the proposed

method by higher resolution CT images. We also plan to apply deep

learning with a large-scale CT dataset.

Fig. 1 The flowchart of the proposed method
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Purpose

At our hospital, we have started the operation of ’’Smart Cyber

Operating Theater (SCOT)‘‘, which has a platform that can collect

treatment / surgical equipment and information obtained from them in

real time. In SCOT, various information can be aggregated and dis-

played by a system (OPeLiNK system) that fuses image data and

actual treatment data. By sharing such information with remote areas,

we aim to ’’remote treatment by supervisors‘‘ and ’’create educational

content.‘‘

Methods

Using the OPeLiNK system at SCOT, a display that aggregates per-

spective images, surgical field images, patient biometric information,

preoperative simulation information, etc. is placed in the operating

room to ’’visualize‘‘ the progress of surgery. In addition, multiple

images are fused and displayed in a time-integrated state during

surgery. In addition, comment registration and event setting will be

done by voice during the operation. Use these to look back at post-

operative conferences and create educational content. Furthermore,

by constructing a similar system (strategy desk) in a remote location,

the surgical status can be confirmed in a fusion display in a remote

location, see Fig. 1, and an interactive function and writing on the

screen can be added, [1].

Results

Currently, the OPeLiNK system at SCOT is in place, and it has

become possible to display multiple images in a time-integrated state

during surgery. In addition, we were able to register comments by

voice and set up events, and were able to create educational content.

In addition, the network between the operating room and the faculty

office has been completed, and a system has been set up aiming for

full-scale operation of telemedicine.

Conclusion

In SCOT, various information can be aggregated and displayed and

useful.
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Fig. 1 Near future of mobile strategy desk

Table 1 Average DICE coefficients for each landmark

Evaluation Dataset Landmark Original

model

New model p-

value

Normal LC CBD 0.607 0.631 0.894

CD 0.304 0.345 0.246

S4 0.526 0.520 0.657

RS 0.434 0.423 0.827

Abnormal LC CBD 0.445 0.543 0.420

CD 0.270 0.393 0.013*

S4 0.426 0.509 0.150

RS 0.288 0.309 0.622

* p\ 0.05
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Purpose

The cognitive vulnerability of humans is thought to be a main cause

of bile duct injury incidents during laparoscopic cholecystectomy

(LC). This study developed an artificial intelligence system to

intraoperatively identify four anatomical structures as landmarks to

prevent bile duct injury using videos of LC with few abnormal fea-

tures [1]. The constructed YOLOv3 model was able to show four

landmarks for cases with few abnormal findings. However, we con-

firmed that the YOLOv3 model could not sufficiently identify the

landmarks of LC cases with acute cholecystitis in a clinical perfor-

mance test [2]. To apply an artificial intelligence model in severe LC

cases, it is necessary to additionally prepare the annotated data for

such severe LC cases; however, it can be assumed that the inter-

annotator differences will be high in the annotation data because of

low anatomical visibility. Because over 90% of LCs are performed on

benign disease, it may not be easy to collect enough LC videos of

severe cases. To address these issues, this study proposes an effective

way to augment the annotated data.

Methods

In this study, we used the CycleGAN deep-learning model to generate

the abnormal features of acute cholecystitis in the endoscopic camera

images of normal LC cases. we collected 256 surgical videos of LC

performed at Oita University Hospital from 2011 to 2021, and

selected the 26 LC videos with abnormal features from the 256

videos. Ten CycleGAN models were constructed using nine LC cases

with acute cholecystitis and one case with gangrenous cholecystitis

out of 26 videos. To examine the effectiveness of our proposal, we

constructed two YOLOv3 models, one using our annotated dataset

and one using the new annotated dataset augmented by the Cycle-

GAN models. To evaluate the performances of the YOLOv3 models,

we performed an objective evaluation by Dice coefficients and a

subjective evaluation by three expert surgeons on a 5-point scale.

Results

The CycleGAN models successfully changed the appearance of the

anatomical structures to that of the abnormal features of acute cho-

lecystitis. The YOLOv3 model trained on the annotation data

augmented by the proposed method maintained its performance on

the normal LC cases. Moreover, it performed better on the abnormal

LC cases than the original model. Table 1 Optical flow algorithms

which are included in our evaluation, and mean value of interpolation

error (IE) over 100 test sequencesAlgorithmTraining data / parameter

sets included in our studyMean IEFarnebackDefault parameters as

used in OpenCV implementation32.02Dual TV L1Default parameters

as used in OpenCV implementation30.02SPyNet (Sintel)trained on

FlyingChairs, fine-tuned on MPI-Sintel28.41SPyNet (Base)trained on

FlyingChairs28.00FlowNet 2 (Sintel)trained on FlyingChairs/

FlyingThings3D, fine-tuned on MPI-Sintel27.82LiteFlowNet (Sin-

tel)trained on FlyingChairs/FlyingThings3D, fine-tuned on MPI-

Sintel27.52PWC-Net (Sintel)trained on FlyingChairs/FlyingTh-

ings3D, fine-tuned on MPI-Sintel27.51PWC-Net (Base)trained on

FlyingChairs/FlyingThings3D27.43FlowNet 2 (Base)trained on

FlyingChairs/FlyingThings3D26.97LiteFlowNet (Base)trained on

FlyingChairs/FlyingThings3D26.97Deepflow (Mid-

dlebury)DeepMatching, Middlebury parameters26.93Deepflow

(Sintel)DeepMatching, MPI-Sintel parameters26.711 shows the Dice

coefficients obtained by applying both models to the evaluation data.

For the normal LC images, the average Dice coefficients for the CBD

and CD were improved; however, no statistically significant differ-

ence was confirmed. For the abnormal LC images, although there is a

difference in the change in the average Dice coefficient depending on

the landmark, no statistically significant difference was confirmed

except for the results for the CD landmark.

Conclusion

We used CycleGAN to augment an annotated dataset consisting of

LC cases with few abnormal features to train a YOLOv3 model for

landmark identification in LC cases with acute cholecystitis. In both

the objective and subjective evaluations, the effectiveness of the

CycleGAN-based data augmentation with respect to the accuracy of

landmark identification and for preventing BDI were confirmed.

However, sufficient data to verify the effectiveness of the proposed

method has not been prepared, and we plan to increase the evaluation

images to verify our proposal in the future.
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Purpose

During neurosurgical interventions, the treatment of fine nerve

structures in the brain or spine requires a surgical microscope. In the

microscope’s field of view, neurosurgical treatment steps are focusing

mostly on a small region of the image. Significant contextual infor-

mation regarding the treatment step can be extracted from this image

region. The information is represented by spatio-temporal variations

in the microscope video.

In computer vision, spatio-temporal variations are often captured

by optical flow. Optical flow represents the apparent pixel-wise

motion field between consecutive video frames. In practice, optical

flow estimation on neurosurgical video data is impeded by char-

acteristic visual effects such as strong blur and poor textures (see

Fig.ô1). However, to obtain meaningful spatio-temporal features from

neurosurgical videos, accurate optical flow calculation is crucial.

Currently, there are no accurate optical flow methods that are

designed specifically for neurosurgical domain. Thus, in this work we
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evaluate how state-of-the-art optical flow algorithms perform on

neurosurgical video data w.r.t. accuracy.

Methods

In the optical flow research community, accuracy is usually evaluated

by calculating the L2 distance between estimated and ground truth

optical flow. However, this evaluation approach is applicable only to

classical optical flow datasets for which ground truth exists, such as

FlyingChairs/FlyingThings3D or MPI-Sintel. For neurosurgical video
data, no (public) ground truth are available. Generating a neuro-

surgical dataset with corresponding ground truth through phantom

studies or rendering engines (Blender) suffers from limited transfer-

ability to reality. For solid conclusions in the neurosurgical domain,

optical flow accuracy needs to be evaluated directly and (ideally

retrospectively) on real-world clinical data. The frame interpolation

method by Baker et al. [1] fulfils this requirement, and we use it for

evaluation of optical flow algorithms.

The method compares the accuracy of different optical flow

algorithms based on their frame interpolation error. For an image test

sequence {I1, I2, I3}, an interpolated image It is calculated at the

timestep between I1 and I3 using an estimated optical flow. In case of

ideal interpolation, It is equivalent to I2. The interpolation error of It
compared to ground truth I2 serves as basis for comparing different

optical flow algorithms. We re-implemented the frame interpolation

algorithm from [1] and, as proposed there, chose mean-squared error

for color images as interpolation error metric.

We collected surgical microscope video data from five cranial

tumor surgeries and randomly select 100 test sequences, each con-

sisting of images I1, I2, I3. In our evaluation we compare the following

state-of-the-art optical flow algorithms: Farneback, Dual TV L1,

Deepflow, and methods relying on convolutional neural networks

(CNNs), namely SPyNet, FlowNet 2, PWC-Net, LiteFlowNet (see

Table 1 for details). Each CNN-based method is included in two

variants, differing w.r.t. training datasets. One variant (Base) is

trained on FlyingChairs and/or FlyingThings3D, the other (Sintel) is

additionally fine-tuned on MPI-Sintel. Mean interpolation error (IE) is

presented in Table 1. For statistical analysis of the interpolation error

over the 100 test sequences, we conduct a one-way repeated measures

ANOVA and Fisher post-hoc test (a=0.05).

Results

The one-way repeated measures ANOVA shows that the choice of the

optical flow algorithm significantly influences the interpolation error,

with F(11, 1089)=49.47, p\0.001. The Fisher post-hoc test reveals

that Farneback, followed by Dual TV L1 exhibit statistically sig-

nificant higher interpolation error values compared to all other

algorithms. We find a top group consisting of PWC-Net, LiteFlowNet

and FlowNet 2 (all trained on FlyingChairs/FlyingThings3D) and

Deepflow. The Fisher post-hoc test does not provide further sub-

grouping within the top group.

For the CNN-based methods, the post-hoc test indicates that the

interpolation error depends on a choice of the training dataset.

However, fine tuning on the MPI-Sintel dataset does not bring any

benefit. Instead, the accuracy drops for most of the networks. Thus,

we conclude that training on MPI-Sintel data is not useful when

networks are applied in neurosurgical domain.

In addition to the quantitative analysis, we conduct a qualitative

assessment to gain more trust in the interpolation error for the domain

Frame I1 Frame I1 with overlaid 
I3

 
LiteFlowNet (Base)

IE = 23.98
Farneback
IE = 32.83

Fig. 1 Test sequence in our evaluation data with corresponding plots for two calculated optical flow, LiteFlowNet and Farneback, and

interpolation error (IE). Optical flow is converted to polar space for visualization using HSV space, whereas hue encodes pixel-wise vector

direction and saturation is used to show pixel-wise vector magnitude

Table 1 Optical flow algorithms which are included in our evaluation, and mean value of interpolationerror (IE) over 100 test sequences

Algorithm Training data / parameter sets included in our study Mean IE

Farneback Default parameters as used in OpenCV implementation 32.02

Dual TV L1 Default parameters as used in OpenCV implementation 30.02

SPyNet (Sintel) trained on FlyingChairs, fine-tuned on MPI-Sintel 28.41

SPyNet (Base) trained on FlyingChairs 28.00

FlowNet 2 (Sintel) trained on FlyingChairs/FlyingThings3D, fine-tuned on MPI-Sintel 27.82

LiteFlowNet (Sintel) trained on FlyingChairs/FlyingThings3D, fine-tuned on MPI-Sintel 27.52

PWC-Net (Sintel) trained on FlyingChairs/FlyingThings3D, fine-tuned on MPI-Sintel 27.51

PWC-Net (Base) trained on FlyingChairs/FlyingThings3D 27.43

FlowNet 2 (Base) trained on FlyingChairs/FlyingThings3D 26.97

LiteFlowNet (Base) trained on FlyingChairs/FlyingThings3D 26.97

Deepflow (Middlebury) DeepMatching, Middlebury parameters 26.93

Deepflow (Sintel) DeepMatching, MPI-Sintel parameters 26.71
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of neurosurgical video data. Figureô1 shows a situation with a suction

(left instrument) and scissors (right instrument), whereas the suction

features larger motion. The optical flow estimated by Farneback and

LiteFlowNet (Base) are compared. Farneback exhibits highest inter-

polation error on this sequence, while LiteFlowNet (Base) as member

of the top group, shows the lowest interpolation error. In the quali-

tative comparison of the optical flow images, LiteFlowNet seems to

calculate the suction’s motion more physically plausible than Farne-

back. Farneback does not capture the instrument motion at the

entrance in the image plane (lower left corner) and displays more

splatter around the instrument’s shape. Qualitative evaluation of these

two algorithms supports the outcome from the interpolation method

that we used for numerical evaluations. Farneback has an error of

32.83, while LiteFlowNet has around 31% less, see Fig. 1.

Conclusion

In our work, we compare various state-of-the-art optical flow algo-

rithms with respect to their accuracy on neurosurgical microscope

video data. We use the frame interpolation method for quantitative

evaluations. Based on the interpolation error, statistical analysis

identifies a top group among the tested algorithms, containing

FlowNet 2, PWC-Net and LiteFlowNet and DeepFlow. For the CNN-

based algorithms, we observed a tendency that fine-tuning on the

dataset MPI-Sintel deteriorates the interpolation error compared to

training on FlyingChairs/FlyingThings3D. Our qualitative compar-

isons agree with the results of the statistical analysis. As next step, we

would like to evaluate the algorithms from the top group in a concrete

medical application for computer-assisted neurosurgery.
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