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Purpose
The development of a CAD system for pancreatic cancer diag-

nosis is desired by radiologists. The accurate segmentation of the

pancreas from CT image is a crucial first step in such a CAD

system.

Pancreas segmentation of CT images is a challenging task.

Most of the previous organ segmentation methods based on global

probabilistic atlases (PAs) are robust in segmentation of the liver,

the spleen, the kidneys, and other organ regions. However, only

few of them perform well in segmenting the pancreas. The best

performance among them is only 58 % of Jaccard index. How-

ever, this is still low compared to the segmentation performance

for other organs.

Pancreas segmentation of abdominal CT images is difficult due

to the large difference between patients in regards to pancreatic

shape and position. Global PAs of pancreas often have diffuse

probability maps that are not informative for pancreas segmenta-

tion. However, the pancreas has specific positional relationships

with the surrounding organs including the liver. Based on the

information from these surrounding organs, we identified a local

region containing the pancreas. We then constructed PAs in this

local region to reduce the large difference in the pancreatic shape

and position between patients.

This paper proposes a method for the construction of local PAs

and its application to pancreas segmentation. We summarize our

method in the following two steps. In the first step, we use the

location of liver to estimate the center of gravity of the pancreas to

identify the existence region of pancreas. In the second step, PAs are

constructed in each existence region of pancreas for each target image

dynamically. In this context, the target image refers a new image in

which segmentation is performed. We apply the constructed PAs to a

MAP estimation and graph cuts method to obtain the final segmen-

tation results.
Methods
VOI identification of the pancreas

The pancreas has specific positional relationships with the sur-

rounding organs, especially with the liver. It is elongated between the

liver and the spleen. Since many segmentation methods can generate

very robust and accurate results for liver segmentation, we use the

center of gravity of the entire liver area and an average distance

between the liver and the pancreas to estimate the center of gravity of

the pancreas. Then we extract a cubic region which is centered at the

pancreas’ center of gravity with sides of lengthr [voxels] in the axial,

coronal, and sagittal directions. This region is referred to as VOI of

the pancreas in our paper. We apply this process to all of the atlas

images and the target image. Here, the atlas image is a CT image with

a manual segmentation result of organs.

Construction of PAs

After we extract the VOI for all of the atlas images and target images,

we construct PAs for each target image in the VOI region

dynamically.

In the VOI region, we firstly register all of the atlas images to the

target image using an MRF-based non-rigid registration method. We

then calculate the similarities between the target image and all of the

atlas images. We select theNtop ranked similar atlas images that have

higher similarities. By fusing the selectedNatlas images, we generate

a PA for target image.

We then apply the PA to the MAP estimation to obtain a rough

segmentation result. The rough segmentation result is then refined by

a graph cuts method. Figure 1 shows the flowchart of the proposed

method.
Results
We evaluated the proposed method on a dataset of 100 cases of 3D

portal-phased abdominal CT images. For all of the 100 images, we

computed a segmentation result of pancreas with a leave-one-out

strategy. The parameterris set as 150 [voxels] for the VOI identifi-

cation process. For the construction of PAs, we chose top

rankedNsimilar atlas CT images for the target image. The Jaccard

index is used as evaluation criteria. An average Jaccard index of

segmentation results of 60.0 (±18.2) % was obtained for case of

N = 15 in our experiment. The segmentation performance is better

Fig. 1 Flowchart of the proposed method
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than the best reported performance of the previous methods. Figure 2

shows an example of segmentation result.

In our research, the best performance was obtained when N = 15.

This number would changes if the number of the atlas image was

changed. More experiments are need to find the most appropriate

value of the parameterN.

We used the value of 150 [voxels] as the radiusrof the VOI. From

our observation, some parts of the stomach, liver, spleen, and other

organs are still included in the VOI of the pancreas by using this

value. To construct PAs which represents the pancreas area much

better, the size of the VOI should be reduced to remove outside areas

of the pancreas from the VOI.
Conclusion
This paper presented a construction method of local PAs for the

pancreas. We applied it to pancreas segmentation from 3D abdominal

CT images. We extract VOI of the pancreas and construct PAs

dynamically for segmentation of each target image. We evaluated the

segmentation performance of the proposed method in 100 CT images.

The segmentation result showed 60.0 % in terms of Jaccard index,

which is higher than all of the other previous works. Future work

includes improvement of the VOI extraction, improvement of similar

atlas image selection method, and increasing of the number of the

atlas images.
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Purpose
The objective is to introduce the Liver Imaging Atlas—a freely

available, comprehensive, and interactive web-based atlas of liver

imaging designed for use by diagnostic radiologists as a imaging

reference and as an educational aid for radiologists-in-training.
Methods
We have designed and developed an interactive open source platform

to which computed tomography (CT), magnetic resonance (MR), and

ultrasound images of liver disease have been uploaded to create a

comprehensive atlas of liver imaging. Each case is categorized by its

modality-specific imaging features such as contrast enhancement

characteristics, disease category, and final diagnosis.

A user-friendly interface was designed to allow radiologists to

review the cases in different ways, based on their needs. For instance,

the cases in the atlas can be searched and retrieved based on the

presence or absence of one or more imaging features, which allows

the user to construct image-based differential diagnoses. Users can

view cases based on diagnostic categories (e.g., infection, primary

neoplasm, etc.) and switch between the CT, MR and ultrasound

modalities.

To facilitate use of the Liver Imaging Atlas for radiology educa-

tors and trainees, a training mode was designed, which allows users to

view the cases as unknowns. The bookmark feature was designed to

facilitate collection of cases by users and educators, and the email

feature to aid communication of interesting cases between users.

Results
The interactive website www.liveratlas.org is powered solely by open

source systems. It allows the authors to upload and categorize mul-

timodality cases with liver pathology using a dedicated tagging

system that form a relational database. For each search the user must

select an imaging modality—CT, MR or ultrasound. Searches can be

saved and run in each modality.

Users can search the atlas and retrieve cases by one or more

imaging features, diagnoses, disease categories, or by free text search.

Features are divided into structural and imaging features. Imaging

features are those that are specific to each modality such as dynamic

contrast enhancement pattern. Structure features are those character-

istics that are usually shared between imaging modalities.

Searching and retrieving cases using disease categories is per-

formed by a Boolean search function—i.e., logic of ‘‘or’’ or ‘‘and’’

operations—which allows users to perform broad or narrow searches,

respectively.

The relational database allows seamless switching between search

modes. For example, if a search performed using features or free text

retrieves cases with different diagnoses, the user can then select any

of the diagnoses or disease category to view all cases with the chosen

diagnosis or disease category. Quiz mode can be used by educators to

show cases to trainees as unknowns, or by the trainees themselves as a

self-assessment tool. Each case has been categorized by its level of

difficulty (1 = easy, 2 = moderate, 3 = difficult). This allows

trainees and educators to customize their assessments to an appro-

priate level. All searches and operations can be performed to include

all or a single specified level of difficulty.

Cases can be shared via emailed link or bookmarked to a user

account. The bookmark feature allows educators to prepare presen-

tations or training sessions. Search operations can be performed with

the entire atlas, bookmarked cases, or a subset of bookmarked cases.

More cases will be entered into the system in the future to allow

for more disease entities not currently available and in order to keep

the atlas updated with the newest techniques within the three imaging

modalities.
Conclusion
The website www.liveratlas.org is a free, interactive, and compre-

hensive atlas of liver imaging designed for radiologists as a reference

Fig. 2 Example of segmentation result of pancreas
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and learning tool of liver pathology on CT, MR and ultrasound. It

allows radiologists in practice and in training to view examples of

common and rare liver pathologies, explore and sharpen their dif-

ferential diagnoses in specific clinical scenarios, assess their

knowledge of liver imaging, and select cases to save and share. The

atlas database is constantly updated and expanded to broaden its

scope and depth.

Comparison of overall accuracy in Linac- and cyberknife-
radiosurgery
M. Hoevels1, H. Treuer1, S. Hunsche1, K. Luyken1, M. Ruge1,

F. El Majdoub1, M. Maarouf1

1University Hospital of Cologne, Stereotaxy, Cologne, Germany

Keywords Radiosurgery � CyberKnife � Linac � Accuracy � E2E-test

Purpose
The cyberknife (Accuray, Sunnyvale, USA)was in the first hand

designed for the treatment of intracranial lesions. Therefore the

demand for the system-wide overall accuracy is very pronounced and

is specified to 0.95 mm by the manufacturer.

This level of accuracy is regarded as an essential precondition for

a safe application of radiosurgery, in particular for intracranial or

spinal lesions.
Methods
In order to establish and maintain this level of accuracy, a specialized

variant of the system test, the so called End-to-End(E2E)-test, is

provided by the cyberknife system. An essential part of this E2E-test

is the head-neck-phantom as shown below, which includes the ball-

cube. This structure consist of two materials with different Hounsfield

values and therefore the ball can be easily identified as target volume,

while containing two gafchromic films in order to measure the dose

distribution in two orthogonal planes at the same time. This phantom

undergoes the same procedure as performed in patient treatment,

including CT imaging, treatment planning and dose delivery. The

operator of the E2E-test is widely assisted by the MULTIPLAN

planning system in several concerns:

1. The definition und alignment of the target volume onto the image

of the ball

2. The alignment of the dose distribution onto this target volume

3. The standardized evaluation of the exposed films by an external

program.

In this study the design of the E2E-test is ported to Linac

radiosurgery, with the head-neck-phantom being fixed to the ste-

reotactic frame. The definition of the target volume and the dose

alignment is driven by a specialised home grown software, while the

dose calculation for the micro-MLC is done by the VIRTUOS

program (Fig. 1).

The refinement of the dose placement is done in several iterations:

the initial target point is placed in the center of gravity of the target

volume. The resulting dose cube is reimported and the field displace-

ment with respect to the contour is calculated. Delta values for the X-,

Y- and Z-axis are determined and applied for the next iteration (Fig. 2).

The standardized evaluation of the exposed films utilizes the same

software from Accuray.
Results
By porting this method from the cyberknife to the Linac, the overall

accuray in Linac radiosurgery as described by the E2E-test can be

determined in an almost equivalent manner to the cyberknife system.

With this approach, quantitative results of achievable overall accu-

racy under realistic and standardized conditions for both treatment

modalities can be evaluated. Preliminary results show almost com-

parable results in both modalities in our institution.

Conclusion
Our results suggest, that the targeting and dose delivery of the cy-

berknife is not superior to a treatment performed by a well-adjusted

Linac, with respect to physical dose distribution. Other advantages,

such as the lack of invasive fixation and the more comfortable course

of the treatment procedure for the patient still persist.
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Purpose
Quantitative assessment of lung toxicity in mouse models based on

CT investigation has been intensively studied. The currently available

methods, however, are biased by subjective selection of region of

interests (ROIs) [1, 2] and/or the limited animal throughput when

Fig. 1 Phantom planning in Multiplan

Fig. 2 Alignment and calculation of the dose distribution
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using respiratory-gated small animal scanners [3]. The purpose of this

study is to establish a method to quantify the lung parenchyma density

and volume based on an objective 3D segmentation algorithm, and to

correlate these data with high resolution animal micro-CT device.
Methods
Whole thoracic proton and photon irradiation was administrated to

6–8 weeks C57BL/6 mice (Taconis, Bomholtvej, Denmark), with a

single fraction dose of 20 Gy. Prior to thoracic irradiation, mice were

anesthetized by an intraperitoneal application of 0.36 ml/kg Rompun

2 % (Bayer HealthCare) and 0.54 ml/kg Ketamin 10 % (Pfizer). CT

imaging was performed under isoflurance anesthesia (2 % isoflurane,

2 l/min oxygen).

Proton irradiation was administrated at the Heidelberg Ion Ther-

apy Center (HIT). The mice were treated with specially designed

devices in which multiple animals were simultaneously immobilized.

Photon irradiation was delivered by X-RAD 320 X-ray Biological

Irradiator (Precision X-ray, Inc., 320.0 kV/12.5 mA) with a gantry

position in horizontal direction and the mice in supine position.

A clinical PET/CT scanner (Biograph mCT, Siemens) was applied

for quantitative CT imaging pre- and post-irradiation. The standard

protocol employed for the CT portion of PET/CT was as follows:

80 kV with 80 mAs, a pitch of 0.6 mm, slice thickness of 0.6 mm and

acquisition time of 32 s. X-ray exposure is approximately 4.14 mGy

per scan. Images were reconstructed using the filter kernel H50 s

(Siemens) into a transaxial FOV of 138 9 138 mm2 as a 512 9 512

matrix, where three animals were included in one scan.

Images acquired from the clinical CT scanner were viewed and

analyzed in OsiriX Imaging Software (OsiriX v.3.9.4 64bit version,

Pixmeo SARL, Switzerland). Because of the relatively low-resolution

feature of the images, the HU intensities of micro-vasculature were

averaged with the surrounding air-contained tissues. The lung, toge-

ther with all the micro-structures, was thereby segmented using a 3D

regional growing algorithm with a lower threshold of -900 HU and

an upper threshold of -100 HU. Trachea and primary bronchi were

manually resected upon segmentation. Volume sizes and mean HU

values within the segmented area were calculated for quantitative

assessment of pulmonary toxicity.

Micro-CT imaging with a specific small animal CT system was

also performed at the corresponding time points for further validation

of clinical CT results. CT acquisitions were performed at 40 kV tube

voltage, 0.4 mA anode current, 1 s acquisition time per projection,

240 projections per 360� rotation. Images were reconstructed into a

matrix of 256 9 256 9 512 with a voxel size of 0.13 mm.
Results
The three-dimensional segmentation using regional growing algo-

rithm represented a good isolation of lung from surrounding tissues,

attributing to its full air-containing property. From the 16 weeks post

irradiation images, lungs irradiated with photon beams exhibit an

apparently alternated morphology in comparison to the age-matched

control. More prominent modifications are observed in proton treated

mice with a sharply contracted volume.

We next sought to determine the lung density and volume changes,

the two key quantitation readouts for longitudinal monitoring. Lung

density, represented as the mean HU value of the entire lung area in CT,

was calculated from segmented lungs. Significant statistical differences

between the proton/photon irradiated mice was observed after 16 weeks

post-irradiation (p = 0.05 and p = 0.004, respectively). This is also in

alignment with reduced overall lung volume in irradiated mice. These

findings were confirmed by high resolution micro-CT monitoring.
Conclusion
Small animal pulmonary toxicity has been previously studied with

different strategies, e.g., respiratory-gated micro-CT [3] and inflated

lung ex vivo imaging [4]. To our knowledge, in vivo CT lung

parenchyma density quantification is hitherto based on ROIs

selection, acquired from a micro-CT [1] or high resolution CT

scanner [2]. This is rather subjective as which may not completely

represent the lung as a full organ and inter-individual variations are

also inevitable. The 3D segmentation we report in this study offers

a novel approach for an objective assessment. It is incorporating

the bronchioles, alveoli and capillaries as an entire functioning part

of a lung, provides a more comprehensive assessment of lung

parenchyma.

In contrast to current CT and micro-CT methods, in which animal

is exposed to 120–150 mGy X-ray during imaging [5], the dose in the

present imaging protocol is as low as 4.14 mGy. Moreover, three

mice were included per scan but in a relatively short acquisition time

of 32 s, indicating a good feasibility for large scale animal trials.

In conclusion, quantitative 3D lung segmentation based CT

assessment is reliable, objective and sensitive in studying murine

radiation pulmonary toxicity. In addition, in comparison to conven-

tional CT investigations, it provides superior reproducibility and cost-

effectiveness.
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Purpose
State of the art, three dimensional (3D) and voxel-based dosimetry

approaches in radionuclide therapy are capable to calculate the

absorbed dose to each voxel. However, without any form of seg-

mentation of the underlying PET/CT or SPECT/CT data the

affiliation of a voxel, i.e., the organ or tissue, is not known a priori.

Manual segmentation is an option but very time consuming and

prone to intra-observer variations. Therefore the aim of this work

is to lay the foundation for a radionuclide therapy treatment

planning system that is able to perform dose calculations on a

fully segmented as well as deformable phantom which matches

the individual patient anatomy and thus enables personalized

dosimetry.
Methods
The computational approach consists of two basic steps: (i) semiau-

tomatic segmentation of a few organs of interest on the CT, producing

a subdivision surface (SubD) that describes the organ boundaries and

serves as blueprint for the (II) non-uniform deformation of a
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predefined, deformable SubD phantom. For this a Python code was

implemented which superimposes an initial, quadrangular surface

mesh on a tomographic image and then uses a 3D gradient vector flow

(GVF) algorithm to make the initial surface converge at the organs’

surface. In the second step predefined SubD phantoms produced in

previous works were used. The deformation of the respective SubD

organ is realized by means of a signed distance field that morphs the

surface to match the topology of the segmentation result and thus

takes the shape of the individual organ.
Results
The 3D-GVF proves to be stable as well as convergent for binary test

data and requires very little computation time (\1 s). The morphing

algorithm for the SubD surface is also stable and works independently

of its initial positioning, i.e., at the morphing’s outset the surface can

be partially inside and outside the segmented binary matrix. Surface

coordinates of the transformed SubD organs are retained and can be

used as reference points for atlas mapping. All SubD structures can be

discretized into any voxel size and thus incorporate every given PET

or SPECT data, thus enabling personalized, voxel based dosimetry in

a fully segmented spatial domain.
Conclusion
The use of deformable SubD phantoms combines voxel based, per-

sonalized dosimetry with the advantage of a fully segmented phantom

that matches the individual patient’s anatomy. In future works the

computer models will be applied to clinical 68Ga-DOTA PET/CT and
177Lu-DOTA SPECT/CT scans of peptide receptor radionuclide

therapy (PRRNT) patients from the Zentralklinik in Bad Berka in

order to retrospectively perform personalized dosimetry and to sub-

sequently investigate the dose–response relationship and organ

toxicities of gastroenteropancreatic neuroendocrine tumours (GEP-

NET) treated with PRRNT.
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R. Dürichen 1, T. Wissel1, A. Schweikard1

1Institute for Robotics and Cognitive Systems, University of Luebeck,

Luebeck, Germany

Keywords Computer assisted radiation therapy � Respiratory motion

compensation � Autoregressive models � Information criteria

Purpose
The compensation of tumor movements is a challenging problem in

stereo-tactic body radiotherapy (SBRT). In recent years, precise

irradiation of moving tumors while sparing surrounding critical

structures has become more and more feasible due to new technical

developments such as dynamically adjusting multileaf collimators,

robotic patient couches, Vero or the CyberKnife Synchrony system

[1]. All techniques mentioned have to compensate for various sources

of latencies. In the case of the CyberKnife Synchrony system, the

latency is 115 ms and mainly caused by mechanical limitations,

image acquisition and processing time. For other systems, e.g.,

robotic couches, the time delays can be up to 300–400 ms. This

systematic error can be reduced by time series prediction of external

surrogates.

In recent years, several approaches have been investigated. As

many prediction algorithms are based on the autoregressive (AR)

properties of the signal, one important parameter is the model order

p. It defines the number of previous observations needed to perform

an accurate prediction.

Here, we investigate different approaches for estimating the model

order p for respiratory motion data. We exemplarily chose a classical

least mean square (LMS) and the wavelet based LMS (wLMS)

algorithm—one of the currently most promising prediction. We aim

to increase the practicability of these algorithms by evaluating the

Akaike information criterion (AIC), the corrected Akaike information

criterion (AICc) and the Bayesian information criterion (BIC) on the

first minute of the signal.
Methods
For our experiments, we use a data set, which consists of 304 motion

traces and is available online (http://signals.rob.uni-luebeck.de). The

signal amplitude yt of the motion traces was equidistantly sampled

(fs = 26 Hz) and has a length of N samples. Let d be the prediction

latency, which is d = 3 samples in case of the CyberKnife, corre-

sponding to 115 ms. The output of the prediction algorithm is denoted

by ŷtþd. To compare the prediction results, irrespective of the patient

specific respiration amplitude, all experiments were evaluated with

respect to the relative root mean square (RMS) error. It is defined as

squared prediction error relative to the squared prediction error in

case of no prediction [2].

Ernst et al. [2] showed that respiratory motion signals can be

predicted with high accuracy by combining an à trous wavelet

decomposition with least mean square (LMS) methods. The signal

is described as superposition of J + 1 scales, containing of the

detail coefficients Wj and the approximation coefficients cJ.

Assuming AR properties for Wj and cJ, an LMS prediction algo-

rithm can be applied to each scale. Thus, for each LMS predictor,

a model order pj, valid for a certain frequency range, can be

selected. The predicted point ŷtþd is the sum of the predictions of

each scale.

To calculate the optimal order p, we estimate the autoregression

coefficients ap and the residual root mean square (RMSp) error using

Burg’s method. Generally, as the order increases, the model is capable

of explaining more complex characteristics and the error decreases.

Unfortunately, it is not straightforward to determine the optimal

model order without cross validation, which requires further data.

Several information criteria have been developed to overcome this

problem. Here, we evaluate AIC, AICc and BIC, which are defined as

[3]:

AIC ¼ N � logðRMSpÞ þ 2p; AICc ¼ AICþ 2pðpþ 1Þ
N � p

;

BIC ¼ n � logðRMSpÞ þ p � logðNÞ
ð1Þ

The optimal orders pAIC, pAICc and pBIC are the orders which

minimize the corresponding information criteria.
Results
In a first experiment, we compare the order estimations of the

information criteria using 12 randomly chosen traces for the LMS

and wLMS predictor. We compute the optimal order on a training

set (ttrain = 1 min) and use these orders to predict on a test set (the

following ttest = 5 min). As a ground truth, the RMSrel of the LMS

and wLMS algorithm was computed on the test set by grid search for

orders p grid = {1, …, 100}. The estimated order for BIC was lower

than for AIC and AICc, which led to a worse prediction accuracy.

AIC and AICc always estimated the same model order, indicating

that no further correction term is needed. Based on these results AIC

was evaluated on all 304 motion traces. Beside computing the AIC

order for LMS and wLMS on the original signals (LMSAIC and

wLMSAIC), the AIC order pAIC,j was computed for each wavelet

scale. We refer to the prediction results of this method as

wLMSAIC,scale. All AIC based algorithms have been compared to the

results of the original wLMS implementation wLMSorg [2]. The

cumulative rel. RMS error difference is shown in Fig. 1, defined as

the rel. RMS difference between one the one hand LMSAIC,

wLMSAIC, wLMSAIC,scale and on the other hand wLMSorg. The

auxiliary line at 0 % separates the percentage of data for which AIC

based algorithms are better or equally good as wLMSorg. This is the

case for 66.5 % of the data for LMSAIC, for 83.7 % for wLMSAIC

and for 92.7 % for wLMSAIC,scale.
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Conclusion
We conclude that among the investigated information criteria, the

highest prediction accuracy can be achieved by using the Akaike

information criterion. In case of wLMS, the original implementation

was improved for 85.1 % of the cases using AIC. Finally, we want to

highlight that due to its general characteristics, this order estimation is

not limited to wLMS and can be used for other respiratory motion

algorithms.
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Purpose
Superselective intra-arterial chemo radiotherapy via the superficial

temporal and/or occipital artery is effective treatment for oral cancer

clinically. This catheterization can provide high concentration anti-

cancer drugs into the tumor feeding arteries (the maxillary, facial and

lingual artery). However, this method requires surgeon‘s experiences

and skills for catheter placement into the target artery because they

can’t see the tip of catheter directly. Surgeons rely on the two-di-

mentional C-arm image intraopelatively. There are main problems

associated with this technique such as the prolonged operation time,

increased radiation exposure and increased dose of contrast medium,

especially in difficult cases. To overcome these problems, we have

developed a prototype of electromagnetic maxillofacial catheter

navigation system [1]. This system provides the operator the three-

dimensional external carotid artery (ECA) image intraoperatively. But

the difference between three-dimentional ECA measurement (e.g.,

surface rendering models created using CTA image) and two-di-

mentional ECA measurement (e.g., two-dimentional C-arm image) is

not clear. If the straight-line length from frankhorizontal plane (F–H

plane) to each bifurcation points have a strong correlation to the curve

(ECA centerline length), surgeons does not need to create the cen-

terline in each patient because we can estimate the centerline length

by the straight-line length. Actually,Yonenaga et al.[2] reported that

each straight-line length between F–H plane and bifurcation was

measured by carotid artery (CA) of cadavers. We need to verify

whether the simple straight-line lengh becomes to be great helpful for

knowing the centerline length which was close to actual catheter path.

Thus, the aim of this study was to clarify the difference between ECA

centerline length and straight-line (perpendicular to F–H plane)

length, and to clarify the correlation between straight-line and

centerline.
Methods
A multislice CT scanner (Aquilion 64; Toshiba Medical Systems,

Tokyo, Japan) with 0.5-mm 9 64-slice collimation was used for

scanning CTA image. The scanning conditions were 120 kV,

250 mA, slice interval: 0.5 mm, slice thickness: 1.0 mm,512 9

512pixel,pixel size: 0.43 9 0.43 mm2. Fifteen patients who were

scanned by CTA (pre-treatment for oral cancer) were selected at

random and thirty arteries were analyzed. The segmentation proce-

dure (binary image processing of CTA images) was carried out using

Mimics ver. 14.01 (Materialize, Leuven, Belgium). CA and maxil-

lofacial surface rendering bone models were reconstructed by the

proposed method [3]. The CA centerlines were extracted automati-

cally by Mimics. The fiducial bifurcation points were as follows:

vA: superior thyroid artery via common carotid artery (CCA), vB:

internal carotid artery and ECA via CCA, vC: lingual artery via ECA,

vD: facial artery via ECA, vE: occipital artery via ECA, vF: maxillary

artery via ECA.

In addition, F–H plane model (box-shaped surface rendering

model) was created. The model size was 250 9 250 9 1 mm. F–H

plane model was set up manually under the conditions that the lower

surface come in contact with the both sides of infraorbital margin and

the superior border of left external acoustic pore with one another.

Straight-line between F and H plane and CA bifurcation point was

measured as follows:

First, position coordinates of three points on underside of F–H

plane were measured at random. The coefficients a, b, c, d of F–H

plane Eq. (1) were calculated by these position coordinates.
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Fig. 1 Cumulative histogram for the rel. RMS error difference
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motion traces

Fig. 1 Two lengths were compared
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axþ byþ czþ d ¼ 0 ð1Þ

Next, position coordinates A (x1, y1, z1) of bifurcation point were

measured using the extracted centerline. Finally, straight-line lengths

h (perpendicular to F–H plane) were calculated by Eq. (2).

h ¼ ðax1 þ by1 þ cz1 þ dÞ ða2 þ b2 þ c2Þ�1=2 ð2Þ

This method could prevent from human error because three points

used for deciding F–H plane did not matter at any position.

Finally, centerlines (ECA length) between F–H plane and bifur-

cation point were compared to straight-lines between F–H plane and

bifurcation point (Fig. 1).
Results
The straight-line (a) and centreline (b) lengths from F–H plane to each

bifurcation points (vA-vF) were indicated as follows [mean ± std.

(mm)].

vA; (a)80.27 ± 10.04, (b)111.08 ± 9.31, vB; (a)83.98 ± 12.77,

(b)115.98 ± 11.84, vC; (a)67.41 ± 7.91, (b)97.00 ± 8.39, vD;

(a)59.51 ± 8.70, (b)88.26 ± 11.63, vE; (a)61.13 ± 8.69, (b)90.19

± 11.97, vF; (a)27.07 ± 2.50, (b)39.91 ± 6.75.

In addition, p value (p, student‘s t test) and coefficient of deter-

mination R2 (R2) of (a) and (b) were indicated as follows; vA; (p) p2)

0.3382, vB; (p) p2) 0.5867, vC; (p) p2) 0.1621, vD; (p) p2) 0.4056,

vE; (p) p2) 0.413, vF; (p) p2) 0.2006.
Conclusion
We proved that the centerlines of ECA were about 27 mm longer

than the straight-lines (perpendicular to F–H plane). The length

was too long, considering catheter path. Additionally, the present

study did not show a strong correlation between centerline and

straight-lines length (Fig. 2). Therefore, it is considered that sur-

geons had better to obtain the three-dimensional ECA length

(centerline) when they want to know the distance to insert a

catheter or guide wire.
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Purpose
The geometric features of the aortic valve have been proven very

valuable in Transcatheter Aortic Valve Implantation (TAVI) [1]. In

order to provide accurate image-guidance for TAVI, several works

have been done on the registration between intra-operative ultrasound

(US) image and a model derived from pre-operative computed

tomography (CT) [2], in which the segmentation of aortic valve from

US image is one of the paramount and challenging steps. A large

amount of approaches have been proposed for US image segmenta-

tion, where edge-oriented algorithm and region growing method are

traditional, and active shape model (ASM), dynamic programming

(DP), active contour model (snakes), level set and other improved

algorithms are popular in recent years. However, due to the low

quality of US image and the motion of the three leaflets of aortic

valve, the segmentation accuracy could be compromised using above

methods.

To obtain accurate segmentation of aortic valve in real time and

further provide reliable support for registration in TAVI, we propose a

novel segmentation method for short-axis view US image using

probability estimation.
Methods
Probability Estimation

The position and geometric features of aortic valve change a lot

during a cardiac cycle as it opens and closes regularly. In order to

get appropriate prior information for all images in different cardiac

phases, five prior images evenly spanning a cardiac circle are first

selected with aortic valve manually segmented by an expert. Fol-

lowing, a composite centroid for above five segmentation results

and five independent centroids for each segmentation result are

respectively calculated, then composite probability estimation

(CPE) is constructed based on both intensity and distance between

each pixel and the composite centroid, and five single probability

estimations (SPE) are respectively constructed based on both

intensity and distance between each pixel and the corresponding

centroid of each segmentation result. In addition, for each prior

image, the typical foreground and background intensity, which can

represent its corresponding foreground and background, are calcu-

lated respectively.

Energy Function Construction

In energy function construction, the current probability estimation

is first acquired by using CPE on the current input image, followed

by Otsu algorithm. Then a similarity metric (SM) is calculated to

find out the prior image best matching the current input US image.

The prior image with the maximal SM value is regarded as the prior

information for the aortic valve, the corresponding typical fore-

ground and background intensity of which are used to construct the

energy function for the current input image. Afterwards, a graphic

processing unit (GPU) accelerated continuous max-flow (CMF)

approach [3] is employed to get an initial segmentation result,

which is then multiplied by the SPE of the best matching prior

image. Finally, the accurate segmentation of aortic valve is

obtained.
Results
The evaluation was carried out over 90 short-axis cardiac US

sequences acquired from 2 subjects, and a total of 180 images were

automatically segmented. The image data were acquired from Ruijin

Hospital using a GE Vivid 7 US machine, and we performed our

experiments under Windows XP on an Intel Core i7 computer with

NVIDIA GeForce GTX 560 graphics card with 1 GB display memory

and 256 bit data width. For evaluation purpose, contrast experiments

between the automatic segmentation and the corresponding manual

segmentation which is regarded as the ground truth were performed,

and Average Symmetric Contour Distance (ASCD), Dice Metric

Fig. 2 Analysis of length between F–H plane and bifurcation point

vB (Moderate correlation)
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(DM) and Reliability of the algorithm were employed as scoring

system [4].

The segmentation results for both the proposed automatic method

and the independent manual method are shown in Fig. 1, which

demonstrates that the contours correlate well with each other. Details

of ASCD, DM and Reliability of the algorithm are summarized in

Table 1, where the real-time computational time for per frame is

39.28 ± 5.23 ms.
Conclusion
A novel method making full use of probability estimation of prior

images is proposed for the segmentation of the aortic valve in US

image. Experiment results show that the probability estimation and

GPU based CMF can achieve accurate and real-time segmentation of

aortic valve in short-axis view, which can provide reliable support for

registration in TAVI. In the future, more clinical work will be done to

perform the proposed method in the segmentation of intra-operative

US image and test its practical applicability in TAVI.
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Purpose
Complex vascular aneurysms, skull base tumors and some neoplasms

that enwrap cerebral arteries sometimes require an intra-cranial or

extra-intracranial by-pass to preserve and/or increase cerebral blood

flow. Recent advances in technology have made possible to handle

even more complex pathologies. Nonetheless the surgical procedure

could be relatively too long and subsequent neurological deficits

could occur. Since vascular reconstruction is often performed in

narrow and deep gaps, the time spent in suturing the donor to the

recipient vessel is one of the main factors affecting results. A new

vessel-connection device could produce a faster and safer surgery.

Our aim was to develop a physical scenario that helps our team to set

up and test a new endovascular scaffold. The scaffold is intended to

shorten and simplify the cerebral small diameter vascular anastomosis

with limited or none circulatory arrest.
Methods
We selected the optimal CT-angiography (CTA) data set among those

in our database, in terms of contrast and spatial resolution. The

selected CTA was acquired with a post-contrastographic acquisition

to extract arteries from its most contrasted phase. The slice thickness

was 0.5 mm to obtain optimal resolution of the selected structures.

Starting from this dataset we obtained the quantitative geometrical

and topological data of the standard Willis’ arteries. The chosen data

set was segmented so that we obtained a perfect virtual replica of the

inner diameters of the cerebral arteries. For this purpose, a semi-

automatic tool, the EndoCAS Segmentation Pipeline integrated in the

open source software ITK-SNAP 1.5 (www.itksnap.org) was used as

previously described [1]. The mould of the arterial tree was then

fabricated using the 3D printer (Dimension Elite 3D printer), starting

from the previous segmentation. The mould correspond to the arterial

lumen with the same shape and size of the original. We used the 3D

arterial lumen as a base to smear pourable silicon (Dragon Skin�

series by Smooth on) (DSFxPro). After complete silicone curing, the

solid replica of the arteries was removed so that the arterial lumen was

preserved (Fig. 1). The silicon replica represented a realistic physical

scenario that helps our multi-disciplinary team to engineer the en-

dovascular scaffold. Starting from the replica, we prepared bioactive

micro-structured polymeric scaffolds employing a fabrication method

based on rapid prototyping (RP). According to the mechanical fea-

tures of the arterial replica we decided to build different endovascular

scaffolds. All the scaffolds were made of poly(3-hydroxybutyrate-

co-3-hydroxyhexanoate) (PHBHHx) and developed by a computer-

assisted wet spinning technique. Poly(3-hydroxybutyrate-co-3-

hydroxyhexanoate) (PHBHHx, 12 mol % HHx, Mw = 300,000

g/mol) was purified according to the procedure reported by Motaet al

[3]. A 25 % w/v PHBHHx solution was prepared by dissolving 1.00 g

of PHBHHx in 4 ml of chloroform under vigorous stirring at 30 �C

for 3 h. The resultant solution was gently stirred for 1 h at room

temperature in order to remove the remaining bubbles. PHBHHx

scaffolds were fabricated with a 0–90� lay-down pattern by computer-

aided wet-spinning technique as previously described [2]. Different

processing parameters for the fabrication of PHBHHx scaffolds with

different external sizes and different between fibres axes (dF = 0.2

Fig. 1 Segmentation results showing four points in the cardiac cycle

for one human and one swine. Green line represents the ground truth.

Red line depicts the contour extracted by the proposed method. First
row from frames 1, 12, 26 and 35; Second row from frames 44, 49, 53

and 63

Table 1 ASCD, DM, reliability of the algorithm (in pixels), and

average time load to process a frame over 2 subjects (180 images) for

the proposed method; statistics of the ASCD and DM expressed as

mean ± standard deviation

Items Average

symmetric

contour

distance

Dice

metric

Reliability

(d = 0.95)

Time

per frame

(ms)

Our method 1.81 ± 0.34 0.96 ± 0.01 0.83 39.28 ± 5.23
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and 0.5 mm), such as needle inner diameter (din), flow rate (F), the

needle translation velocity (Vtr), inter-fiber needle stop time (tstop)

and initial distance between the needle tip and the bottom of the

beaker (Z0), were investigated. The scaffolds were designed with

sizes suitable for covering either half or the whole inter-luminal cir-

cumference in a 5 mm segment of a small calibre blood vessel with an

inner diameter of roughly 2 mm. At least we designed PHBHHx

planar meshes with different sizes and internal microstructure. Size

and shape were designed to allow the endothelium to fill the pores and

the inner surface of the implanted meshes (Fig. 2).
Results
According to the geometrical features of the arterial replica we built

different endovascular meshes made of PHBHHx. The replica

allowed us to engineer the PHBHHx meshes with different sizes. We

selected sizes suitable for covering either half or the whole inter-

luminal circumference (4 9 5 or 7 9 5 mm) in a 5 mm segment of a

vessel with an inner diameter of roughly 2 mm. The inter-fibers

distance was varied (0.5–0.2 mm) in order to allow the endothelium

to colonize the pores and the inner surface of the implanted mesh. The

optimized processing parameters for manufacturing PHBHHx scaf-

folds with different external sizes and inter-fibers distance are

reported in Table 1.
Conclusion
In our opinion the angio-architecture silicon replica can be of para-

mount importance for improving the scaffold’s design process. Since

our team consisted of clinicians, physicists, chemists, biologists and

engineers we decided to build a physical replica of the Willis’ arteries

prior to choosing the most appropriate biomaterial, shape and size of

the endovascular device. The investigated computer-aided wet-spin-

ning technique is well suited for the fabrication of PHBHHx scaffolds

with external sizes and internal architecture tailored to the arterial

replica. We consider this approach of paramount importance for

improving any scaffold’s design process. Moreover this procedure

represents both a link between the laboratory and the ‘‘in vivo’’

testing and a reduction of the costs-related tests.
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Fig. 1 Step wise creation of the 3D silicon replica. From the left to

the right: a the chosen CTA dataset, b the 3D virtual model obtained

by the segmentation procedure, c A silicon replica of the internal

carotid artery and its main branches achieved from virtual model

Fig. 2 Endovascular PHBHHx meshes tailored to the silicon replica,

different shapes and sizes are presented

Table 1 Optimized processing parameters for PHBHHx scaffolds

fabrication

Scaffolds

properties

Processing parameters

dF

(mm)

Size

(mm2)

din

(mm)

F

(ml/h)

Vtr

(mm/min)

tstop (ms) dZ

(mm)

Zo

(mm)

0.5 4 9 5 0.2 0.2 120 100 + 25 0.1 1

0.5 4 9 5 0.2 0.2 150 100 + 25 0.1 1

0.5 7 9 5 0.2 0.2 120 100 + 25 0.1 1

0.2 4 9 5 0.2 0.1 100 100 + 25 0.08 1

0.2 7 9 5 0.2 0.1 100 100 + 25 0.08 1

Note: dF distance between axes of parallel fibers within the same

layer, din the inner diameter of dispensing needle, F solution flow rate,

Vtr X–Y translation velocity of the needle, tstop inter-fiber needle stop

time, dZ inter-layers needle translation, Z0 the initial distance between

the needle tip and the bottom of the beaker
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Purpose
Our works are related to the planning and assistance to manage aortic

dissections during interventions. Aortic dissection is a life-threatening

medical emergency associated with high rates of morbidity and

mortality. It consists in one or several tears which begin in the intima

allowing blood to travel through a diseased media layer. This process

cleaves the normal bed of blood into two lumens (true lumen and false

lumen) separated by an intimal membrane also called flap (Fig. 1a).

See Fig. 1b, c for a 2D slice retrieved from one of our CT images.

Recently, we have proposed a segmentation of the true and false

lumens separately on 3D CT aortic dissection images [1] (see

Table 1b). Our aim was to provide a 3D view of the lumens that we

can difficultly obtain either by volume rendering or by another

visualization tool which only directly gives the outer contour of the

aorta; or by other segmentation methods because they mainly directly

segment either only the outer contour of the aorta or other connected

arteries and organs both. This segmentation was realized by modi-

fying the speed term of the classical fast marching method. More

particularly, the front propagation stops around intimal tears by

dealing with intensity values (gradient).

Our works consist in registering the segmented results from a CT

aortic dissection image onto an angiographic sequence in order to

assist clinicians during their interventions. An automatic lumen dis-

tinction allows us to propose a better control for endoprosthesis

landing: the stent-graft trajectory must remain only inside the true

lumen and not to pass through the false lumen.

In this paper, we present two indicators to easily distinguish true

and false lumens in our segmented results. More precisely, these

indicators are also based on intensity.
Methods
Mainly, there exist two types of aortic dissections: Type B when the

ascending aorta is not dissected, Type A when the ascending aorta is

dissected [2].

In case of a Type B dissection, the true lumen can be determined

in the following way: we first consider an image cross-section

immediately above the heart showing the two lumens; the lumen with

smaller cross-sectional area is necessarily the false one, as it ends

close to this cross-section. However, for patients with Type A dis-

section, this rule cannot be used. In the following, we only consider

Type A case.

Usually, the image intensity is higher in the true lumen. Therefore,

we define our first indicator (ind1) as the mean intensity of a given

segmented lumen. Sometimes, there is no significant intensity dif-

ference between the two lumens: thus we propose a second indicator

(ind2) to take into account both the mean intensity and the voxels

distribution. This indicator is based on Bayesian probability [3]:

ind2 ¼ ðP � P1Þ=P2

where, P denotes the mean intensity of the current lumen, P1 denotes

voxels distribution in the current lumen, P2 denotes voxels distribu-

tion in the other lumen. All these values belong to.

As far as we know, there is only a single work about lumens

distinction: this is Kovács work [4] based on cross-sectional area.

This method requires the flap segmentation. Flap retrieval is difficult

due to the small thickness of such membrane and sometimes to the

low resolution of images. Our indicators computing does not require

flap segmentation.

Note that although calcifications only appear in true lumens; we do

not take into account such a case because they are not systematic in

each dissection.
Results
Our processing method is constituted of the two following steps: the

first one is the classical fast marching method to delineate the volume

of interest around the aorta (Table 1a); the second one is our adapted

fast marching method which allows us to obtain the two separated

lumens (Table 1b). In Table 1c, d are given indicators values.

In these three images, we have the highest intensities values

ofind1for the true lumens, with a mean intensity of 219 for a true

lumen, 145 for the false one and 74 for the deviation. We have the

lowest values ofind2for the true lumen with a mean value of 0.627 for

a true lumen, 0.753 for the false one and 0.126 for the mean deviation.

In Table 1f are given the 3D reconstruction of the final results, in blue

is rendered the true lumen and in red is rendered the false lumen.
Conclusion
Due to our segmentation of the two lumens separately, it was rela-

tively easy to propose two indicators to distinguish lumens. Our future

works consists in testing our indicators in a larger dataset and also

taking into account specific collateral arteries birth. This study will

also assist clinicians during endoprosthesis landing by a registration

of this distinction onto angiographic sequences.
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Purpose
The therapy of choice to treat severe symptomatic aortic stenosis is

the replacement of the aortic valve. Transcatheter aortic valve

implantation (TAVI) has proven to be a suitable minimally invasive

therapeutic alternative for high-risk patients whose physical frailty or

coexisting conditions do not allow surgical intervention [1].

The analysis of the aortic root is crucial to decide whether to

implant and to choose suitable prostheses size and type. To prevent

coronary ostia stenosis, the position of the coronary artery ostia and

their distances to the native aortic valve leaflets have to be known. To

assess these parameters beforehand multi-modal imaging in computed

tomography (CT), transesophageal and transthoracic echocardiogra-

phy as well as magnetic resonance imaging (MRI) in combination

with manual measurements are key. However, manual length mea-

surements in three-dimensional images are fault-prone. Therefore we

strive for an automated approach of geometrical aortic root assess-

ment and coronary ostia detection. Recently, different methods for

automatic cardiac segmentation dedicated to CT have been proposed

[2, 3]. However, CT has many drawbacks for the multi-morbid TAVI

patient in terms of radiation and burden due to nephrotoxic iodine-

based contrast agent. Thus (sensitivity encoded) cardiac 3D MRI is

growing in relevance and dedicated automated analysis methods are

required.

We propose and evaluate a method for model-based coronary ostia

detection in MRI which builds upon a recently introduced approach

for the detection of coronary artery ostia in CT. [4] As pre-requisite a

model-based segmentation of the heart is performed with established

segmentation methods. Then a multi-parametric search algorithm

analyzes image contrast and geometric parameters on the surface of

the patient-specific mesh. Since MRI lacks well defined gray-levels,

high resolved features and is likely to be affected by MR-specific

imaging artifacts, careful parameterization to generalize the proposed

algorithm for a large range of image characteristics is required. Thus,

we not only extended the available technique for MRI data: we also

applied extensive brute-force multi-parameter optimization to cir-

cumvent intuition-driven and subjective parameter sets. With this

unique approach we improved the algorithm’s performance and sta-

bility to make it suitable for cardiac MRI.
Method
The dataset for parameter optimization consists of 22 MR and 21

corresponding CT images originating from 22 different TAVI patients.

Three experts used dedicated workstation software to retrospectively

annotate ground truth (GT) landmarks of the left and right coronary

artery ostia (LCAO, RCAO) as well as four points marking the annulus

plane for each image. The ostia search was performed on

automatically generated meshes using a recently introduced segmen-

tation model specifically trained on TAVI MRI data.

The ostia finder searches on the mesh surface for bright half

spheres each surrounded by a dark ring. The image contrast and the

weight of these two features, as well as their physical dimensions and

relative alignment remain free parameters. These mostly floating

point variables are possibly image specific (image contrast, quality,

cardiac phase, anatomy) and partially dependent upon another (e.g.,

geometrical parameters), see Fig. 1.

Therefore a huge ten-dimensional search space was generated, and

for each of its almost 600,000 tuples, the ostia positions of all patients

were evaluated. The Euclidean distance between candidate and GT

LCAO and RCAO positions as well as the clinically more relevant

distances between ostia and valve plane were used as objective

functions. The validation was performed using five-fold cross-vali-

dation by dividing the mesh surface area to search for ostia candidates

into subsets defined by the GT ostia positions of the training data.
Results
GT ostia positions and especially aortic valve plane definitions

showed distinct inter-observer variability. The Pearson correlation

coefficient between the 21 matching CT and MRI GT LCAO to valve

plane displacements could be improved from r = 0.68 to r = 0.93

utilizing valve planes derived from hard-coded landmarks on the

mesh surface instead of expert valve plane annotations.

The correlation of LCAO to valve plane distances generated with

ostia positions found using the best parameter set to GT reference

annotations was r = 0.91. Due to the extensive parameter optimization,

the ostia finder’s accuracy for the left coronary artery could be improved

by 10 % compared to the CT parameter set applied to MRI data.

Fig. 1 MR images with good (a) and challenging (b) image quality

for detection of left (LCA) and right coronary artery (RCA) ostia

positions. For comparison of image quality a CT image corresponding

to figure b is displayed in d. The drawing in c shows some of the ostia

finder parameters: p the distance between mesh surface and ostia

analysis which can be angled by a, the inner and outer radius of the

hollow-cylinder (rc and Rc respectively), its height hc, the half-

sphere’s radius rs and the spacing between the two features q
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An approach to consecutively optimize single ostia finder

parameters did not lead to any improvement in RCAO detection using

MRI data. Although our multiple parameter optimization facilitated

RCAO detection (RCAO to valve plane correlation r = 0.57), it still

remains challenging. The detection of RCAO positions was presum-

ably hindered by a generally higher tortuosity and spatial variability

as well as worse motion artifacts compared to the left coronary artery.
Conclusion
Automatic ostia detection performs as good as manual ostia detection

if the image quality is sufficient. In the application of TAVI screening

it was shown that clinically relevant measures could be automatically

derived using segmentation and ostia finder results.

Brute-force multi-parameter optimization is a powerful technique

to reduce the dimensionality and complexity of a multi-parametric

image processing algorithm and is very helpful to increase the

robustness and quality of a segmentation algorithm. Furthermore this

technique can be used to tailor a given algorithm to other imaging

modalities such as CT, echocardiograms or rotational angiography.
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Purpose
Cardiovascular diseases (CVD), particularly coronary heart disease,

stroke transient attacks, peripheral arterial disease and the vascular

complications of diabetes are major causes of disability and death

in developed countries. Among CVD, disease of peripheral arteries

gives rise to major morbidity and mortality: around 20 % of the

population over 60 years old has peripheral arterial disease and

symptoms can become severe and progressive in about 20 %

causing major limitation through pain on walking; progressive

disease can result in critical limb ischemia, which is the major

cause of amputation. Endovascular treatments such as stenting and

angioplasty are becoming the preferred approach for the treatment

of many vascular occlusive diseases: a vascular surgeon or an

interventional radiologist will percutaneously insert wires and

catheters to cross a stenosed artery, the balloon-tipped catheter is

used to open the artery (angioplasty) followed in many cases by

the use of a vascular stent.

Quantification of vascular disease is a crucial step in computer

aided planning (CAP) applications that address this pathology: the

classification of the lesion gives the clinician an indication according

the TASC guidelines. A method to face this problem is to measure the

pathological vessel diameter along the stenosed tract to plan the stent

model and size. However, this process might result interactive and

time-consuming to be followed in the clinical practice.

A few methods for automatically quantifying vascular morbidity

by means of vessel measures exist and they approach the problem by

reconstructing the physiological stenotic morphology by geometrical

interpolation.

We propose a novel method which is sufficiently generic to take in

input a centerline and a set of associated sectional diameters and it

creates a geometrical model of the patient vessel: this geometry

features all the parameters necessary for lesion classification and

treatment planning. Furthermore, an improved version addresses both

occlusive lesions and aneurysms showing better results in computa-

tional times and memory requirement, a key feature for an effective

clinical planning tool.
Methods
In order to implement our method, we designed a deformable vessel

model that approximates the patient vessel. It is a semi-parametric

object which determines a tubular surface defined by connected cir-

cular sections. Each section is univocally defined by a central point, a

radius and a normal.

A vessel model can be created starting from both 2D images (2D

angiography) or a 3D volume (e.g., CTA, MRA, …) by interactive

user input in the former case and in the latter case an algorithm based

on complementary geodesic field for the centerline and radius

extraction.

The proposed algorithm is divided into two phases: (a) lesions

tracts classification and (b) centerline deformation.

a. Lesions recognition algorithm is based on a iterative linear

regression algorithm which estimates the healed radius at each

point of the centerline. At first, a regression line is computed and

all the points out of tolerance thresholds are classified as lesions.

Then, a new regression line is computed ignoring previously

classified zones, so that a better estimation is made by consid-

ering the normal tracts of the vessel. By means of process, we

obtain at the same time a classification of lesion zones and the

estimation of the reconstructed vessel diameter profile. The

algorithm sensitivity has been empirically defined for lower leg

vessels but it can be adjusted case by case according to anatomic

zone and disease type. We had demonstrated algorithm conver-

gence and stability (Fig. 1).

b. Centerline deformation is usually needed since asymmetric vessel

lesions alter quantitative measurement. The problem of a correct

reconstruction is the reduction of lesion effect without losing

vessel curvature and torsion. We implemented a self-organized

system where global behavior emerges from local interaction:

local forces are applied to centerline points in lesions areas in

order to correct centerline position step by step. We apply four

force types: elastic, bending, constriction and friction.

Elastic and bending forces depend on the model structure: elastic

force is a point attraction force between neighbor points which moves

all the points set to a common line and it is proportion to points

Fig. 1 Comparison between linear regression and interactive

regression
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distance; bending force represents vessel resistance to be bent and it is

correlated with the angle between consecutives points.

Constriction force guarantees to keep a physiological shape of the

reconstructed sections. This force is applied only when the recon-

structed section goes out of the estimated maximum/minimum vessel

circumference.

Friction force avoids the accumulated forces to create unpredict-

able effects and deformed vessel shape.

All these forces act simultaneously in all the lesions tracts at time

steps for an empirically predetermined duration. Forces system

solution is provided by Runge–Kutta 4 solver, a method that involves

evaluating derivatives at multiple points for each time step. At the end

of the deformation, centerline position represents the estimation of the

physiologic vessel centerline points.
Results
Validation of the algorithm is still work in progress but first results

seem encouraging. The algorithm was tested with two types of

experiments: on phantom data to have a known ground truth and on

clinical data for investigate the generalization capacity.In the first

experiment, we create a set of healthy phantom vessels and we added

stenoses of different shape factors. Then we compared the recon-

structed physiological centerline with the ideal one. We found that the

reconstructed centerlines with a good approximation overlap the ideal

ones. Then, we used the algorithm on clinical images and we found

that reconstructed vessels surfaces qualitatively approximate the

vessel surface obtained with segmentation (Fig. 2).

We monitored execution times in all the experiments: they ran in a

range of 0.5–3 s on a standard PC (intel i5 with 4 GB of RAM). The

memory footprint remained constant during execution and negligible

if compared to the clinical data loaded.
Conclusions
Our work focuses on the implementation of a fast algorithm for

automatic vessel reconstruction and lesion recognition. The major

strengths of this algorithm are quasi-real time model deformation,

intuitive parameters adjusting and minimal user interaction to be

seamlessly integrated in a CAP application. A future work might

focus on an extension of the algorithm to total occlusions.

Innovative 3D model for early diagnostics of cerebrovascular
disorders
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Purpose
Significant technological advancements in brain imaging and clinical

testing have demonstrated the feasibility of transcranial acoustic

therapy in the brain using noninvasive adaptive transskull focusing

techniques. The acoustic waves can be used to stimulate small brain

regions with size of about 1 mm. Such non-invasive examination can

also be used to detect hardening of the arteries in early stages, and

bust blood clots in the brain without causing collateral damage [1–2].

In this work, a 3-D dynamic model has been developed for sim-

ulation of a nonlinear acoustic wave propagation through a human

head phantom. The model is based on the Finite Difference Time

Domain method for modeling the acoustic pressures and thermal

fields [3–4]. The numerical simulation is intended for investigating

the paramerters that affect the characteristics of propagation in early

stages of cerebrovascular disorders associated with brain injuries.
Methods
The model uses the Finite Difference Time Domain (FDTD) method to

solve the acoustic equations which are valid for a nonlinear wave

propagation in a complex heterogeneous structure of biological tissues.

The approach is based on resonance and anti-resonance of waves taking

into account propagation delays for reflections through intervening

tissue boundaries of different acoustical impedances. The waves

propagate in multi-layered medium consists of bones, skin, fat, and

brain layers. Properties of the various tissues found within the human

head such as density, sound speed, and frequency dependent attenuation

due to back scattering loss, were employed in the simulations. The

acoustic parameters of brain tissues are close to that of water and

considered for temperatures in the range between 20 and 37 �C.
Results
The 3D dynamic simulation presents the transmission, reflection and

scattering characteristics in the multi-layered biological structure. Taking

into account the medium heterogeneities, the simulation approach is able

to estimate the thermal absorption induced bybones. The wave dispersion

has been monitored with density fluctuations using different frequencies.

The model predicts the phase and amplitude aberrations on wavefronts,

and the acoustic pressure that makes it possible to study the mechanisms

associated with cerebrovascular disorders.
Conclusion
A new dynamic model using the FDTD method has been developed

for simulation of the nonlinear acoustic fields and thermal absorption

patterns in the human head. The model employs a pressure-density

relation that incorporates the effects of medium heterogeneities and

nonlinearity. The findings offer a way to improve the diagnostics of

cerebrovascular disorders as it gives insights on distribution of pres-

sure levels and distorted waveforms associated with some anomaly in

brain physiology.
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Fig. 2 Vessel model overlapping real vessel surface
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Purpose
Theoretically superior to standard 2D monitors 3D video systems did

not achieve a breakthrough in laparoscopy up to now because of

lower resolution, uncomfortable use and higher work-load. Further-

more visual alterations, such as eye strains, diplopia and blur have

been associated with the use of stereoscopic displays. Latest 3D

monitors including autostereoscopic displays and high resolution are

constructed to overcome these restrictions.
Methods
Prospective randomized study on 48 individuals with different

experience levels in laparoscopic surgery. Comprehensive and highly

standardized evaluation of three different 3D displays (a glasses based

3D HD monitor, a autosteroscopic display and, a mirror based and

theoretically ideal 3D display) and comparison to a commercially

available 2D HD display (Fig. 1) by assessing multiple performance

and mental workload parameters, as well as test subjects’ ratings

during a laparoscopic suturing task (Fig. 2). As performance param-

eters we evaluated the time to complete the task and measured the

precision of stitching, as well as electromagnetic tracking of instru-

ments provided information on the instruments path length and

movement velocity. The NASA TLx questionnaire was used to assess

the mental work load of test persons. Subjective rating focused on the

usability of each monitor, the perception of visual discomfort and on

the quality of image transmission of each system.
Results
All performance parameters were superior with the conventional 3D

HD glasses-based display as compared to the 2D and the autoste-

reoscopic display, but were often significantly exceeded by a custom

built mirror 3D display. Subjects performed the task faster and with a

higher precision, when visualization was achieved with the 3D HD

display and mirror display, as well as the instrument path length was

shortened by means of improved depth perception. Work-load

parameters as evaluated by the NASA task load index did not show

significant differences. Test persons complained of impaired vision

while using the autostereoscopic monitor, while no visual discomfort

was reported on the 3D HD display and the mirror display. Particu-

larly the 3D HD and the 2D HD display were rated as user-friendly

and applicable in daily work. Test results were not influenced

remarkably by the training level of involved test persons.
Conclusion
Latest 3D HD displays will improve performance of surgical inter-

ventions resulting in a faster performance and higher precision

without causing a higher mental workload to the user. Thereby they

have the potential to significantly impact on the further development

of minimally invasive surgery. However, as shown by the custom

built 3D mirror display, this effect can even be improved thus stim-

ulating the further research. The autostereoscopic display on the other

hand offers an innovative solution for glasses-free stereoscopic

visualization; however, the system could not convince completely

during this study.
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Purpose
This paper describes a method of abdominal lymph node (LN) seg-

mentation based on radial structure tensor (RST) analysis. LN

analysis is one of important parts of lymphadenectomy, which is a

surgical procedure to remove one or more LNs in order to evaluate

Fig. 1 Illustration showing the different workplaces, including a

conventional 2D and 3D HD monitor, a prototype autostereoscopic

3D display of Fraunhofer HHI and a custom built monitor system

using an arrangement of mirrors (Fraunhofer HHI) which is supposed

to provide the best possible 3D reproduction

Fig. 2 Experimental setup for evaluation of different 3D and a 2D

laparoscopic monitors. Subjects had to complete a laparoscopic

suturing task under standardized conditions. Procedure time, electro-

magentic tracking of instruments and accuracy of suturation were

assessed as performance parameters, while the NASA Tlx score

provided information concerning the mental work load. To prevent

bias laparoscopic cameras and video devices were idententical among

the different workplaces (Karl Storz� 3D TIPCAM NTSC)
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them for the presence of cancer. Also, physicians routinely assess LNs

to evaluate the effectiveness of treatment and the disease progress by

using CT scans. Therefore, it is important to detect and extract LNs

automatically from CT scan.

Several methods for automated LN detection and segmentation are

proposed. As LNs can be characterized as blob-like structures of

varying size and shape within a specific intensity interval, Feuerstein

et al. and Oda et al. utilized Hessian analysis to extract mediastinal

and abdominal LNs, respectively [1,2]. These methods have high

sensitivity. However, there are a lot of false positives (FPs), and the

shape of extracted LNs does not correct. These Hessian based

methods rely on the assumption that the local shape can be estimated

sufficiently by the local Hessian. Therefore, the response of Hessian

analysis becomes unstable in the marginal region of a local structure.

Furthermore, the assumption is not sufficed by LNs. Because the

typical distance between a LN and surrounding structures is smaller

than their extent, and a Gaussian filter in Hessian analysis would

blend a LN and surrounding structures into each other. To solve this

problem about Hessian analysis, Wiemker et al. proposed RST

analysis, which is an extension of the general structure tensor analysis

[3]. The RST correlates position and direction of the gradient vectors

in a local neighborhood. As Hessian based analysis, also RST yields

positive and negative eigenvalues which can be utilized to discrimi-

nate between difference shapes.

This paper proposes a method of automatic abdominal LN seg-

mentation based on RST analysis. In Section 2, we describe the

detailed procedures of the proposed method. Section 3 shows

experimental results of abdominal LN segmentation.
Method
Overview

The proposed method consists of two steps: (a) LN segmentation

based on RST analysis, (b) FP reduction based on connected com-

ponent analysis. In step (a), we extract LN candidates by utilizing

RST analysis in each voxel of CT scan. In step (b), we eliminate FPs

by utilizing volume and shape of connected components.

LN segmentation based on RST analysis

First, we extract LN candidates by utilizing RST analysis. RST is

given by

TðxÞ ¼
X

i

X
j
aðxijÞ � gðxijÞ � rT

i ;

where x and xij are positions. The i is index of direction, and j is index

of sampling point according to direction i. The a(xij), g(xij), and ri are

the local opacity of xij, the local gradients of xij, and normalized

direction vector from x to xij, respectively. The a(xij) is given by

aðxijÞ ¼ f
0 if f ðxijÞ� fmin

1 if f ðxijÞ� fmax

ðf ðxijÞ � fminÞ=ðfmax � fminÞ otherwise;

where f(xij) is intensity value of xij in CT scan, and fmin and fmax are

parameters. And the xij is given by

xij ¼ xþ j � Dr � ri;

where Dr is step size of RST computation. In order to avoid the extent

of surrounding structures, RST analysis introduces a mechanism of

ray termination based on accumulated opacity in ray casting.

Wiemker et al. defined the accumulated opacity ai of direction ri as

ai ¼ ai�1 þ ð1� ai�1Þ � aðxijÞ � Dr;

Each ray is terminated if either the radius R (R = j�Dr) becomes

larger than a certain maximum radius Rmax or if the accumulated

opacity approaches 1. The T(x) obtained by this procedure is

generally not symmetric. Therefore, we symmetrize the RST by

adding the transposed matrix as Ts(x) = T(x) + T(x)T to obtain real

number solution. Then, in order to extract candidates of LNs, we

utilized blobness B(x) in the same way as Hessian based methods. The

B(x) is defined as

BðxÞ ¼ f
jk2j2jk0j ifk0� k1� k2

0 otherwise;

where k0, k1, and k2 are eigenvalues of Ts(x) (|k0| C |k1| C |k2|). We

obtain voxels, which B(x) are greater than zero, as LN candidates.

False positive reduction

The LN candidates include a lot of FPs. In this step, we eliminate FPs

by utilizing volume V and spherical index S of connected compo-

nents. LNs can be generally observed as spherical objects of a certain

size in CT scans. Therefore, we remove the component which satisfies

any of following conditions:

V\Vmin

V [ Vmax

S\Smin;

where Vmin, Vmax, and Smin are parameters in order to remove FPs.

Finally, we obtain the remained components as LNs.
Results
We have evaluated the proposed method by sensitivity and visual

inspection of LNs extracted. In the experiment, we utilized 23 cases of

contrast enhanced 3-D abdominal CT scans, which include 55 LNs.

Acquisition parameters of the CT scans are: 512 9 512 [pixels],

238–521 [slices], 0.625–0.782 [mm/pixel], 0.5–1.0 [mm] reconstruction

interval. The parameters utilized in the experiment were Dr = 1.0 [mm],

fmin = 35 [HU], fmax = 45 [HU], Rmax = 15.0 [mm], Vmin = 21p
[mm3] (volume of sphere with 5.0 [mm] diameter), Vmax = 300p [mm3]

(volume of sphere with 30.0 [mm] diameter), and Smin = 0.2.

Figure 1 shows examples of LNs extracted by the proposed

method. These shapes are also correctly by visual inspection. The

sensitivity of the proposed method was 81.8 % with 107 FPs per case.

Figure 2 shows examples of FPs and false negatives (FNs). Some of

FPs exist in the intestinal wall and blood vessel. The FP reduction

process of the proposed method does not utilize surrounding regions.

However, the proposed method can extract the shape of LNs cor-

rectly. Therefore, these FPs may be removed by information of

surrounding regions. We consider that a machine learning approach

based on these information is one of solution of improvement of the

Fig. 1 Examples of LNs extracted by the proposed method. In each

subfigure, the original CT scans are shown on the upper row (window

level: 30 [HU], window width: 300 [HU]) and overlaid with extracted

LNs on the bottom row. Extracted LNs (true positives) are colored in

green. FPs are colored in red
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FP reduction process. FNs are caused by LN connected to sur-

rounding structures which have similar intensity. Such LN reduces its

spherical index. Therefore, it was removed by FP reduction process.

In order to resolve this problem, it is necessary to improve RST

analysis that can extract local structures separately.
Conclusion
This paper proposed a method of automatic abdominal LN segmen-

tation based on RST analysis. The experimental result reveals that the

sensitivity of the proposed method was 81.8 % with 107 FPs per case.

The proposed method could extract the shapes of LNs correctly.

Future work includes: false positive reduction based on machine

learning approach, improvement of RST analysis, and application to

LN analysis and surgical planning.
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Purpose
We propose here a combination of state-of-the-art optical tracking

and image processing methods to perform low-latency deformable

registration during MRI guided focused ultrasound surgery (FUS), a

non-invasive treatment for abdominal tumors. The aim is to contin-

uously track points in a 3-dimensional region of interest (here the

liver) in order to measure respiratory motion and finally compensate

for it. In a previous experiment we have successfully demonstrated

motion prediction using semi-automatically marked points in MR

images as ground-truth to train a predictor model that solely relies on

breathing sensors and the previously marked points [1]. Additionally

we have made experiments to use those marked points as movable

sampling points in a 3D tetrahedral deformable mesh that has been

constructed from a MR image segmentation of the liver. When

applying the motion vectors to those sampling points, the simulated

mesh exposes approximate behaviour of the liver under respiratory

motion (see Fig. 1).
Methods
The method presented here is our approach to retrieve the ground-

truth, respectively the sampling points for the simulation fully auto-

matically and with low latency. In a more sophisticated approach, we

plan to use the positions from the predictor model as sampling points

for the simulation.

For evaluation we have used two MR image sequences of 12 min

each recorded with two healthy volunteer test-subjects. Each 3D MRI

volume consists of 28 slices with a latency of 220 ms between each

slice, summing up to 6.16 s per volume. The first 3D MRI volume for

each subject has been used as a reference, where each slice is used to

train reference keypoints and descriptors. All subsequent slices are

then matched to their reference counterpart to determine the motion

for each matched keypoint.

Before performing the actual matching, each slice is being pre-

processed, involving a histogram equalization to increase the overall

contrast and bilateral filtering to reduce noise without blurring the

edges. The processed image is then used to calculate SURF [2]

keypoints and SIFT [3] descriptors which are fed to a k-Nearest

Neighbors matching. Finally we employ RANSAC classification to

remove possible outliers and to preserve high consistency in the

actual matching.

The first few MRI volumes are used as an internal learning and

evaluation phase to determine which keypoints from the reference

slices can be found most reliably in the subsequent slices, as only

those keypoints are suitable to serve as ground-truth to update the

predictor model.
Results
Although the method is limited due to the compromise between

image quality and MRI sequence recording latency, we have

Fig. 2 Examples of FPs and FNs. In each subfigure, the original CT

scans are shown on the upper row (window level: 30 [HU], window

width: 300 [HU]) and overlaid with extracted FPs and FNs on the

bottom row. FPs and FNs are colored in red and blue, respectively

Fig. 1 Tetrahedral liver mesh segmented from MR image
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obtained convincing results. The SURF keypoint detector could find

a sufficient number of keypoints, while the number of re-occurring

reference keypoints in subsequent timepoints is high enough to

derive motion for those points over a full breathing cycle (Fig. 2).

However, due to the generally low contrast and fairly high noise in

liver MR images, those features are limited to blood-vessels or

the organ’s boundary. Additionally, using this method we were able

to fulfill the real-time criteria, i.e., processing time_per_slice\MRI_

latency_per_slice.
Conclusion
The proposed combination of image processing methods enabled us

to retrieve well distributed keypoints across the region of interest

containing the liver, which previously was lacking relevant track-

able information due to low contrast and high noise. The keypoints

are well suitable to generate appropriate SIFT/SURF descriptors

which expose high distinctiveness and allow robust tracking. The

matched keypoints in subsequent timepoints showed good repeat-

ability which make them suitable to either update the predictor

model or to serve as sampling points in the deformable simulation.

Finally, even a CPU SURF implementation is fast enough to fulfill

our timing requirements, which even allows larger regions of

interest when using GPU implementations of SURF. Adaptions of

the above described method are possible, e.g., it is possible to

update the reference images to cope with global motion or drifts

that can occur during FUS treatment. Additionally we plan for the

future to extend the matching to also consider adjacent slices as

well as applying the same matching to a different perspective than

only the original slices, i.e., by flipping the 3D volume by 90� and

process the flipped perspective’s slices to determine motion in the

third dimension.
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Purpose
The main aim of this research is extraction and three-dimensional visu-

alization of the posterior cruciate ligament (PCL). Posterior cruciate

ligaments (together with anterior cruciate ligament and collateral liga-

ments ensure rotational stability of the extended knee) belong to the

group of anatomical structures, which are frequently susceptible to

injuries. The success of ligaments reconstructive procedure depends on

many factors, mainly an accurate diagnosis based on the location, seg-

mentation and 3D visualization of these anatomical structures. Computer

visualization of the posterior cruciate ligaments provides a way for better

understanding the ligament function in the knee joint. Further, properly

validated 3D models can be used in the design of knee implant systems.
Methods
The block diagram of the presented methodology providing the major

outline of the overall algorithm is given in Fig. 1. In this research in

order to lower of the computational complexity and to increase of the

efficiency an automatical procedure of the extracting 2D regions of

interest (ROI) that include the PCL structure has been elaborated.

This procedure has been based on the analysis of the T1-weighted MR

Fig. 2 Re-occurring matches with large displacement

Fig. 1 The block diagram
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slices in a sagittal series and the processed area has been reduced

meanly three times. The location procedure of the posterior cruciate

ligament on the T1-weighted MR slices of the knee joint is based on

the entropy and energy measures of fuzziness and fuzzy c-means

(FCM) algorithm with median modification. In the first step a main

axis running along the thighbone and tibia is determined. In the next

steps the main axis permits four ROI 2D edges to be found: upper and

lower edge—maximum distance between the main axis and right edge

of thighbone and tibia respectively, right and left edge—shift of the

main axis by distance between the main axis and right and left edge of

tibia respectively. The segmentation process of the PCL structures is

based on a fuzzy connectedness concept. Generally this is an iterative

method, that permits the fuzzy connectedness to be determined with

respect to the chosen image pixel (pixel included in the extracted

structure). Result a 3D visualization procedure is rotates the seg-

mented structure of the posterior cruciate ligament. The 3D PCL

structures we can observe in whichever plane in two ways: only the

3D PCL structure or the 3D PCL structure against the knee joint

background. This method has been implemented in MATLAB and

tested on the clinical T1- and T2-weighted MR slices of the knee

joint. The 3D display is based on the Visualization Toolkit (VTK).
Results
The methodology has been tested on 68 clinical T1- and T2-weighted

MR studies. This group consists of 56 healthy and 12 pathological

cases of the posterior cruciate ligaments. On the basis of comparing

the original T1-weighted MR slices of the knee joint with the seg-

mented PCL structures the radiologists stated that in 62 (91 %) cases

the proposed posterior cruciate ligament segmentation method yiel-

ded correct results. The evaluation has been performed by two

radiologists and in 62 studies (91 %) the PCL segmentation has

pasted the test. Ten ligaments are presented in Fig. 2. The breaking of

thighbone structures in the vicinity of the knee joint excludes the

possibility of using the proposed algorithm for finding the 2D ROI,

which includes the PCL. This kind of pathology is not a common

case. Its diagnosis is not a difficult problem for radiologists and does

not require from them a time-consuming analysis of the T1-weighted

MR slices of the knee joint. The presented methodology does not

yield correct results in case of a lack of thighbone and tibia location

along the same axis. This application allows for a deviation of 20�
between both bones. The deviation of more than 20� was found in

patients with degeneration in the knee joint and causes an incorrect

location of the 2D ROI.
Conclusion
On the basis of the described methodology a software application has

been built. This application is dedicated for the cruciate ligament

diagnosis and makes it possible to show the PCL structures in the 3D

space. The presented method of enhancing the idea of fuzzy image

creating and using the entropy and energy measures of fuzziness to

the posterior cruciate ligament location in the T1-weighted MR slices

of the knee joint and fuzzy connectedness idea to the segmentation of

that structure, seems to be very effective and promising.
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S. Holtzhausen1, Ch. Schöne1, R. Aschoff2, M. Schild2, H. Meissner3,

P. Sembdner1, R. Stelzer1

1TU Dresden, Chair of Design Technology and CAD, Dresden,

Germany
2University Clinical Center, Dermatology Polyclinic, Dresden,

Germany
3University Clinical Center, Dental Prostheses Polyclinic, Dresden,

Germany

Keywords Fringe projection � Wound documentation � Planimetry �
3D scanning

Purpose
In present medical dermatological practice, 2D information is used for

documentation of wounds or skin tumours [1]. This includes digital

photos as well as the application of planimetry. It is possible to

efficiently document therapy states and therapies as a function of time

by analysing and using digital 3D information about skin ulcersas

well as keloids or hypertrophied scars that can be recorded by means

of advanced 3D-scanning technology.
Methods
An objective documentation of chronic wounds is, among other

things, necessary for the description of healing processes [2]. Mea-

surement of size both initially and during the healing process is the

most essential parameter. Documentation should be carried out by

means of a method that is accurate, reliable and objective as possible

in the development of new wound products as well. The therapeutic

application of silicone-based wound dressings was checked in an open

monocentric pilot study. We used a biocompatible silicon grid with

no active agents by a company. Additionally, we engineered analysis

methods for chronic wounds and tested them within this study.

In recent years progress in new sensor technology has made it

possible to reduce scanning times to milliseconds [3]. Furthermore,

hand-guided or hand-held apparatuses, and their miniaturization, have

become more important in medical practice.

For the investigations, we used two different 3D scanners that are

suitable for hand-guided use: zSnapper portable by VIALUX and

kolibri CORDLESS, engineered by the Fraunhofer IOF Jena, both

based on fringe projection. Instead of this, other related works use

laser-based triangulation systems [4]. These methods have disad-

vantages in terms of detected texture, accuracy and the sensitivity of

specular light.

As a result of 3D scanning, we obtain ordered scanned point data

or faceted triangular meshes. Using the scanned data, it is possible to

represent the wound boundary as a 3D curve. The individualFig. 2 3D views of the PCL structures for 10 different studies
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boundary segments are described by the corresponding measuring

points located on the wound boundary.

With the closed three-dimensional wound boundary curve, the

curve length can be determined as a documentation parameter. At the

same time, it is possible to quantify the area of the region included by

the curve by summing up the faceted partial surfaces. This value can

also be used for documentation purposes and represents the wound

area. To determine further characteristics, the curve of the skin sur-

face under healthy conditions must be ascertained. It is thus an asset

that biological objects, and human skin in particular, are continuous in

a mathematical sense in bounded regions and are relatively simply to

describe.

To calculate the geometry of the healthy skin, the region bounded

by the wound boundary curve, that is the region within the wound, is

eliminated from the data record. Curvature at the wound boundary

can be determined by means of a defined boundary region. The cur-

vatures are used as a basis to calculate support splines. These take a

tangential course to the healthy wound boundary.

These support splines make it possible to estimate surface points,

from which, in turn, the surface is discretely described by triangula-

tion. The results correspond to a skin surface free of defects [5].

The calculation of the healthy skin structure makes it possible to

estimate the wound volumes in the region that is included by the

wound area and the healthy area.

The areas represented in Fig. 1, either the area of the complete

surface of the wound region or that of the calculated healthy skin

region, can be brought together using an assigned value. This H factor

(healing factor), stands for a calculated value that brings the area of

the wound and the healthy area into proportion.

As a rule, the wound- or scar area is larger than the healthy area.

As a result, the H factor is less than 1. If the H factor approximates 1,

then both areas are roughly the same. Whereas the length of the

wound boundary may vary widely in case of interactive selection, the

H factor is relatively robust in terms of its value.
Results
3D scanning makes it possible to represent a chronic wound in a

contactless manner. Thus, the method can be used for documentation

of the healing process.

After recording with the optical scanner (Fig. 2), we obtain tex-

tured triangles that describe surfaces. The gray scale texture of the

surface corresponds to the real contrast values of the wound. Based on

the texture and the three-dimensional representation of the wound, the

doctor can define the wound boundary. To do this, the doctor marks

line segments on the data record. With the developed program

KTC_WoundControl we may immediately calculate the surface curve

of the skin regions in a healthy condition. The curve is approximated,

taking into account the boundary regions of the wound. Other

parameters determined are the boundary length and the wound area,

as well as the volume between the surfaces, known as the wound

volume.

The pilot study is aimed at recording and objectifying the volu-

metric change of chronic wounds by means of the 3D measuring

technique in the therapeutic use of silicone-based wound dressings.

The values were consistent with the clinical process of the wound. In

other words, the volumes and areas of the ulcer determined by the 3D

measuring technique also decreased during wound healing. In the case

studied here, wound area decreased by 37.16 % and the wound

volume by 97.98 % in 28 days (doctor’s round 3). Healing was

achieved after 56 days (doctor’s round 4). Moreover, surface mea-

suring by means of 3D scanning proved to be more precise than the

planimetric method.
Conclusion
With the software solution we have developed, the doctor can directly

measure the wound area during or immediately after the consultation.

This makes it possible to document the therapy process over several

months and to estimate the degree of success of the treatment. Sub-

sequent research projects will focus on computer-assisted

determination of the wound boundary, which will reduce the influence

of the doctor’s subjective perception.
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Purpose
Evaluation of circulating blood volume is important in assessing the

status of patients in critical and intensive care. Although the central

venous pressure (CVP) and the stroke volume variation (SVV) have

been used for the evaluating the circulating blood volume, these

methods are invasive and difficult to perform during emergencies.

Some recent studies have attempted to evaluate the circulating blood

volume using the ultrasound image of internal jugular vein (IJV),

located on the left and right side of the neck [1]. Although some

studies have suggested that ultrasound images of the IJV can be usedFig. 1 Volume and surface for wounds (left) and scars (right)

Fig. 2 Application of the 3D hand-held scanner (kolibri CORD-

LESS, Fraunhofer Institute for Applied Optics and Fine Mechanics

IOF), example: leg wounds
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for the analysis of circulating blood volume, accurate extraction of

IJV is necessary to reduce errors and determine appropriate indicators

to evaluate the circulating blood volume. Therefore, this study was

designed to develop a new algorithm for dynamic segmentation of

IJV, and evaluate the accuracy of our algorithm.
Methods
Our algorithm is based on snakes [2] and speckle tracking models.

Snakes are one form of active contour models, were used for various

segmentations in the ultrasound image [3]. Although the snakes

algorithm can be applied to various image types, the tracking often

fails because the calculation is strongly affected by local solutions

that are derived from the noise of the image. While it may be possible

to reduce the error by constricting the control points of the snakes

inside the region of interest (ROI), but it cannot follow fast motion

because the actual edge will be outside ROI. To solve these problems,

a new algorithm using speckle tracking-assisted snakes were pro-

posed. As the ROI of the control points of the snakes tracking

algorithm was dynamically moved using speckle tracking, ROI size

can be decreased leading to a reduction in the tracking error. Our

algorithm includes the following two steps:

1. Move the control points of the snakes along the motion of the

tissue using speckle tracking.

2. Perform the original snakes and converge it along the edge.

The accuracy of the extraction was evaluated to validate the

developed algorithm. valuated by comparing the region extracted

using our algorithm with the one extracted manually by a doctor from

the emergency department. The manual extraction was performed

using a pen tablet to extract the contour. The evaluation method used

in this experiment was based on the method proposed by Zijdenbos

et al. [4]. The extraction was evaluated by the following similarity

index (S):

S ¼ 2� A \M

AþM
ð1Þ

Here A is the area of the automatically extracted region, and M is

the area of the manually extracted region, two regions are similar

when S is close to 1.The similarity index of the proposed method, the

snakes, and the speckle tracking were evaluated separately. Five

frames were evaluated, which were randomly chosen from 11

ultrasound videos of the IJV. All the frames of one movie were

also evaluated, to observe the change in the similarity index over

time. A paired t test was performed to ascertain if the differences in

the results obtained with the three methods were statistically

significant. The t test was used for the verification because they

were results of the same movie.
Results
Our algorithm enabled more accurate tracking compared with stan-

dard methods. Figure 1 illustrates the results of the evaluation. The

similarity index of the original snakes, standard speckle tracking, and

our method was 0.83 ± 0.04, 0.84 ± 0.08, and 0.88 ± 0.04,

respectively. The difference between our method and the original

snakes, and the difference between our method and the standard

speckle tracking was statistically significant (p \ 0.001). Figure 2

illustrates the change of similarity index over time for all methods.

The similarity index of speckle tracking decreased with time. In

contrast, the similarity index was almost constant for the standard

snakes and the proposed method. However, the average value for our

method was higher than those of the standard snakes.
Conclusion
The results of evaluation of the extraction demonstrated that our

algorithm enabled more accurate extraction of IJV area compared

with other standard methods. Because our algorithm moves ROI of

the control points of snakes using speckle tracking, the size of ROI

can be downsized that leads to a reduction in error. The validation

experiment demonstrated that our algorithm gives higher performance

compared with the standard snakes or speckle tracking.
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3Hôpital Saint Joseph, Radiology Department, Paris, France
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Purpose
Hydrocephalus is a neurological disorder that usually results from

obstruction of the cerebrospinal fluid (CSF) outflow in the ventricles

or in the subarachnoid space. MRI offers a great deal of information

to specialists in the clinical diagnosis and treatment processes ofFig. 1 Evaluation results for each method

Fig. 2 Changes of similarity index in time series
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hydrocephalus. Recently we have proposed a new MRI sequence that

significantly highlights the CSF and a segmentation method to assess

its space volumes [1]. Those studies indicate us that the fluid distri-

bution in the cortical subarachnoid space varies significantly,

according to whether or not there is a pathology. However, visuali-

zation and analysis of the fluid distribution, particularly that of

cortical sulci, remain difficult in 3D.

This paper proposes a method to retrieve a 2D relief map of the

CSF in the upper cortical subarachnoid space from the 3D images. We

define the upper cortical subarachnoid space as the region located

above the plane that passes through the anterior and the posterior

commissures. The posterior commissure is located behind the top of

the cerebral aqueduct that can be readily detected in the 3D images

(See Fig. 1). This new representation provides both qualitative and

quantitative information on the fluid distribution that surrounds the

brain.
Methods
A relief map is generated as a 2D digital image where each pixel

corresponds to the amount of fluid between the center of the cortical

subarachnoid space, i.e., the posterior commissure, and an obser-

vation point of the outside of the head. Such 3D observation points

are positioned on the hemisphere that covers the upper space. We

explain how to generate a relief map from a 3D image in the

following.

1. Positioning the hemisphere and image pre-processing

The center c of the hemisphere is manually set by a specialist with

respect to the given data from the anatomical viewpoint. After set-

ting c, the radius r is then calculated such that it is more than the

maximum distance from c to voxel points of the CSF volume

(see Fig. 1). Images are cropped through the cut-off plane and the

ventricular space is removed, then they are binarized to obtain

a voxel set.

2. Projection of voxel centers onto the hemisphere

Once we have the hemisphere with center c and radius r, we project

each voxel center point v onto the hemisphere by drawing a three-

dimensional line going through c and v and obtaining its intersection

with the hemisphere. This intersection is the projected point of v on

the hemisphere, denoted by p.

3. Mapping from the hemisphere to the plane

All the points p on the hemisphere are now projected on a 2D plane.

For this goal, we use the Lambert equal-area projection as it possesses

the following interesting properties: bijection, diffeormophism, and

area-preservation [2]. On the other hand, it preserves neither angle nor

distance, and thus shapes are distorted in the plane. However, such

distortion is less observed if the projection is restricted to the hemi-

sphere centered at the projection point. The following formulas

are applied for each point of the hemisphere p = (x,y,z) such that

(x - cx)2 + (y - cy)2 + (z - cz)
2 = r2 and z C cz, to obtain the 2D

point P = (X,Y) located in the disc with center at the origin and

radius H2r :

X ¼ ð2r=ðrþ z� czÞÞ1=2ðx� cxÞ;
Y ¼ ð2r=ðrþ z� czÞÞ1=2ðy� cyÞ:

4. Voting in the 2D digitized disc

For generating a relief map, we digitize the disc, obtained by the Lambert

projection, with a square grid of pixel sizeH2r/N. The obtained 2D image

containing this digitized disc thus has the support of size

(N + 1) 9 (N + 1). Each projected point P then votes for the pixel that

contains P itself. After this voting procedure for all projected points, each

pixel has a vote as its altitude, so that the relief map is produced.

The relief map has the following properties: the total amount of

altitudes in the map is equal to the volume of the initial 3D voxel set;

each voxel is associated to only one pixel in the relief map. As we use

the Lambert equal-area projection, we suppose that every pixel has a

similar altitude for a digitized solid-hemispherical object at center

(cx,cy,cz).
Results
Experiments were performed on 38 MR images of different subjects

(12 healthy volunteers and 26 hydrocephalus patients, ages: 23–91).

Figure 2 shows examples of relief maps obtained with our method.

Quantitative assessments on relief maps were carried out by cal-

culating the ratio of the fluid area to the projection disc area

(96.18 % ± 0.78 for healthy adults and 88.95 % ± 5.97 for patho-

logical cases) and the first moments [3]. The latter indicate that for

pathological cases the fluid distribution is depleted in the posterior

region of the brain asymmetrically towards the frontal region: the

relative change of the centroid position along the horizontal axis to

healthy adults is -10.55 % and that of the skewness is +337 %. This

shows up the capability of this approach to quickly verify that the

fluid distribution has returned to a normal state after a surgery as

shown in Fig. 2.
Conclusion
This work uses a new MRI sequence that significantly highlights the

CSF, and succeeds in providing a relief map of the upper cortical

subarachnoid space. Our tool allows to visualize and estimate the fluid

Fig. 1 Sagittal cross section of an original image (a) and Lambert

projection on the 2D grid (b)

Fig. 2 Colored relief maps for an healthy adult (a), and an

hydrocephalus patient before (b) and after (c) a surgery. The frontal

region of the fluid is on the left part of the map. The sagittal plane

separates the map horizontally and appears brighter
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volume and its distribution into the upper space. This new ability may

represent an important breakthrough for diagnosis and for monitoring

patients, particularly those suffering from hydrocephalus, before and

after surgery.
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Purpose
Tumor morphology has been confirmed to be closely correlated to its

benignity or malignance in breast cancer diagnosis. The correlations

have been extensively investigated and applied in clinical practice.

Although the tumor morphology is very useful for breast cancer

diagnosis, there are also certain amounts of false cases where the

morphology information along is not adequate for making accurate

diagnosis. However this ambiguity of distinguishing tumor may be

resolved if their biomechanical properties are taken into account.

Therefore quantitative analysis of the biomechanical properties of

tumors has received massive attentions and a large number of

methods for measuring tumor’s biomechanical properties have been

proposed in recent decades. However a systematic representation of

tumor phantoms which the tumor’s phantom can efficiently represent

the morphological and biomechanical information for experimental

investigation is still lacking. In this paper we proposed a statistical

shape model for describing 3D breast tumor’s shape and construction

of a set of tumor phantoms which represents the typical tumor shapes

together with different mechanical properties.
Methods
Image acquisition, processing, segmentation and 3D reconstruction

Data base for breast tumors are from 3D ultrasound images acquired

from GE Healthcare Voluson 73. Total number is 259, including 145

benign tumors and 114 malignant ones. Each 3D ultrasound image

was processed as 199 slices and the resolution of each slice is

181 9 163 pixels. After manual localizing the breast tumor and

defining ROI (region of interest), these images were inputted to open

source software ITK for image enhancement, segmentation (based on

snakes, active contour models) and 3D reconstruction (in STL format)

and then inputted to open source software VTK for display.

3D Tumor model resampling

A statistic shape model is constructed to represent 3D tumor by PDM

(point distribution method) and PCA (Principal Component Analysis).

The aim of statistical shape model for 3D breast tumor is to build a

model which is capable of representing both typical shape and vari-

ability. First step is to decide the landmarks. However unlike human

anatomy there are no specific anatomical features among breast

tumors. We chose an equally distributed point model for describing

3D tumor shapes. At the same time we decided to reduce the total

points of the 3D tumor model down to 1,272 with taking into account

of model accuracy and computation simplicity. The equal distributed

points of sphere for resampling the 3D tumor model is formulated by

an icosahedron with further triple sub-division. Each triangle on the

sampling sphere will find the corresponding triangle on the 3D tumor

model.

Alignment and PCA

In order to be able to compare equivalent points from different shape,

these points are aligned with respect to a coordinate system. In this

case the 3D tumor model is aligned by defining a coordinate system,

in which the origin is defined as the center of mass, X-axis as the

longest axis of the tumor, Y-axis the longest axis which is perpen-

dicular to X-axis and thus Z-axis as the cross of X-axis and Y-axis.

Alignment of the point set of each tumor model is achieved by

scaling, rotation and translation of the coordinate systems. Each

tumor is represented by a vector in a 3n space after alignment. The

principle axes fitted to the data set can be calculated by PCA. Each

calculated principal axis represents a variation mode. The variation

mode describes the tendency of these landmark points moving among

these tumors.

Design and manufacturing of 3D Tumor Phantoms

In tumor phantom determination, we design to select the first two

variation modes and varying the associated weighting from +2r to -

2r as shown in Fig. 1. Then the tumor phantoms are scaled to the size

from 6 mm to 15 mm. The shapes of tumor phantoms are in STL

format and output to Solidworks software for tumor mold design

(Fig. 2). The mold is then manufactured by a rapid prototyping

machine and the materials for making tumor phantoms is from room

temperature vulcanizing silicon material (General Silicones Co. Ltd.,

Taiwan). Two-package types: GS-875, RTV-664, and RTV-4020 can

be adjusted their proportions for different stiffness.
Results
Total numbers of 200 tumor phantoms have been manufactured by

combination of first two variation modes with 5 different weighting,

4 different sizes and 4 different types of stiffness. This tumor

phantom set was further located into breast phantoms as embedded

inclusions to simulate the breast with lesions in prone pose. We

utilized these phantoms in tumor indentation and sliding tests for

collection and analysis of the reaction forces and torques. The

measured data show that the first two shape variation modes are

adequate to reflect the biomechanical properties of tumor as the

experiment showed that increase of more variation modes to the

tumor phantom made no significant difference on the measured

outputs.
Conclusion
We have successfully built a statistical shape model for breast tumor

phantom construction from 3D ultrasound images. These constructed

phantoms can effectively reflect the effects of tumor’s morphology on

the biomechanical properties. In the future we will utilize these

phantoms to investigate specific mechanical properties, such as

stiffness and mobility of tumors in conjunction with morphological

Fig. 1 First two shape variation modes of the statistics shape model

of breast tumors
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features of 3D ultrasound images to improve the prediction of tumor’s

benignity or malignance in breast cancer diagnosis.
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in 3D slicer
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Purpose
Assessment of time series of Positron Emitted Tomography (PET)

can be used for monitoring tumor response in cancer treatment. In

clinical practice, PET analysis is based on normalized indices such

as those based on standard uptake value (SUV) [1, 2, 3]. Develop-

ment and validation of such methods for the purposes of clinical

research require a common open platform that can be used both for

prototyping and sharing of the analysis methods, and for their

evaluation by clinical users. This work was motivated by the lack of

such platform for quantitative PET analysis. It was our goal to

develop and evaluate an open source software tool for quantitative

analysis of tumor changes from PET image data. Our second goal

was to make this platform extensible. Extensibility makes the plat-

form also suitable for prototyping PET-specific segmentation and

quantification methods.
Methods
We have chosen 3D Slicer 4 (http://slicer.org), a free open source

software application for medical image computing, as a platform for

this work [4]. The functionality has been implemented as a 3D Slicer

extension that guides the operator through a series of workflow steps.

These steps include import of DICOM PET/CT studies, segmentation

of findings and presentation of the analysis results. The key compo-

nents of the analysis are the following.

Visualization

For the qualitative analysis as well as for registration and seg-

mentation, the image data is visualized as PET/CT fusion images

in 2D slice views. Interactive 3D volume rendering of the PET

data is available for quick overview and hot spot localization. The

results of the quantitative analysis are visualized as plots by using

3D Slicer charting capabilities see Fig. 1. Visualization settings are

initialized automatically by the software, but can be modified by

the user.

Segmentation

Segmentation of the volumes of interest (VOIs) corresponding to the

lesions is a preliminary step for PET quantification. The Editor

module of 3D Slicer has been integrated into the analysis workflow,

providing access to a variety of segmentation tools. The plugin

architecture of the Editor module simplifies integration of new seg-

mentation algorithms implemented as ITK or VTK filters.

Quantification

SUV for the segmented VOIs were calculated for longitudinal anal-

ysis of tumor changes. The default quantification method in this work

uses the body weight as normalization factor for the SUV parameter

(SUVbw) [3] and calculates the minimum, mean and maximum

SUVbw values for a given VOI. The application of this rather simple

normalization factor, in contrast to the usage of body surface area or

lean body mass, improves the applicability of our tools in clinical

research practice. The parameters needed for the calculation of the

latter indices are often missing in the DICOM headers of common

PET data. Due to the architectural modularity of the software, the

computation algorithms for the quantification can also be extended by

other researchers in order to prototype and develop more sophisti-

cated quantification methods.

Evaluation

Heuristic usability evaluation [5] with clinical and software devel-

opment experts was conducted after the completion of a first stable

release of the module. Heuristic evaluation is a usability inspection

method in which three or more evaluators examine an user interface

for usability issues applying a set of heuristics to the interface and

assess the severity of each violation. Our setup included two different

groups of evaluators composed of 3 clinical experts in the field of

PET research in one group and 4 Slicer development experts in the

other group. To evaluate the reproducibility of quantification, 8

evaluators who were not specialized in PET assessment applied the

software to analyze the same dataset.
Results
The functionality was implemented as an extension to the 3D Slicer

software platform. This extension is free open source and is inter-

operable with Windows, Mac and Linux operating systems. Timing

needed for processing was assessed on an Apple Macbook Pro (Dual

Core i7, 2.7 GHz, OSX 10.7) with DICOM image data from GE,

Phillips and Siemens PET/CT scanners. Usability tests have shown

Fig. 2 Design and rapid prototyping the mold for 3D tumor phantom

with various shapes and sizes

Fig. 1 Illustration of the analysis results produced by the developed

software. Analysis summary includes SUV values, longitudinal

analysis results chart and volume rendering of the PET data and

VOI surface for brain FLT PET (scans were 4–7 weeks apart,

*5 mCi was injected, and acquired for 30 min starting 30 min after

injection)
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that a 3 timepoint longitudinal tumor quantification, in which mini-

mum, mean and maximum SUVbw values for a segmented VOI is

calculated for every timepoint, for PET/CT head data with brain

tumor can be performed in less than 2:30 min by a trained user. As

expected, the maximum SUV results were consistent, while mean and

min SUV indices exhibited variability, see Fig. 2. Results from the

heuristic usability evaluation revealed some minor usability problems

associated to the graphical user interface, mostly reported by the

software development experts. Whereas the evaluation results from

the clinical experts group identified additional desired capabilities

rather than usability details.
Conclusion
An extensible, free open source tool for longitudinal PET analysis of

tumor changes using PET imaging has been developed. The current

configuration covers the basic requirements for PET quantification.

More sophisticated PET segmentation and quantification algorithms

can be incorporated in the future, leveraging the extensible software

architecture.
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Purpose
Lung cancer is a major fatal malignancy worldwide. The survival

depends on stage. Early detection of the lung cancer is known to

improve the chances of successful treatment [1, 2]. In many patients,

only when the cancer has already spread beyond the original site and

sever symptoms appear, they realized they need medical attention [3].

Phase contrast imaging (PCI), which has high spatial resolution and

superior soft tissues sensitivity, provides a new way to non-invasive

lung imaging [4]. Compared with other main PCI methods, in-line

X-ray phase contrast imaging (IL-XPCI) is the simplest and the most

straightforward, making it more suitable for clinical applications than

other methods [5].The purpose of the current study was to apply PCI

into lung cancer study.
Methods
The study samples are nude mice (6 weeks, body weight 16 g ± 1 g)

which were injected with 30 lL PC-9 tumor cell suspension

(2.0 9 107 cells per ml) into the lung. The experiment was made

7 days after the injection. They were divided into two groups: quasi-

static inflation group and live animal imaging group. Mice in the first

group were humanely euthanized via anesthesia overdose. We

inserted an endotracheal tube into the mid-cervical trachea via a

tracheotomy to inflated air by an air filled syringe. And then the mice

were mounted on the rotation stage. Mice in the second group were

anaesthetized by an intraperitoneal injection of chloralic hydras. And

then an endotracheal tube was inserted, via a tracheotomy, into the

mid-cervical trachea and connected to a small animal ventilator. So

the breath could be externally regulated. The in-line phase contrast

imaging experiment was performed at X-ray imaging and biomedical

application beamline (BL13W1) of Shanghai Synchrotron Radiation

Facility (SSRF). After phase contrast imaging, the two groups’ ima-

ges were segmented and reconstructed in three dimensions (3D) to

study the deformation of the lung structures during breath.
Results
We demonstrate the measurement of respiratory airway morpholog-

ical deformations at functional residual capacity (FRC) and total lung

capacity (TLC). It revealed a significant increase in airway diameter

at TLC. The 3D visualization of the same lung at FRC and TLC are

shown in Fig. 1a, b. At FRC some collapse parts of the lung can be

found (pointed by the arrow). This is due to the oppression of the

tumor. Meanwhile, the tumor volume decreased dramatically. It was

rendered in yellow color (Fig. 1c, d). At TLC, the airspace clearly

increased. The tumor volume decreased from 2.22 to 1.38 mm3.

Figure 2 is a detailed demonstration of one small section of the lung.

These images provided a magnified view of the alveolar sacs and the

alveoli at FRC and TLC. The model can be cut at any angle, varied in

size, and rotated in real time. As shown in Fig. 2, it is easy to

investigate the breathing deformation of the lung on the alveolar

level. Furthermore, we showed our initial attempt of live animal

three-dimensional lung imaging.

Fig. 2 Summary statistics for comparative evaluation of quantitative

analysis results. Maximum SUVbw values are reproducible while the

mean and minimum fluctuate on average 4.53 %

Fig. 1 Lungs with tumor at two breath state a A CT slice of the lung

at FRC. b A CT slice of the same lung at TLC. c 3D volume rendering

of the lung at FRC. d 3D volume rendering of the lung at TLC. The

tumor was rendered in yellow color. Scale bar: 5 mm
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Conclusion
Phase contrast imaging is a powerful tool for lung imaging and

quantifying morphology changes in lung cancer model. It adds sig-

nificant biological and clinical information on the mechanisms and

structures of lung cancer.
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Purpose
Computer-generated integral videography (IV) is an autostereoscopic

3D imaging and display technique which can produce animated 3D

images with motion parallax [1]. However, it suffers from low ren-

dering frame rate and the difficulty of incorporating IV functionality

into existing graphics pipelines. We propose a flexible rendering

pipeline for computer-generated IV with GPU acceleration, which is

suitable for real-time 3D imaging of both anatomical models and

medical volumes. This work has two main contributions: 1. a hybrid

flexible rendering pipeline which could be easily merged into existing

OpenGL rendering pipelines to provide IV functionality and 2. real-

time 3D imaging performance with high image resolution using a

consumer-level GPU. The proposed rendering pipeline can change

modes freely between normal rendering and IV rendering at run time.
Methods
Computer-generated IV is in essence, the process of sampling the

virtual 4D light field produced by geometric data (medical data in our

case) [2]. The light field is defined on the light slab consisting of the

screen (LCD display) and its front convex lens array. The value of the

light field depends on the medical data and the chosen optical model.

The IV rendering process is to synthesize the color of rays passing

through each screen pixel and its nearest lens center. For surface

models, it is difficult to directly sample the desired light field. Assume

there is a parallel grid plane in front of the screen. The number of sub-

grids is the same as the number of pixels covered by lens pitches.

Moving the view point to each center of the sub-grid and performing

off-axis projection renderings obtain a series of viewport images. The

rays passing each pixel and its nearest lens center can be re-sampled

using linear interpolation on the viewport images. For volumetric data,

raycasting is a direct way to sample the light field: for each pixel, a ray

connecting the pixel and its nearest lens center is cast and the com-

posite color after the ray interacts with the volume is calculated.

The IV rendering procedures for both surface models and volu-

metric data are time-consuming and can be intrinsically implemented

in a parallel way, which is extremely suitable for GPU processing.

Modern OpenGL has a programmable rendering pipeline which can

be executed on GPUs. Shader programs run in parallel in the vertex

and fragment processors on a GPU. Our surface model IV rendering

pipeline is described as follows: Geometric data is loaded into Op-

enGL as a vertex buffer object (VBO) and is processed by shaders to

create viewport images. A proxy geometry that covers the whole

screen pixels is drawn and processed by IV shaders to generate IV

elemental images. Similarly, our volume IV rendering pipeline is as

follows: Volumetric data is loaded into OpenGL as a 3D texture with

4 color channels: x, y, z components represent the image gradient and

the alpha component represents the intensity. The raycasting proce-

dure is implemented in the IV shader which is performed in parallel

for all pixels. Figure 1 illustrates the proposed hybrid rendering

pipeline combining both surface model IV rendering and volume IV

rendering. The hybrid rendering pipeline allows choosing the IV

rendering pipeline most appropriate for the input data type. The client

program transfers anatomical models or medical volumes to GPU

memory beforehand (or in real-time when rendering a stream of 3D

volumes, e.g., 4D US image). User interaction devices and/or external

trackers are used to interact with the OpenGL camera for locating the

IV sampler and triggering the rendering pipeline to update the 3D

display. As shaders can be dynamically loaded into the GPU at run

time, the rendering pipeline could be changed flexibly by loading

different shaders to achieve various visual effects.

Fig. 2 Detailed demonstration of one small section of the lung

a FRC, b TCL. Scale bar: 500 lm

Fig. 1 Proposed IV rendering pipeline
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Results
Evaluations of the proposed rendering pipeline were performed by

using several 3D imaging examples. The CPU and GPU were an Intel

Core i7-3960X CPU (3.30 GHz) and a NVIDIA GeForce GTX580

GPU. The IV display screen has a resolution of 3,840 9 2,400. Brain,

skin, skull and pulmonary vessel (PV) models were used for surface

model IV rendering; a heart and a knee volume were used for volume

IV rendering. Two optical models (iso-surface and voxel shading)

were implemented in the raycasting procedures. Fig. 2 shows the

rendering results. The rendering time (s) are given as follows

(Name:GPU/CPU): Brain:0.026/5.978, Skin:0.025/5.968, Skull:0.029/

6.025, PV:0.056/6.118, Heart-iso:0.357/61.631, Heart-shading: 0.467/

94.503, Knee-iso: 0.083/28.119, Knee-shading: 0.145/56.127.
Conclusion
The results show that our GPU implementation is at least 109 times

faster than a CPU implementation and at most 387 times faster. The

proposed pipeline could be easily merged into our 3D image-guided

surgical navigation systems to achieve real-time and flexible 3D

medical imaging with rich visual effects.
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Purpose
A sparse Gaussian graphical model (SGGM) is a statistical mod-

eling method in which a probability distribution of given multiple

variables is approximated as a multivariate Gaussian distribution

with a sparse precision (inverse covariance) matrix [1]. If a certain

non-diagonal factor in the precision matrix is zero, it suggests that

the corresponding two variables are conditionally independent.

Thus, SGGM can be regarded as a tool to estimate a graphical

model, in which only conditionally dependent variables are

connected by edges. It is reported that SGGM is especially

useful when the number of variablespis much larger than sample

sizen.

Automatic detection of a large number of anatomical landmark

positions from medical images has a wide range of application in

medical image analysis. For this purpose, we have been developed an

automatic detection system for multiple anatomical landmarks in CT

images [2]. It is able to determine over 170 landmark positions

simultaneously, taking their spatial correspondence into account, by

utilizing a non-sparse Gaussian statistical model on inter-landmark

distances. The aim of this study is to improve the performance of our

previous method by applying SGGM on inter-landmark distances. For

this purpose, the graphical lasso method [1] which was proposed by

Friedrich et al. was implemented with GPGPU. The probabilistic

distribution of inter-landmark distances was estimated as a multiple

Gaussian distribution with a sparse precision matrix. Feasibility of

improvement of the landmark detection accuracy with this novel

inter-landmark distance model was evaluated with clinical CT

datasets.
Methods
1. Statistical model on inter-landmark distances and anatomical

landmark detection system

The outline of our landmark detection system is illustrated in Fig. 1.

The system consists of two subsystems: a series of single-landmark

detectors and maximuma posteriori (MAP) estimation-based com-

binatorial optimizer. Each single-landmark detector outputs a

candidate list which indicates possible candidate positions of the

target landmark and their estimated likelihoods. These lists are used

as an input for the following combinatorial optimization process

which searches the most probable combination of the candidates. In

this optimization, a prior knowledge on statistical variation of spatial

distribution of anatomical landmarks in the human body is needed.

In our system, this is given as a multivariate Gaussian distribution

function on inter-landmark distances between all pairs of landmarks.

The detail is as follows. Let the number of landmarks be M, the

normalized distance between the i-th and j-th landmark

(1 B i\j B M) be gi,j, and the concatenated vector of all gi,j be

g = (g1,2,g1,3,…,gi,j,…,gM-1,M). Then, the prior probability function

is defined as

pðXÞ ¼ jHj1=2 � fð2pÞ�1=2gMðM�1Þ=2 � expð�1=2 � gtHgÞ

where H is the precision matrix of g estimated from the training

dataset.

Fig. 2 a Anatomical model rendering results. b Medical volume

rendering results

Fig. 1 Outline of landmark detection system
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Note that the precision matrix needs to be estimated to determine

the probability function p(X). It is not a trivial problem because the

dimension of this Gaussian distribution, p = M(M - 1)/2, is almost

always far larger than the amount of available training datasets

n. When p [ n, the sample covariance matrix S, which is simply

calculated from the training dataset, will not be full rank, thus, not

invertible. Therefore, an appropriate regularization is needed to esti-

mate H from S.

In our previous study, this estimation was performed with Tik-

honov’s regularization, which leads to H = (S + qI). (q is a

parameter.) However, as Tikhonov’s regularization does not provide a

sparse estimation of H, this regularization method does not lead to a

SGGM.

2. Graphical lasso method

To estimate a sparse precision matrix H from the sample covariance

matrix S, Yuan and Lin proposed to minimize the negative l1-

penalized log-likelihood

� log jHj þ traceðSHÞ þ qjjHjj1
Again, q is a parameter to control the sparsity of the resulting H.

The graphical lasso method, introduced by Friedman et al., is a very

efficient algorithm to solve the problem above.

The processing time of the original graphical lasso algorithm is of

order O(p3), thus, of order O(M6). Thus, it can be very time con-

suming when the number of landmarks M is large. To overcome this

problem, we implemented the graphical lasso algorithm on a GPGPU

environment.

3. Evaluation

For evaluation, we compared the landmark detection performances

with the sparse and non-sparse precision matrices estimated by the

graphical lasso method and Tikhonov’s regularization, respectively.

Total 55 target landmarks are detected by corresponding single-

landmark detectors as the same as the previous study. Then, these

single-detector results were combinatory optimized by using the prior

probability function p(X) with the estimated H. The value of coeffi-

cient for Tikhonov’s regularization and graphical lasso were 1.25 and

0.90, respectively. These values were determined empirically. The

detection result of each landmark was evaluated as successful if the

detected landmark point is within 2 cm distance from the manually-

inputted ground truth point. Total 21 CT datasets of human abdomen

with intravenous contrast agent administration were used in the

evaluation. The training and evaluation of the models was performed

by threefold cross validation.
Results
The entire result is shown in Fig. 2. The average successful detection

ratio by the graphical lasso-based method and Tikhonov’s regulari-

zation were 0.745 and 0.719, respectively. The graphical lasso-based

method showed better detection ratio in 11 landmarks (20.0 %),

whereas it showed worse result in 27 landmarks (49.1 %). Though the

graphical lasso-based method showed slightly lesser detection accu-

racy, the difference was as small as 0.026 point in average. In some

cases the graphical lasso-based method outputs a point very far from

the true point for some landmarks (as Fig. 1 right), and it was con-

sidered as possible cause of this performance decline. Clarifying the

reason of this phenomenon is desirable in future work.

The calculation time for processing graphical lasso algorithm for

one precision matrix implemented on a GPGPU (NVIDIA Tesla

C2050) was approximately 12 s. On the other hand, the CPU

implementation by Friedman et al. (available at http://www-stat.

stanford.edu/*tibs/glasso/) took 43 s for the same problem.
Conclusion
A method to compose a sparse Gaussian graphical model of the

spatial distribution of anatomical landmarks was presented. Its fea-

sibility in automatic landmark detection task was suggested from the

experimental result.
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Purpose
White matter lesions are common radiologic findings in a variety of

neurological disorders. Their prevalence increases with age, as they

are closely associated with vascular risk factors such as hypertension,

hypercholesterolemia and diabetes. Their ubiquity in the aging brain

and poorly understood etiology render their quantification essential in

neurologic research and in the clinic. Accurate measurement of lesion

extent and its changes over time is also important for disease moni-

toring and evaluation of treatments.

Brain lesions appear as signal hyper-intensities on proton-density

and T2-weighted MRI sequences. Because cerebrospinal fluid (CSF)

signal is also bright in these sequences, lesions are easier to dis-

criminate on fluid-attenuated inversion-recovery (FLAIR) MRI

sequence, designed to null the CSF signal.

There is an increasing need for highly automated, validated, and

reproducible lesion segmentation tools. Most of the successful

methods in the literature are based on supervised training or unsu-

pervised clustering using a Gaussian model to describe normal brain

tissue signal. Algorithms based on voxel clustering alone cannot

differentiate between artifacts present in FLAIR images and true

lesions (see Fig. 1). Moreover, many existing tools are hampered by

the need to acquire complementary T1-weighted sequences or to

establish an elastic transformation to morph individual subject to a

brain template.

We present a new fully automatic lesion segmentation tool that is

designed to efficiently and reliably segment hyperintense lesions

using conventional FLAIR MRI. Our user-friendly software doesn’t

require complementary T1-weighted MRIs or brain templates. We

analyze segmentation accuracy by using two complementary

approaches. The results of automatic segmentation are compared:

(a) with brain lesions segmented ‘‘manually’’ by two expert observers,

and (b) with true lesion volumes in computer-simulated lesions.Fig. 2 Result chart
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Methods
The workflow starts with FLAIR image uniformity correction (N3

algorithm). The program then estimates the signal intensity of the

cerebral white matter by searching the mid-coronal section of the

field of view for a 1-cm cubic subregion of minimal coefficient of

variability of the FLAIR signal. The resulting seed signal is used to

construct the initial brain mask M1 based on relative signal range

constraints, connectivity, and surface smoothness. A new region

M’1 is constructed from M1 by applying hole filling operator.

Due to signal range constraints, ventricular CSF spaces and

hyperintense lesions will be included M’1 but not in M1. The

region M1 is morphologically peeled (3.5 mm radius of structured

element) to generate a region M2 of presumably normal

brain voxels. The goal of this step is to exclude contaminating

partial volume artifacts. The lower bound for signal in lesions

is computed as smin = l + kr, where l is the mean value and r
the standard deviation of M2. In the next step we compute can-

didate lesion by selecting from M’1 all voxels with signal larger

than smin.

Several post-processing passes are then applied, aiming at noise

suppression (removal of small connected components with volume

\12 mm3) and removal of connected regions with [50 % border

with CSF (choroid plexus, septum) .

We quantified lesion volumes in FLAIR images of 73 cogni-

tively healthy subjects (mean age 62.8 ± 9.8). The MRI sequence

parameters were: TR 9,000 ms, TE 134 ms, TI 2500 ms, FA

140�, NEX = 1, BW = 252 Hz/pixel, FOV 220 mm, 30 9 5 mm

thick slices, voxel size 0.85 mm, TA = 3 min 16 s. Cases were

selected at random from participants in studies of aging and

memory. Lesions were also manually segmented by two experts, a

neurologist and a neuro-radiologist, both having [9 years of

professional experience. For the manual segmentation, the

observers had access to (1) the automated workflow, with (unlike

for automatic tool) all parameters being freely adjustable and (2)

an extra post-processing step, during which lesion mask could be

interactively edited with a mouse-controlled paintbrush and eraser.

Observers were blinded to each other results and to the fully

automated lesion mask.

We have applied the algorithm to 10 computer-simulated cases

with 3D lesions of variable size, ranging 52–595 mm3, and variable

lesion/brain FLAIR signal contrast. To assure realistic appearance,

lesion contrast varied between 1.5 and 1.95 at the center and 1.2–1.90

at lesion borders.
Results
There was a good agreement regarding lesion volume V seg-

mented manually by two experts, with interclass correlation

coefficient (absolute agreement) of 0.923, 95 % confidence

interval 0.75–0.98. The mean absolute discrepancy in expert

assessment was 0.62 cm3. Since there was no systematic reader

bias between the experts (T-value = 1.24, p = 0.24, Pearson

correlation = 0.926), measurements by the first observer were

used as reference values.

The reference distribution of V was 4.6 ± 7.6 cm3

(mean ± standard deviation). V values were distributed over a wide

range 0.1–58.9 cm3, but for only one out of 73 subjects V exceeded

25 cm3. The distribution of V as measured by the automatic tool was

5.9 ± 7.1 cm3. While there was a highly significant linear rela-

tionship (adjusted R2 = 0.972, df = 72, p \ 0.0001) between

automatic and manual assessments, the automatic segmentation was

characterized by a significant multiplicative oversegmentation bias

averaging 1.36 cm3. When automatically computed lesion volumes

were calibrated to remove that bias (Fig. 2), the mean absolute error

was reduced to 0.94 cm3. The was a tight distribution of mean

absolute error, with 75 percentile = 1.26 cm3 and 90 percentile =

1.80 cm3.

The oversegmentation bias was also observed in 10 computer

simulated 3D lesions with true volume 271 ± 169 mm3. The com-

puted volume was 304 ± 223 mm3. There was a highly significant

linear relationship (adjusted R2 = 0.934, df = 9, p \ 0.0001)

between automatic measures and true volumes.
Conclusions
We evaluated in a large cohort a new algorithm for automated seg-

mentation of hyperintense brain lesions from FLAIR data. Unlike

many existing tools, our algorithm doesn’t requires high-resolution

T1-weighted images. The study established a robust lesion segmen-

tation, with mean absolute error of 0.94 cm3 and 90 percentile about

Fig. 1 Left axial FLAIR image of an elderly person. Lesions in

periventricular and deep white matter are shown by the green arrows.

Note poor gray/white matter differentiation. (Right) FLAIR image of

another individual shows hyperintense signal in the fat, choroid

plexus and septum pellucidum (red arrows), areas that must be

excluded from true hyperintense lesions

Fig. 2 Results of fully automatic lesion segmentation in 73 elderly

brains are plotted against the reference volume. Automatic volumes

were calibrated to remove a systematic multiplicative bias, yielding

an average absolute error of 0.94 ml
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twice as large. We had to calibrate our results to compensate for

false positive misclassification of normal brain voxels as the lesions.

Since there is no commonly accepted ground truth, we compared

results with manual segmentation by expert observers. Future studies

are needed to systematically assess our tool against other lesion

measurement software. As another limitation, we restricted our

evaluation to overall 3D lesion volume, but we didn’t measure the

spatial agreement. However, overall lesion load is the measure

employed in most clinical investigations involving the significance

and etiology of FLAIR lesions. In summary, we have developed a

promising tool for fully automatic detection of FLAIR lesions,

yielding good agreement with segmentation by experts and with

simulated lesions.

A model-based approach for cervical spine mobility analysis

M.A. Larhmam1, M. Benjelloun1, S. Mahmoudi1

1University of Mons, Computer Science Department, Mons, Belgium

Keywords Medical imaging � Vertebra segmentation � Hough

transform � K-means

Purpose
The purpose of this study is dedicated to cervical vertebra mobility

analysis in conventional radiography. Indeed, vertebra detection and

segmentation present an essential step toward spine motion study.

However, this task becomes more challenging in conventional radi-

ography due to low contrast and noise noticed in this medical image

modality.

Based on our previous work on semi-automatic detection of ver-

tebra [1], we propose in this paper a robust method for cervical

vertebra body identification and segmentation in X-ray images. This

new method enables to compute the parameters used for vertebra

motion analysis.
Methods
Our contribution involves a novel combination of a modified template

matching method and an unsupervised clustering algorithm. In this

method, we build a geometric vertebra mean model. To achieve our

vertebra detection process, manual selection of the region of interest

is performed initially on the input image. After that, we first apply a

preprocessing step in order to enhance image contrast and detect

edges. Candidate vertebra localization is then carried out by using a

modified Generalized Hough Transform (GHT) [2]. Next, an adapted

cost function which computes local voted centers is used in order to

filter data points. Thereafter, a K-means clustering algorithm [3] is

applied to obtain the clusters distribution corresponding to the tar-

geted vertebrae. These clusters are combined with the vote parameters

to detect vertebra centers. Rigid segmentation is then carried out by

using GHT parameters.
Results
Experimentations were conducted by using a set of 66 high-resolution

radiographs. All these images focused on the cervical spine area. This

database included 20 images inspected by a radiologist who annotated

six landmarks on each cervical vertebra. This annotation generates a

ground truth data for the segmentation validation step.

The detection of cervical vertebrae operated successfully on the

input radiographs. The validation of the results was led by using

visual examination and clinical expert landmarking.

On the other hand, to evaluate our segmentation step, we used the

angle of inclination of each cervical vertebra. We compared our

results with manual landmarks annotated by expert radiologist. Fig-

ure 1 shows the computing process of vertebra orientation from

landmark points. The final segmentation results of the proposed

method is shown in Fig. 2.

Conclusion
We proposed in this paper a novel method that combines a template

matching model and K-means clustering to identify cervical vertebrae

in X-ray images. We conducted an offline process to build the ver-

tebra mean model and create a parametric representation of it.

Thereafter, a candidate vertebra localization based on the Generalized

Hough Transform was performed. Finally, we applied an adapted cost

function, and K-means clustering in order to achieve vertebra iden-

tification. The proposed detection approach proved to be robust to

noise and occlusion and can be applied to different image databases.

Fig. 1 Vertebra orientation computed from landmarks: the vertebra

mid-plane in green and the orientation angles in red

Fig. 2 Final segmentation results for C3–C7 cervical vertebrae
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This method enables a robust identification even for missing edge

detection.

As regards future work, we plan to develop a fully automatic

segmentation approach based on our recent contribution, as well as

improve our learning model and voting process. We also intend to

study abnormal vertebra cases using MRI datasets.
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Purpose
Quantitative assessment of hippocampal volume is influenced by

partial volume effects (PVE) as a consequence of the occurrence of

more than one tissue type in a voxel (mixed voxel) in volumetric

images. In such cases, the voxel intensity depends on the imaging

sequence, tissue properties and the proportion of types adjacent to the

hippocampus (HC) border, such as amygdala, alveus, cerebrospinal

fluid (CSF) and gray and white matter.
Methods
In this paper, we propose an algorithm to quantify partial volume

effect (PVE) for HC volume correction by applying spatial fuzzy

C-means (SFCM) method on level set segmentation results which

used bias corrected fuzzy C-means as preprocessing.

In MR images, inhomogeneities in the magnetic fields caused by

non-uniform tissue intensities [1], are typically characterized by a

slowly varying gain field called a bias field [2]. Thus, proposed

algorithm includes bias correction fuzzy C-means (BCFCM) as pre-

processing to enhance level set segmentation results following by

doing more techniques to obtain binary images. The hippocampal

volumes obtained based on level set segmentation results, are not

reliable because of partial volume effects. Hence, we need to take into

account this factor to do volume correction. Missing mixed voxel

would happen if we don’t find appropriate segmentation results.

Because the ground truth images were available, it was possible to

compare the segmented images with images of true hippocampus

using the Dice metric. Values range for Dice metric are from zero to

one, where higher values indicate better agreement. In hence, for

proposed method the threshold of 85 % set on segmentation results to

achieve more reliable results for post-processing. For PVE estimation

spatial fuzzy c-means (SFCM) presented to find membership degree

for each tissue contributes to determine voxel intensity. To measure

the corrected volume of HC, the non-tissue border volume respect to

achieved membership degree will be deducted from the segmentation

result volume.
Results
This method is applied on T1-weighted magnetic resonance (MR)

images of 25 subjects with two different resolutions. Dice metric is

used as validation technique of segmentation results which obtained

85 % averagely for whole datasets. The average member degrees as

results of applying spatial fuzzy C-means on segmented binary ima-

ges (%11 for HC and 89 % for non-HC) yields the correspondent

corrected volumes for left and right HC which are respectively, 18

and 16 % for low resolution and 3 and 1 % for high resolution

datasets, lower than hippocampal volume results regardless PVE

based on manual segmentation.
Conclusion
This technique was tested on MRI images and evaluated by volumes

of correspondent ground truth to obtain accurate measurement of

hippocampal volume considering partial volume effects which is

more significant for low resolution datasets.
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Purpose
Noncontrast head CT scans are frequently obtained for routine

clinical applications, and radiologists are very sensitive to subtle

image characteristics. With the introduction of new dose-saving

iterative reconstruction methods, comparison to standard filtered

backprojection (FBP) images is required [1]. Texture is a complex

set of image features which correspond to spatial patterns of local

brightness variations. Texture features can be computed directly

from images for use in discriminating and characterizing the visual

properties of tissues and structures in CT images [2]. We developed

a texture analysis based method to quantify the artifacts and

noise introduced by new CT reconstruction methods and dose

reduction techniques, with comparison to FBP images of the same

datasets.
Methods
Synthetic images, mathematical phantoms, and routine clinical non-

contrast head (NCH) CT scans were evaluated using texture analysis

(ImageJ from NIH [http://rsbweb.nih.gov/ij] and Fiji software

[http://fiji.se]) to obtain quantitative values for small regions

including entropy, angular second moment (ASM), contrast, corre-

lation, and inverse different moment (IDM) at 4 principal directions

(0�, 90�, 180� and 270�) [3]. To quantify the image texture differ-

ence of filtered back projection (FBP) and iterative (iDose level 5,

Philips Medical Systems) reconstructions of non-contrast head

computed tomography (CT) images were evaluated. An expert

S292 Int J CARS (2013) 8 (Suppl 1):S263–S336

123

http://rsbweb.nih.gov/ij
http://fiji.se


neuroradiologist identified anatomic features and tissue types in

NCH CT scans with small rectangular regions of interest to create a

texture dictionary. Characteristic values for the texture parameters

were derived for each tissue type and anatomic region using con-

ventional FBP images [4]. An example ROI from the cerebellum

(Fig. 1) was used to compute the texture parameter values shown in

Table 1.

In addition, 10 head CT scans of patients (9 non-contrast CT, 1

contrast CT) were reconstructed by FBP and iDose level 5 using the

same raw projection data sets and reconstruction parameters.

Regions of interest (ROI) were selected at the same area with a

uniform size at bone, cerebrospinal fluid (CSF), fat, muscle, gray

and white matter, cerebellum, pons, mesencephalon and ocular

globe. We chose multiple ROIs in some specific tissues to ensure the

stability of the results: 7 in bone (maxilla, magnum foramen,

occipital bone, sphenoid bone, temporal bone, frontal bone and

parietal bone), 5 in CSF (prepontine cistern, lateral fissure cistern,

suprasellar cistern, 4th ventricle and lateral ventricle), 2 in fat

(intraorbital fat and subcutaneous fat), 2 in muscle (pterygoid

muscle and occipital muscle), 3 in gray matter and 2 in white matter

(level of corona radiata). A texture dictionary was developed

containing the ROI samples from multiple cases and tissues to be

used in comparison of the parameters computed from each NCH CT

scan.

Texture parameters of each ROI were calculated for comparison

between FBP and iDose level 5 iterative reconstruction images

(iD5IR) using all of the available scans. Table 1 shows the results of

texture parameter comparisons between FBP and iD5IR images from

one patient.

Results
There were statistically significant differences between FBP and

iD5IR images especially in some tissues including gray matter,

white matter, cerebellum, pons, mesencephalon, fat and muscle.

The iD5IR images have higher angular second moment (ASM),

correlation, inverse difference moment (IDM) than FBP, which

suggests iD5IR images were more homogenous and less noisy. We

found that contrast, entropy and standard deviation (SD) of FBP

images were higher than iD5IR since the FBP images were less

homogenous and more random. Characteristic signatures for each

tissue type and anatomic region were derived, based on the

observed differences.
Conclusion
Texture analysis revealed significant differences in texture parame-

ters of head CT images between FBP and iD5IR reconstruction.

These quantitative differences can be a useful and quantitative tool to

assess the image quality of FBP and iterative (e.g., iDose) image

reconstruction.
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Purpose
Recently various researches have been reported regarding the devel-

opment of the three-dimensional (3D) US scanning devices to

overcome these shortcomings [1–2].

With 3D US scanners the whole breast image volumes can be

acquired easily and repeatedly in a relatively short time interval

practically without non-scanning breast regions. However, it

should be noted that huge amount of US image volumes at each

screening make radiologists to be exhausted with the diagnosis on

even one case of 3D US image volume. To save the diagnostic

effort using 3D US scanning devices, a computer-aided detection

(CAD) system can suggest the mass candidates to enhance the

radiologists’ screening speed and accuracy as a preliminary diag-

nostic step.

In this paper we propose automatic mass detection and classifi-

cation algorithm using the Hough transform and fast marching level

set segmentation [3] techniques.
Methods
3D US volumetric images were acquired by Seoul National

University Hospital, Seoul, Korea and diagnosed by an

Table 1 Texture comparison between FBP and iDose5 reconstruction

of cerebellum

Direction ASM Contrast Correlation IDM Entropy Mean SD

FBP 0 0.003 465.293 0.001 0.14 7.039 44.349 20.863

90 0.002 540.032 0.000875 0.124 7.079

iDose5 0 0.014 37.095 0.013 0.413 4.658 12.329 5.611

90 0.013 42.611 0.01 0.398 4.694

Fig. 1 Texture measurement of cerebellum reconstructed by FBP

(a) and iDose level 5 (b). We captured ROIs with the same size at the

same location in this pair of images to facilitate comparison of the

texture parameters for these two different reconstruction techniques

(Table 1)
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experienced radiologist. Finally 68 benign and 60 malignant

masses from 125 patients were confirmed with the histopatholo-

gical examination.

The overall lesion detection algorithm includes masking,

subsampling, contrast adjustment, median filtering, and the

Hough transform. The Hough transform is usually used for the

detection of curves by exploiting the duality between points on a

curve and its parameters. In our study, five spheres were

detected and chosen through Hough transform for each 3D US

image volume.

For a detected lesion candidate, a volume of interest (VOI) in the

shape of rectangular parallelepiped is manually adjusted by a radi-

ologist and a radius-dependent contrast adjustment (RDCA) method

is applied, which is a modified version of a general contrast

adjustment method using a constraint Gaussian function [4] to

attenuate distant pixels giving graylevel values similar to the tumor

region and avoid its dependence upon the manual selection of the

lesion’s center.

The morphological closing operator with a cubic Structuring

Element (SE) of 3 9 3 9 3 pixels is applied on the resulting VOI to

reduce speckle, increase contrast among distinct regions, and remove

connected components of volume less than the pre-specified scale.

The fast marching method [3] is used to propagate the surface locally

within a rectangular-parallelepiped window with the center of the

lesion.

For the segmented lesion, three morphological parameters such

as depth to width ratio (DWR), modified compactness (MC)

parameter, and border sharpness (BS) parameter are calculated and

combined linearly with the pre-determined coefficients by the

multi-linear regression analysis to improve their correlations with

the clinical findings. The DWR represents the stiffness of a breast

mass lesion under pressure and is widely used for the breast cancer

classification for its strong dependence upon the lesion’s malig-

nancy even though its simplicity. The MC as a simple shape factor

parameter is derived in order to compare how the lesion’s shape is

topologically circumscribed from the clinical fact that the malig-

nant cancerous breast lesions show the speculated and irregular

shape. The BS is introduced to consider the clinical findings that

the margins of the benign lesions are sharply defined whereas the

malignant tumors have fuzzy and blurred boundaries. For every

voxel on the segmented 2-dimensional surface, its grayscale density

variations in the perpendicular direction are interpolated and

the partial sum of the Fourier components is obtained and

analyzed.

The obtained sensitivity and specificity for discriminating

malignant masses from benign masses on 3D US image volumes

are compared with the previous researches. Classifier performance

using the obtained parameters for the acquired data is assessed by

using the area under the receiver operating characteristic (ROC)

curve (Az), implying a summary measure of its ability for correct

classification.
Results
Using the proposed mass detection algorithm, 62 benign and 58

malignant mass lesions were successfully detected among 68

benign and 60 malignant masses giving the detection sensitivity

of 93.8 % at 0.98 false positives per volume compared to other

researches [1–2]. Especially it is noted that the sensitivity of the

malignant mass detection is quite enhanced to be 96.7 % at 0.60

false positives per volume. It may imply that the ultrasound

volume scanner such as the automated breast ultrasound system

using the proposed detection algorithm can be used for the suf-

ficiently accurate and economically efficient annual breast cancer

screening with the enhanced sensitivity for the malignant breast

masses.

Using the relatively simple fast marching level set method, 60

benign and 46 malignant mass lesions among the clinically con-

firmed 68 benign and 60 malignant masses were successfully

segmented. The segmentation failure is mainly due to the poor

quality of the scanned ultrasound image volumes. Three morpho-

logical parameters were calculated and compared with the clinical

decisions and the sensitivity of 91.3 % at the specificity of 73.3 % is

obtained using three morphological parameters. Resulting Az values

of 0.903 are found to be quite comparable to the previous

researches.

It is well known that the sonographic images suffer subjective

interpretation even for the experienced radiologist, the inconsis-

tent image quality and user-dependent reproducibility. It may be

noted that the influence of the resizing of the large lesion volume is

trivial according to the calculational results of the accuracy

parameters.
Conclusion
The proposed automatic mass detection and classification algorithm

using the Hough transform and fast marching level set segmentation

methods gives the mass detection sensitivity of 93.8 % at 0.98 false

positives per volume quite comparable to the previous results.

Automatically segmented lesion volumes were analyzed using three

morphological parameters and the obtained mass classification sen-

sitivity is 91.3 % at the specificity of 73.3 %, and the resulting Az is

0.903. Further modifications on the segmentation method are in

progress.

This work was supported by the Converging Research Center

Program through the Ministry of Education, Science and Technology,

Republic of Korea. (2012K001520)
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Purpose
To automatically accurately segment the outer surface of the aorta in

low-dose chest CT images. Analysis of this segmentation may be

useful in detecting aortic aneurysm and other cardiovascular

abnormalities.
Methods
Vessel segmentation is particularly challenging in low-dose CT

images due to the large amount of image noise. A three-stage vessel
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tracking approach was developed which operates on an anatomy label

map (ALM) that has been pre-computed for each image. The ALM is

a pixel-based partially labelled image with the same geometry and

resolution as the original CT image from which it was computed [1].

The ALM is created by a process of successive organ segmentations,

commencing with the most robust CT image features. The airway

lumens, lung regions, bone structures, and significant regions of fat

have been identified in the ALM.

The algorithm is comprised of 3 stages: automated seed point

detection inside aortic lumen, aortic centerline tracking, and aortic

surface detection. Through empirical study, the axial slice at the

level of carina contains a well-defined aorta that is always bounded

by the left lung and vertebra. Therefore, the first stage automatically

locates a seed point to initialize segmentation by searching for the

largest circle that fits into the unlabeled region adjacent to left lung

and vertebra in the ALM. The center of this circle is the initial seed

point.

The second stage is cylinder tracking. The aorta has a cylin-

drical structure that can be modeled as a series of discrete

cylinders. Given an initial seed point and a direction, cylindrical

sections are iteratively fit to the 3D space defined by unlabeled

pixels in the ALM until a specified termination condition is met.

In each iteration, a series of candidate cylinders with different

radii and orientations are generated and the cylinder with the

largest number of unlabeled voxels is chosen as the best-fit cyl-

inder. The outcome of the tracking algorithm is a set of center

points of all the best-fit cylinders, which approximates the actual

aortic centerline.

The third stage refines the aortic surface based on the cen-

terline from the second stage. A triangular mesh model is used to

sample the intensity values around the aortic region in the CT

scan [2]. The model contains multiple layers that are perpendic-

ular to the centerline. A set of rays is cast from the center of the

aorta towards the surface for each layer. The intensity values of

the CT image are sampled along these rays. Surface points are

found by terminating rays once they reach a value below -

30 HU.

This algorithm has been trained and evaluated on CT images

from the I-ELCAP [3] and LIDC [4] databases. Altogether 262

non-contrast, thin slice images were used: 20 for training and 242

for testing. All images have a slice thickness of 1.25 mm or less.

The testing set contains 25 low-dose images from I-ELCAP

database and 89 low-dose images and 128 regular dose images

from LIDC database. A set of optimal parameters was obtained

from training.
Results
The outcomes were qualitatively and quantitatively evaluated for

each testing case. The qualitative evaluation was conducted by

superimposing the segmented aorta with other segmented organs

in the ALM and observing location relative to other organs, as

shown in Fig. 1. The qualitative evaluation resulted in 217 test

images with accurate segmentations and 25 images with inaccu-

rate boundaries where aorta is adjacent to other vessels. Among

the 25 cases with inaccurate boundaries, 14 were low-dose and

the remaining were regular dose scans. The aorta on ten randomly

selected low-dose testing images was manually segmented with

10–12 slices marked per image for quantitative evaluation. The

Dice Similarity Coefficient and the boundary distance between

manual and automated segmentations were compared and are

shown in Table 1. The average DSC was 0.940 over all slices and

0.935 and 0.944 for ascending and descending aorta slices

respectively. The average boundary distance lD was 1.43 mm

over all slices, and 1.62 and 1.30 mm for ascending and

descending slices respectively. A bias term Bpn was also

computed, and showed that the algorithm is not biased towards

over segmentation or under segmentation.
Conclusion
A fully automated aorta segmentation algorithm has been devel-

oped for low-dose non-contrast chest CT scans and evaluated on

242 full chest scans. Visually more than 85 % of the testing cases

were correctly segmented. The algorithm achieves an average

DSC of 0.940 compared to manual markings and an average

boundary distance of 1.43 mm. Both qualitative and quantita-

tive evaluations show that the algorithm is able to robustly

and accurately segment the aorta in low-dose non-contrast CT

scans.
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Fig. 1 3D visualization of a correctly segmented aorta

Table 1 DSC, bias Bpn and mean boundary distance lD for entire

aorta, ascending and descending aorta mean boundary distance lD for

each case

Case ID DSC DSC(A) DSC (D) Bpn lD lD(A) lD(D)

1 0.935 0.929 0.941 -0.020 1.37 1.51 1.29

2 0.937 0.944 0.934 +0.066 1.23 1.26 1.21

3 0.941 0.922 0.958 -0.028 1.58 1.92 1.34

4 0.942 0.931 0.952 -0.068 1.60 1.92 1.39

5 0.941 0.944 0.939 -0.001 1.36 1.44 1.31

6 0.938 0.941 0.935 +0.013 1.39 1.56 1.26

7 0.935 0.940 0.932 -0.007 1.46 1.61 1.39

8 0.929 0.903 0.943 +0.029 1.37 1.70 1.22

9 0.952 0.950 0.954 -0.023 1.48 1.60 1.37

10 0.950 0.944 0.955 -0.033 1.43 1.71 1.25

Average 0.940 0.935 0.944 -0.007 1.43 1.62 1.30
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Purpose
4D Computed Tomography (4D-CT) lung images enables calculating

the breathing motion range for the lungs [1, 2]. A key step in enabling

this calculation is the 4D-CT lung image registration process that

compute the volumetric displacement of both the lung tumor as well

as its surrounding tissues. Registration errors arise because of a need

to account for image artifacts such as (a) Hounsfield Unit (HU)

inconsistencies for an anatomic feature from lung breathing phase to

another, and (b) low image contrast for anatomic structures such as

parenchyma. Robust image-based registration would require investi-

gating the registration parameters’ domain and range that accounts for

afore-mentioned limitations in the image data. Such a study is cur-

rently limited by the high computation time required for 4D

registration.
Methods
We present a GPU based real-time 4D-CT registration framework

that significantly reduces computation time and accounts for the

afore-mentioned image artifacts as a step towards investigating the

parameter domain and range. The registration framework uses a

combination of optical flow and Thin Plate Splines (TPS) for

registering 4D-CT lung datasets. The GPU based optical flow

consists of three key components. First are the spatial and temporal

derivatives of the image datasets. A separable 3D convolution

filter is used for calculating the spatial derivatives [3]. The 3D

image data, located in the GPU memory were copied into the

GPU’s shared memory for this purpose. For a faster computation

time, the row and column 3D convolution was performed first,

followed by a GPU based 3D matrix transpose that makes the

data contiguous for the plane 1D convolution. It is then followed

by the plane convolution and matrix transpose in order to get the

data in the original arrangement. For computing the temporal

derivatives, a 1D convolution among the different datasets were

employed.

The second step of the GPU optical flow calculation is solving for

the optical flow formulation. In our approach, we employed a Jacobi

iterative solver to solve for the displacement vectors. This step is an

iterative approach to solve for the displacement vectors. The final step

of the GPU optical flow calculation warps the source 3D dataset using

the 3D displacement vectors computed in the second step. For

warping purposes, we employed a GPU based tri-linear interpolation

approach.

A GPU implementation of the TPS interpolation was obtained in

the following steps. As a first step, we represent the displacement in

the polar coordinates. Equation (6) can be re-written as.

uðxðiÞÞ ¼
Xp

h¼0

X2p

h¼0

xðiÞ � Xðh; #Þk kuðXðh; #ÞÞ ð1Þ

For each voxel in a given anatomy level, we compute the term

xðiÞ � Xðh; #Þk k by projecting a ray to compute the effective distance

along every azimuthal and elevation angles. We parallelized this step

using a GPU in the following steps. First, we transferred the 3D

anatomy to a 3D texture memory. For every voxel in the current

anatomy, we projected rays on specific directions that intersected with

the previous anatomy boundary. For this purpose, we used a tri-linear

texture based sampling. Using the distances, we computed the

displacement of the current anatomy, which was then used as an

initial displacement value for the multi-resolution 3D optical flow

process.

The steps in the registration are as follows: The registration starts

at the lowest resolution of a 3D volume. Within each resolution level,

the volumes were registered using a multi-anatomical level GPU

based 3D optical flow approach. Motion field was first computed

based on the pair of surface contours in the lowest resolution. Such

motion field was carried as initial motion field to motion computation

of the second anatomical level volumes, which now included surface

contour and large blood vessels. The motion field was then iteratively

updated until the top level of anatomy volumes are registered, Then

the lung volumes and anatomy maps were rescaled into a higher

resolution and the multi-level optical flow registration was performed

at this resolution. The process continues until the 3D volumes at the

highest resolution are registered.
Results
Figure 1a, c represents as overlapping 2D slices of left lung and right

lung at end-exhalation (red) and end-inhalation (green) stages. The

misalignments between each of the slices are depicted in red and

green colors. While the red region represents the features that are in

the end-exhalation and not in end-inhalation, the green region rep-

resents the features that are in the end-inhalation and not in the end-

exhalation. Overlapping the warped image with the target image

where the red and green colors are not seen represents a correct image

registration. Figure 1b, d represents the overlapping 2D slices of the

left and right lung with the end-inhalation lung volume warped using

the registration results. It can be visually seen that the registration

error is minimal for each of the case. The CUDA implementation of

the proposed algorithm took approximately 152 and 94 s on the

Nvidia C2050 and GTX 680, respectively. Such a run-time analysis

demonstrated the ability to register 4D lung data registrations in real-

time.
Conclusion
In this paper, we presented a GPU based 4D-CT lung registration

framework. The displacement distribution obtained using the GPU

Fig. 1 The 2D lung slices of two right lung volumes at end expiration

(red) and end inspiration (green) are shown a before and b after the

registration. The 2D lung slices of two left lung volumes at end

expiration (red) and end inspiration (green) are shown c before and

d after the registration. The misalignments for each of the case are

depicted in red and green colors
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based registration shows the 3D heterogeneity in the lung motion

during the breathing process. Future work will focus on developing a

multi-local minima based approach for effectively computing the

registration parameters. Such a process would precisely register 4D

lung data when the image properties such as HU inconsistencies, low

contrast and noise exist.
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Purpose
Digital plain radiography is widely used for diagnosis, medical

treatment and surgical planning. Segmentation of the proximal femur

in digital anteroposterior (AP) pelvic radiographs is the first step to

quantitatively analyze the osteoarthritis severity of the hip, plan the

joint replacement surgery, and estimate osteoporosis in bone density

measurement. However, extracting the femur contour manually is a

tedious job prone to subjective bias, whereas automatic segmentation

needs to deal with many challenges such as poor image quality,

anatomical structure overlap, femur deformity, and so on. In this

paper, we present a robust, fast and accurate method to address

problems of femur segmentation in AP pelvic radiographs, which is

based on the combination of statistical shape model (SSM), statis-

tical appearance model (SAM), and the dynamic programming

technique.
Methods
By means of manual annotations on 67 AP-pelvic radiographs, SSM

and SAM of the femur contour are firstly constructed. The generated

SSM and SAM are subsequently used to segment a new AP pelvic

radiograph with a three-stage approach. At the initialization stage,

the mean model of SSM is coarsely registered to the femur in AP

radiograph through a scaled rigid registration [1]. At the subsequent

stage, Mahalanobis distance [2–3] defined on the SAM is employed

as the criteria to search the suggested location for each annotated

landmark. For the landmark annotated at the region of femur head,

there are many candidate points with quite similar Mahalanobis

distances that can be selected as its suggested location, due to the

complicate anatomical structures around this region. Thus the

dynamic programming technique has to be exploited to eliminate

ambiguities and help make a decision. After all landmarks are

assigned their suggested locations, algorithm enters the third stage.

At this stage, by considering the suggested location as the proposi-

tion of next position for each annotated landmark, a regularized non-

rigid registration method [4–5] deforms the current mean shape of

SSMs so that the new segmentation of proximal femur is produced.

The second and third stages are iteratively executed until the algo-

rithm converges.
Results
Experiments were conducted on 100 clinical AP pelvic radiographs

(note: none of them is part of the 67 training images) with a wide

range of image qualities. The mean segmentation error of each tested

radiograph was measured in terms of point-to-curve distances (points:

deformed mean model points of SSM as the segmentation result;

curve: the manually segmented contour of the femur as the ground

truth). The experimental results showed an averaged mean error of

0.96 mm for all 100 tested radiographs and a running time of less than

5 s when our method was implemented in an un-optimized Matlab

environment.
Conclusion
We proposed a fast, robust and accurate method for femur segmen-

tation in digital AP pelvic radiographs, combining SSM and SAM

with the dynamic programming. Experiments carried out have proven

the efficiency, robustness and accuracy of the proposed method. This

method is general enough to be extended to segmentation of other

bony structures.
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Purpose
Algorithms for medical applications like CT reconstruction, 2D/3D

matching algorithms or image processing in general suffer from long

computation times. Especially for intraoperative used algorithms time

is a critical factor. The steadily increasing performance of Graphics

Processing Units (GPU) and the advancing development of graphics

programming tools enable the transfer of computationally demanding

computations from CPU to GPU.

GPGPU (General Purpose Computation on Graphics Processing

Unit) programming languages enable the programmer to perform

computations on GPU, which are traditionally performed by CPU,

without the need of any knowledge in graphics card programming.
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Generally these languages are vendor-, platform- or hardware-

dependent.

With the Open Computing Language (OpenCL) the first free

standard for parallel programming of heterogeneous systems

emerged. OpenCL enables to perform identical code on different

compute units like GPUs, CPUs or DSPs. This allows the acceleration

of computationally demanding programming tasks, independent from

the used hardware configuration.

In this paper we investigate the capability of OpenCL to accelerate

algorithms for medical applications on various computer systems. For

this purpose we exemplarily compare the execution times of a 3D

reconstruction algorithm for cone-beam computed tomography

(CBCT) on different computer systems.
Methods
To compare the portability between different heterogeneous systems

the common FDK reconstruction algorithm by Feldkamp, Davis and

Kress was implemented. The FDK algorithm is a generalization of the

filtered backprojection for cone beam computed tomography with flat

panel detectors.

The FDK algorithm can be decomposed into two independent

steps: first the pre-weighting and filtering of projection data and

second the weighted backprojection. The pre-weighting and the fil-

tering are performed on CPU, whereas the most time consuming

backprojection step is done by OpenCL, e.g., on GPU (Fig. 1).

The pre-weighting of projection data corrects the different ray

integrals resulting from cone beam geometry. The subsequent row-

wise ramp like filtering of the projection data enhances the recon-

struction quality by suppressing blur and emphasizing details.

During the backprojection step on the GPU the information in

every projection image is used to update the volume data. The

implemented OpenCL code for backprojection works as follows: at

first the exact position of the voxel center is computed. Afterwards a

view ray from the X-ray source position through the voxel is used to

calculate the intersection point of the ray with the image plane. The

intersection point is then transformed into the image coordinate sys-

tem to obtain the according image index. To reduce the number of

operations performed per voxel, the calculation of the intersection

point is done with a precalculated projection matrix. If the intersec-

tion is outside the image data the voxel value is masked out.

Otherwise the four surrounding pixel values are bilinear interpolated,

weighted and added to the current voxel value (Fig. 1).

The implemented OpenCL kernel features some computational

problems relevant in many medical algorithms, e.g., various data

reads and writes, bilinear filtering of image data, line of sight cal-

culation and matrix/vector operations.

During the backprojection of an image for every voxel an instance

of the OpenCL program (kernel) is created. That way a vast of voxels

can be processed in parallel. Since the same OpenCL code can be

performed by different compute units, no device specific optimization

like vectorization is done.

For the backprojection the volume data and the projection images

are stored in graphics memory. Since the graphics memory is limited,

large volumes are reconstructed in multiple parts. Thus it is possible to

reconstruct volumes that are larger than the available memory. After the

reconstruction of a volume or a volume part is done, the data is copied

back to CPU. The partitioning of the overall volume into multiple parts

enables to use multiple OpenCL devices, where every device is

responsible for the reconstruction of one or more volume parts.

To benefit from hardware accelerated interpolation on GPU the

images are stored in the texture memory. For FDK reconstruction a

large number of images are used, which often cannot be completely

stored in graphics memory next to the volume. Therefore the needed

images are copied to GPU on demand. For that purpose only a few

images are stored in memory at a time. The calculations are per-

formed without any simplified assumptions about the image

acquisition trajectory (e.g., circular path).
Results
For evaluation the FDK algorithm was performed on different com-

puter systems. For performance comparison only the runtime of the

backprojection with OpenCL was measured. As test case a

1,024 9 1,024 9 1,024 voxel volume with 270 1,024 9 1,024 pixel

projection images was reconstructed on each system. Since every

voxel is stored as a float32 value, the overall volume needs a memory

capacity of 4 gigabyte. The performance of the tested OpenCL

devices, denoted as GUPS (Giga Updates per Second), is shown in

Fig. 2. As it can be seen the computations on GPUs outperforms the

computations on CPUs. Even the dual CPU system needs more than 5

times longer than the slowest graphics card in the test. The fastest

computation times were archived with multi GPU systems. In our

experiment the reconstruction time nearly scales with the number of

used graphics cards.
Conclusion
In this paper we investigated the capability of OpenCL to accelerate

medical algorithms. For that purpose we performed the FDK recon-

struction on various computer systems. The evaluation has shown that

OpenCL is well suited for the hardware acceleration of computa-

tionally demanding programming tasks on heterogeneous systems.

Despite the early development state of OpenCL, for all tested

Fig. 1 Activity diagram of the implemented FDK algorithm Fig. 2 Performance of the backprojection on different compute units
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hardware components an OpenCL implementation was available. The

same kernel could be performed on every device without any modi-

fications. Furthermore OpenCL was able to manage different devices

in parallel, e.g., for computations distributed among multiple GPUs.

However, the quality and performance of implementations of the

different platforms are varying. Further enhancement of OpenCL

implementations probably leads to further improvements in speed.
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Purpose
Inverse Electrocardiography presents an approach to study the prop-

agation of the cardiac depolarization front within the myocardial

tissue [1]. This measuring technique could be used for non-invasive

diagnosis, but further clinical research including animal models will

be required. For solving the inverse problem a priori knowledge about

the geometry of the whole heart is needed. Such an individualized

model could automatically be extracted from computed tomography

scans applying a whole heart segmentation algorithm. A set of

methods which has already been successfully applied to medical

image segmentation are Active Shape Models and Active Appearance

Models [2]. Only a few papers have been published so far on their use

for whole heart segmentation in CT imaging data [3, 4].
Methods
Due to its complex anatomy the whole heart was just once segmented

manually in an end-diastolic frame of a time series. Using the

Marching Cubes algorithm we generated a complex closed surface

mesh, which we simplified in a second step to 10,000 faces. The final

surface mesh is illustrated in Fig. 1. It was tested for successful tet-

rahedral volume mesh generation using Gmsh. Individualization and

propagation in time was both achieved combining an affine regis-

tration (12 degrees of freedom) with a subsequent 3D non-rigid

registration algorithm, as illustrated in Fig. 2. Cartesian B-Spline

registration algorithms were found to be inadequate to deal with

discontinuities of the deformation field as well as to recover the

inherently rotational and radial motion. A modified version of Thi-

rion’s demons algorithm was used instead [5]. The algorithm uses a

modified version of the optical flow equation. Regularization is

achieved by Gaussian filtering.

Volumetric CT scans of 14 healthy pigs (4 domestic, 10 mini-

pigs) formed the database including five time series (4 domestic, 1

minipig). The statistical shape model of the whole heart was built up

as a point distribution model of the N vertexes included in the

surface mesh. We considered changes in size between different

individuals as well as shape changes due to contraction within the

model. Instead of using a generalized Procrustes analysis we aligned

the shapes with principal component analysis based on the end-

diastolic volumes. The remaining shape variability was modeled

linearly.
Results
For the five 4D datasets deformation field time-series were extracted.

The patterns of the resulting mean vertex motion showed a first peak

from the initial contraction and a smaller second peak presumably

caused by opposing rotational motion of the ventricles during dias-

tole. The segmentation results were evaluated by means of leave-one-

out cross-validation against the results from application of the reg-

istration scheme. Despite the low number of animals included in the

training data set an average vertex distance below 5 mm could be

achieved on 30 volumes of domestic pigs.
Conclusion
In this paper we build a 3D statistical shape model of a closed cardiac

surface consisting of the myocardial wall of all four heart chambers and

the wall of the main vessels. The approach is fully-automatic, additional

training data could easily be added. Future work will include an analysis

on the spatial distribution of the motion amplitudes.
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Fig. 1 a Simplified triangulated surface model based on manually

performed segmentation. The red contour of the surface model is

displayed along with slices of the underlying porcine contrast

enhanced CT data set. b–d Intersection of the surface model with

the axial, sagittal and coronal plane

Fig. 2 Registration scheme for determination of the vertex displace-

ment. Haffine, 1,1 -[ N,1 denotes the affine transformation from frame 1

in dataset 1 to frame 1 in dataset N. Tnonrigid, 1,1 -[ j,l is the

corresponding 3D displacement field resulting from nonrigid

registration
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Purpose
Non-rigid image registration methods play an important role in

today’s modern medical diagnostics and Image-Guided Therapy

(IGT) systems and as a consequence a lot of research is devoted to it.

Medical image registration seeks the geometrical transformation

which maps the floating image into the spatial domain of the reference

image. In the last decade techniques to measure 4D (3D + time)

breathing organ motion, such as 4D-MRI [1, 2], have been introduced

raising the need for techniques able to deal with the discontinuities

that occur in these data set where the organs are sliding along the

chest wall. Today’s methods in contrast enforce a smooth deformation

field in their regularization term.
Methods
In this paper we present a new approach to smooth the displacement

field in the accelerated Demons registration algorithm preserving

discontinuities. The accelerated Demons algorithm [3] uses Gaussian

smoothing to penalize oscillatory motion in the displacement fields

during registration. A Gaussian regularizer, however, can not differ-

entiate between discontinuities and smooth part of the motion field.

Our proposed algorithm uses in place of the Gaussian smoothing a

bilateral smoothing technique [4] to better preserve the

discontinuities.
Results
The proposed approach was tested with 2D and 3D images, and we

get improvements in error metric i.e., Target Registration Error (TRE)

for the well known POPI image dataset [5]. Multiple experiments

were carried out in order to evaluate the proposed method, and

optimal parameters taken for bilateral filter smoothing. All experi-

ments were carried out on an Intel Core i5 2500 processor with 8 GB

main memory. For the Gaussian filtered Demons method we use

Insight Toolkit (ITK) implementation with unchanged internal

parameters, and four resolution levels with 50 iterations for each level

and r = 2.0. For the bilateral filtered Demons we also use four res-

olution levels with 50 iterations each, values for rs = 4.0 and

rI = 50.0. Both algorithms use a multithreaded approach with

maximal four threads. The 50 iterations were enough on each level to

get good convergence. The registration reduces distance to

1.13 ± 0.55 for Demons and 1.04 ± 0.54 mm for bilateral filtered

Demons (Table 1).

To verify that the improvement is significant we statistically

analyzed the data. All these statistical tests were performed using the

software package R (release 2.14.1 for Linux, www.r-project.org).

The normal distributed mean values were compared with a paired

t test. Normality of the distributions was tested with the Kolmogorof-

Smirnov test. A p value\0.05 was considered statistically significant

for all tests. The statistical analysis showed that both registration

approaches perform significantly better (p \ 0.05) than not register-

ing the images at all. Taking the accelerated Demons algorithm with

Gaussian filtering as the standard, it can be shown that bilateral fil-

tering significantly improved (p \ 0.05) when registering with the

proposed Bilateral-Demons. Running times for registering one pair of

volumes were for Demons 4 min, and for Bilateral-Demons 15 min.

The higher computational costs of the proposed method can be

attributed to the increased complexity of the bilateral filter and the

less efficient concurrent implementation of the latter.
Conclusion
In this paper we propose to replace the regularization part from

accelerated Demons using a bilateral filter to support anisotropic

smoothness instead of isotropic as in accelerated demons algorithm

[3]. Bilateral filtering has firstly been introduced to smooth gray and

color images as an extension of the basic Gaussian filter it also takes

into account image content namely position and intensity values, and

forms a logical extension to discontinuity preserving filtering. Testing

with pairs synthetic and a well known dataset of clinical images

shows statistically significant improvement over the state-of-the-art

Demons. This regularizer significantly improves the results in the

tested cases showing discontinuities. We showed its superior perfor-

mance on synthetic as well as on clinical images.
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Purpose
We introduce a new hierarchical approach for elastic medical image

registration using approximating splines. In order to obtain the dense

deformation field we employ Gaussian elastic body splines (GEBS)

that incorporate anisotropic landmark errors and rotational informa-

tion. Since the GEBS approach is based on a physical model in form

of analytical solutions of the Navier equation it can very well cope

with the local as well as global deformations present in the images by

varying the standard deviation of the Gaussian forces. The inclusion

Table 1 TRE for accelerated Demons and Bilateral-Demons for the

3D POPI data set, mean values ± standard deviation and max values

are given. All measures are given in millimeters

S300 Int J CARS (2013) 8 (Suppl 1):S263–S336

123

http://www.r-project.org


of the anisotropic landmark errors and the rotation information proofs

particularly interesting when registering highly non-rigidly deformed

images such as breast mammogram.
Methods
The proposed GEBS approximating model is integrated into the

elastic hierarchical image registration framework (HERA), which

decomposes a non-rigid registration problem into numerous local

rigid transformations. It follows a coarse-to-fine gradual approxima-

tion of the non-rigid deformation field to compensate spatial

misalignment between two mono- or multi-modal medical images. By

progressively subdividing the floating image, an image pyramid is

constructed, comprising at every level of a growing number of sub-

images whose centers and their related transformation parameters

constitute the landmarks of the deformation field. The dense defor-

mation field of final result is calculated using GEBS, densely

interpolating the local transformations of the sub-images over whole

image domain. The approximating GEBS registration scheme incor-

porates anisotropic landmark errors as well as rotational information.

The anisotropic landmark localization uncertainties can be estimated

directly from the image data and, in this case, they represent the

minimal stochastic localization error, the Cramér-Rao bound. The

rotational information of each landmark obtained from the hierar-

chical procedure is transposed in an additional angular landmark,

doubling the number of landmarks in the GEBS model.
Results
The modified hierarchical registration using the approximating GEBS

model is applied to register 161 image pairs from a digital mammo-

gram database. To evaluate the performance of the proposed GEBS

approximation scheme three independent experiments were con-

ducted. The obtained results are very encouraging and the proposed

approach significantly improved all registrations comparing the mean

square error (MSE) in relation to approximating thin-plate splines

(TPS) with the rotation information. Applicability of the approxi-

mating GEBS with the rotation information is more pronounced for

the asymmetric images with the higher landmark localization uncer-

tainties and larger elastic deformations. Although, approximating TPS

can handle the anisotropic landmark errors, approximating GEBS has

better control over the locality of transformation. On artificially

deformed breast images the newly proposed method performed better

than the state-of-the-art registration algorithm introduced by Rueck-

ert. The average error per breast tissue pixel was less than 2.23 pixels

compared to 2.46 pixels for Rueckert’s method.
Conclusion
The proposed hierarchical elastic image registration approach incor-

porates the GEBS approximation scheme extended with anisotropic

landmark localization uncertainties as well as rotational information.

Our experimental results show that the proposed scheme improved the

registration result significantly.
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Purpose
Tumor grade is a system used to classify cancer cells in terms of how

abnormal they look under a microscope and how quickly the tumor is

likely to grow and spread. Tumor grade information of breast carci-

noma is available about tumor growth and proliferation of speed, also

can be used to predict whether it can make a good response to

treatment. Doctors use the tumor grade and many other factors, such

as cancer stage, to develop an individual treatment plan for the patient

and to predict the patient’s prognosis. In this study, analysis and

classification is performed in the coronal pathology image (C-view

imaging) [1] from three-dimensional (3D) ultrasography to capture

characteristics to help physicians estimating the breast tumor grade.
Methods
Data acquisition

80 cases were obtained for this retrospective study with all patients

histopathologically identified as infiltrating ductal carcinoma (IDC)

case. The histologic grades were used later to match with indices

extracted from image. Sonographic screenings were operated on GE

Voluson 730 3D ultrasound system prior to biopsy. The 2D coronal

sliced images were reconstructed from 3D volume data that have

resolution varied in the range from 0.013 to 0.029 cm/pixel.

Histological grade of breast cancer

Histological grade of breast carcinoma was scored according to the

Nottingham-modified Bloom-Richardson grading system [2], which is

based on the microscopic evaluation of morphological and cytological

features of tumor cells. Each of the three scores including tubule

formation, nuclear pleomorphism, and mitotic count was given 1 to 3

points. Three scores were added together to give an overall score and

a corresponding grade. Overall score 3–5, 6–7 and 8–9 were defined

as grade 1, 2 and 3, respectively.

Image pre-processing and tumor contouring

The ultrasound images contain speckle noise, which has been known

as an undesired effect produced by most ultrasound systems. This

study utilized the bilateral filter as the pre-processing procedure to

eliminate the speckle noise while also to enhance texture/boundary

feature on the coronal pathology images [3]. The bilateral filter is

similar to the K-means clustering and the mean shift algorithms in

that it maintains a set of data points that are iteratively replaced by

means. The filter’s weight is based on a Gaussian distribution. Then

an experienced sonography physician who was familiar with breast

ultrasound interpretations manually determined contours of the tumor

in the coronal pathology image. Figures 1 and 2 show the pre-pro-

cessed images and determined regions for the breast tumors with

grade 1 and 3,respectively.

Feature extraction

In this study, textural and intensity statistical features were utilized to

estimate the tumor grade. The proposed method calculated a set of

Fig. 1 Result of image pre-processing (tumor grade 1): a, d the

original image; b, e the corresponding pre-processed image; c,

f manually determined region of tumor
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features related to the geometry of the boundary and the structure

inside of the tumor. Moreover, texture is an important characteristics

used to identify the objects from an image. Textural features deal with

the internal structure of the tumor which can be described using this

co-occurrence matrix [4]. Eight performed parameters were angular

second moment (energy), inertia, correlation, the absolute value, the

inverse difference, sum of entropy and the maximum probability. For

quantitatively describing the intensity statistical features of the image,

the useful features of the image were obtained from the intensity

histogram. Statistical features used in this study included mean, sum

variance, skewness, kurtosis, energy and entropy. This study found

that the texture and statistical features are valuable to distinguish

grade level from malignant lesions.

Grade classification

The K-means algorithm is an unsupervised classification that calculates

initial class means evenly distributed in the data space and then iteratively

clusters the pixels into the nearest class using a minimum distance

technique. The main idea is to define k centroids (one for each cluster)

which are placed in a cunning way due to different location may cause

different result. The next step is to take each point belonging to a given

data set and associate it to the nearest centroid. The early group is done

when no point is pending. Then k new centroids are needed to re-calculate

as barycenters of the clusters resulting from the previous step. After the

method obtains these k new centroids, a new binding has to be done

between the same data set points and the nearest new centroid. This study

utilized the K-means clustering algorithm to classify and estimate breast

tumor in 3D sonography to a corresponding grade.
Results
In all 80 obtained cases, there are 40 and 40 cases identified as grade 1

and 3, respectively. For the classification experiment, accuracy is

85.00 % (68/80), the sensitivity is 87.50 % (35/40), the specificity is

82.50 % (33/40), the positive predictive value is 83.30 % (35/42) and

the negative predictive value is 86.80 % (33/38).
Conclusion
From the experimental results, the proposed method using the

K-means algorithm with the proposed textural and statistical features

is feasible for coronal pathology imaging classification. The results

indicated that the proposed features can be utilized as potential pre-

dictors for tumor grades. As the proposed classification system is

useful to estimate the breast tumor grade which may be the useful

information for physicians to prognose the effect of treatments for

malignant lesions.
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Purpose
Atlas-based segmentation is an essential component of computer

aided planning for radiotherapy. Commercial products often have

access to a large number of candidate images to be used as atlases and

thus efficient mechanisms are necessitated to automatically retrieve

suitable atlas images. In this study, we have first developed methods

to extract global features from thoracic CT images. These include

geometrical features based on both voxel intensities and the outlines

of automatic approximate bone, lung, and whole-body segmentations

that can be calculated in seconds. Our goal is to study image retrieval

techniques using these global image features, in particular investi-

gating the feasibility of various supervised learning algorithms. Such

retrieved images are then to be used as atlasses for the atlas-based

segmentation of anatomy that cannot be segmented automatically

such as lymph nodes.
Methods
We use 25 global features to describe thoracic CT images. Some of

these features are based entirely on a simple thresholding of voxel

Hounsfield units, e.g., ratio of fat in thorax; while others are geo-

metrical features, such as circumference, area, shape and position

derived from outlines of body, lungs and bones in automatic

approximate segmentations [1]; see Fig. 1a, b.

Image retrieval involves ordering a set of items according to their

expected relevance for a given query. Let fi be the row vector for

these 25 features extracted for each image i. The conventional query-

by-example method for retrieving images is then to use |fi – fj|
2 for

each image pair as a metric to sort them. In contrast, supervised

learning algorithms attempt to infer a relationship between such dif-

ference vector and the expected segmentation outcome using given

supervision examples. We defined segmentation outcome as the

Dice’s similarity metric by comparing automatic segmentation [1] to

the segmentation obtained by using deformable registration [2] of an

atlas. An average Dice similarity for body, lungs and bones was used.

The histogram of such Dice values for all pairs of 95 CT images in our

database is seen in Fig. 1c. In order to utilize discriminative power of all

features in machine learning, we used the difference vector (fi – fj) of

length 25, called diff in the results. To further study possibly complex

Fig. 2 Result of image pre-processing (tumor grade 3): a, d the

original image; b, e the corresponding pre-processed image; c,

f manually determined region of tumor
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nonlinear interactions between each feature component, we also used a

concatenated vector [fi – fj] of length 50, called conc.

Three different techniques were used to learn a regression model

between image-pair vectors and outcomes. Regression trees (RT)

partition the feature space into smaller cells and fit data in each cell

using simple models. Ensemble methods (ENS) combine results from

many weak learners into one high-quality predictor. Support vector

regressor (SVR) projects data on a high dimensional space using the

kernel trick to infer non-trivial input–output relations, for which we

used a radial-basis kernel. We utilized the built-in Matlab functions

for RT and ENS, and the LIBSVM package [3] for SVR.
Results
We employed a fivefold cross-validation scheme, i.e., the images from

each fold were queried from the 76 out-of-fold images, which were also

used for training the supervised techniques. This yields 95 separate

queries in total. For each query, the 76 images were sorted by the L2-

norm feature difference (called NONE for no machine learning) or by

regressor prediction. Figure 2a shows Pearson’s correlation between

such predicted Dice values and their true values for each query. Fig-

ure 2b presents the Spearman’s rank correlation for images sorted using

these predicted values. The relatively high correlation of NONE indi-

cates that feature difference without learning is already a good metric for

retrieval. Nonetheless, machine learning improve on this significantly,

especially when concatenated features are used, with SVR conc per-

forming the best. The rest of results focus on conc features alone.

The following ultimate clinical setting is envisioned. For a new

patient image, features are extracted and a set of n most relevant (highest

ranked) images are returned to the physician. The physician then picks

one of these as the atlas for registration-based segmentation. Figure 2c

shows the percentage of queries that return the theoretical best image.

To quantify error for returning suboptimal images, we make the

assumption that a trained physician is able to pick the best possible

image out of returned n images (n-hits). Accordingly, Dice Retrieval

Error (DRE) is defined as the difference of the largest achievable true

Dice value within n-hits and the true Dice value using the top query

result. Similarly, Dice Rank Retrieval Error (DRRE) is the true rank

(minus one) of the best true Dice within n-hit. These errors were then

averaged over all queries and reported in Fig. 2d, e as functions of

number of hits. Figure 2d shows that DRE for all methods are under

0.025 even for returning a single image. In Fig. 2e an analytical DRRE

upper-bound for random queries is also shown. For retrieving a few

images, DRRE of SVR and ENS is much smaller than the other tech-

niques. However, with more images retrieved this difference becomes

less significant. Although the best possible atlas may not necessarily be

retrieved as seen in Fig. 2c, it is encouraging to see in Fig. 2d that such

suboptimal retrievals indeed do not incur significant Dice errors.

Conclusions
We have presented a comparison of image retrieval methods for atlas-based

segmentation. This study shows that geometric feature based image

retrieval is a promising tool, while machine learning algorithms improve

such retrieval performance. Using concatenated feature vectors has been

identified as the superior approach and SVR has worked best for our par-

ticular problem. In the future, we will study the generalizability of the

methods and investigate other image features to improve retrieval accuracy.
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Purpose
Fully automatic segmentation methods still fail more often than a semi-

automatic process. However, automatic segmentation features important

advantages. The reduction of time, a radiologist is to spend while reading

and reporting a study is very important in hospitals with increasing data to

be analysed. The location of segmented organs becomes an additional

and very crucial step that makes the automatic segmentation more dif-

ficult than the semi-automatic approach. The location of organs, their size

and shape, dependent on the image projection, are very difficult to assess.

Fig. 2 Evaluation metrics: a Pearson’s and b Spearman’s correlation

of true and estimated Dice metrics, c probability of returning the

actual best image in the first n-hits, d Dice retrieval error and e Dice

rank retrieval error for n-hits

Fig. 1 Examples of global image features (a, b) and the histogram of

Dice’s similarity metric for all pairs of images (c)
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Many robust semiautomatic segmentation methods (active con-

tours, live-wire, region growing, fuzzy connectedness, etc.) have been

developed [1–3]. However, a very important step, often performed

interactively—the seed points selection to initialise the segmentation

procedure is required.

In this study, a probability map has been built. After an alignment

procedure the seed points are indicated. They serve as seed points or

initial regions for further analysis that employs already known seg-

mentation methods.
Methods
The probability map is derived by subjecting to the analysis clinical

CT studies. The method contains three phases. First, the CT volumes

are subjected to a segmentation process that extracts the anatomical

structures. Then, the size normalization and adjustment are per-

formed. Finally, the reference points that allow the studies to be

aligned are located.

At the first level of building the probability map, the segmentation

requires interactive indication of extracted organs. Once the starting

points have been marked, a region growing algorithm has appeared to

be sufficiently robust to label consecutive anatomical structures.

In order to superimpose a set of CT studies, a size normalization of

the CT volume is required. Within the abdomen, the bony structures

allow for the most accurate location and identification of markers.

Thus, after thresholding the CT volumes at 350 HU, the further bone

structures analysis has been based on modified maximum intensity

projection (MIP), resulting in locating the ultimate and penultimate

thoracic vertebrae. At the adjustment process, the ultimate thoracic

vertebra is referred to as central point (Fig. 1). Then, employing the

profile analysis, the longitude and transverse size of thorax are found.

They serve as the size normalization factors.

After the segmentation and normalization process the clinical CT

studies have been superimposed. The comparison of labelled struc-

tures has indicated regions of the highest probability of location of a

certain anatomical structure yielding a map which indicates the

probability of location of a certain anatomical structure. The highest

probability indicates initial (seed) points for fully automatic seg-

mentation. In order to implement the map, the input CT volume has to

be aligned and its size is normalised. In Fig. 2 the probability map

indicating the area of 95 and 50 % of voxels assigned to the liver

(Fig. 2a, b) and spleen (Fig. 2c, d), respectively, is shown.
Results
The system performance has been evaluated on 30 CT abdominal

studies with different numbers of slices and different range of imaged

area. A total of 3,300 slices have been analysed. The location of the

thoracic vertebrae, thorax size and initial point location have been

evaluated. Correct location of the thoracic vertebrae has been

obtained in all cases (100 %). The width of thorax assessment failed

in one case reaching the rate of 97 %.

The initial points have been subjected to a region growing seg-

mentation procedure. Two testing data sets were employed. The first

one contained CT volumes included in the data which served for

building the probability map and segmented after a manual selection

of seed points. The segmentation was evaluated for liver, spleen and

kidneys. The difference between the segmentation results ranged

between 2 and 5 %. Then, an independent data set was subjected to

the alignment, normalization and segmentation procedures. The dis-

crepancy between the fully automated segmentation versus a semi-

automatic one ranged between 3 and 7 %. In 4 cases the seed point

missed the kidney.
Conclusion
Automated segmentation of abdominal structures is a challenging

task. Selection of initial points requires a knowledge of the structure

location. The developed method, which generates the probability

map, yields good results. Implementation of the map in the seg-

mentation process makes the procedure fully automatic and no

interaction is required from the user.
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Fig. 1 The adjustment process, location of the ultimate and penul-

timate thoracic vertebrae are marked by red beam, central point is

marked by red and blue beam cross

Fig. 2 The probability map indicating the area of 95 and 50 % of

voxels assigned to the liver (a, b) and spleen (c, d)
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Purpose
Intracerebral hemorrhage (ICH) can have high mortality and high risk

of disability. Computed tomography (CT) head scans are the rec-

ommended modality for diagnosing and therapy of ICH. Diagnosing

of ICH may be difficult when the hemorrhage is inconspicuous, while

quantification is difficult as hemorrhage can have overlapping and

very variable intensity. An algorithm is proposed to detect and

quantify ICH.
Methods
Adaptive thresholding and case-based reasoning (CBR) are explored

in four steps: preprocessing to derive the brain, adaptive thresholding

based on local contrast with varied window sizes to derive candidate

ICH regions, case representation to represent each candidate ICH

region by parameters on context as well as intensity and geometrical

characteristics, and classification of ICH by taking each candidate

ICH region as a case and exploring CBR. Additionally, case base

indexing and weights optimization are explored to increase the

retrieval speed and improve performances. Refinement of recognized

ICH is explored for quantifying ICH.

The following local thresholding with varied window size is

proposed: for each voxel (x, y, z) within the brain, the corresponding

local window is the window centered at (x, y, z) with a window width

W(x, y, z) and height H(x, y, z); for each axial slice (z being a

constant), find the maximum intensity standard deviation for all

possible window widths and heights of all the brain voxels and denote

it as sdmax(z); for each voxel (x, y, z), find the minimum W(x, y,

z) = H(x, y, z) such that the intensity standard deviation within the

local window sd(x, y, z) is not smaller than 0.6 * sdmax(z). With the

availability of adaptive window size containing balanced background

and foreground, we propose to determine local threshold T(x, y, z)

based on the enhancement of Sauvola and Pietikainen’s [1] formula,

Tðx; y; zÞ ¼ mðx; y; zÞ � ð1� kÞ þ k � mðx; y; zÞ � sdðx; y; zÞ
1:2 � sdmaxðzÞ

where m(x, y, z) is the local intensity mean, k is a constant to be

determined. To speed up the adaptive local thresholding, the local

intensity mean and standard deviation are calculated using integral

images [2].

CBR solves a new case by retrieving similar past cases and

adapting their solutions. The first step of CBR is case representation.

In this paper, each ICH candidate region from adaptive thresholding

on an axial slice is considered as a case, detecting ICH is converted to

‘‘whether a case is an ICH’’. Case representation can do reasoning on

object (case) level instead of on voxel level. According to experience

and experiments, 16 parameters are explored for case representation.

These parameters could be classified to two groups. The first group

contains five parameters to represent the context of a case within the

same axial slice. The second group includes 11 parameters to describe

the intensity and shape properties of a case.
Results
Validation on 426 clinical CT data indicates that the proposed algo-

rithm has a precision of 94.4 % and recall of 79.2 % for detecting

ICH regions. Visually the ICH regions calculated from adaptive

thresholding plus refinement agree well with expert delineation and

could quantitatively yield a segmentation accuracy of 0.950 ± 0.015

for 10 representative data with small to large ICH. Case base indexing

increases the retrieval speed by 41.1 times at the expense of

decreasing precision of 0.5 % and recall of 2.6 %. Genetic algorithm

optimization can enhance the precision and recall to respectively 94.9

and 83.5 %.

The characteristics of those misclassified cases are: small area

with medium intensity, likely to be misclassified as high signal around

longitudinal fissure or sagittal sinus (Fig. 1, misclassified cases within

yellow rectangles).

The error of segmentation is mainly due to decreased hemorrhage

intensity (Fig. 2). It reflects the complexity of the problem itself: ICH

may have very variable intensity due to factors such as variation in

hemoglobin concentration. Delineating ICH with intensity similar to

normal brain tissue is difficult for both the expert and any automatic

algorithm. The proposed method could yield an accuracy of j index

0.950 ± 0.016 for the 10 representative data, which is close to radi-

ology experts.
Conclusion
We have proposed an algorithm that combines adaptive thresholding

and CBR for detecting and quantifying ICH. Experiments showed that

adaptive thresholding could provide good candidates, while CBR

could pick up the right ICH regions based on reasoning similar to

human beings. The proposed method could be a potential tool for

accurately detecting and quantifying ICH.
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Fig. 1 Typical images of classification of the proposed CBR

Fig. 2 An axial slice with ICH with substantial intensity change (a),

manually delineated ICH by an expert in yellow (b), segmented ICH

with the proposed method in red (c), and the difference between b and

c (red for intersection, yellow for false negative and blue for false

positive)
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Purpose
The image recognition and the classification of objects according to

the images are more in focus of interests, especially in medicine. A

mathematical procedure allows us, not only to evaluate the amount of

data per se, but also ensures that each image is processed similarly

and furthermore to find a representative object for every diagnosis or

class of objects. Here in this study, we propose the power of statistical

shape analysis, in conjunction with neural networks for reducing

white noise instead of searching an optimal metric, to support the user

in his evaluation of MRI of renal tumors. Therapy of renal tumors in

childhood bases on therapy optimizing SIOP (Society of Pediatric

Oncology and Hematology)-study protocols in Europe.
Methods
Our research is the first mathematical approach on MRI of retro-

peritoneal tumors in childhood (n = 108). We use MRI in 3 planes

and evaluate their potential to differentiate other types of tumour

by Statistical Shape Analysis. Statistical Shape Analysis is a

methodology for analyzing shapes in the presence of randomness.

It allows to study two- or more dimensional objects, summarized

according to key points called landmarks, with a possible correc-

tion of size and position of the object. To get the shape of an

object without information about position and size, centralisation

and standardisation procedures are used in some metric space. This

approach provides an objective methodology for classification

whereas even today in many applications the decision for classi-

fying according to the appearance seems at most intuitive.We

determine the key points or three dimensional landmarks of ret-

roperitoneal tumors in childhood by using the edges of the platonic

body (C60) and test the difference between the groups (nephro-

blastoma versus non-nephroblastoma).
Results
Statistical Shape Analysis is an useful tool to differentiate retrop-

erotoneal tumors and to support diagnosis. Using Logistic Regression

or Discriminant Analysis more than three quarter of all tumours can

be classified correctly by the distance of each tumour to the mean

shape, the position and the age of the patient. Neural Networks can be

used as an alternative for Procrustean analysis or Ziezold’s algorithm

to calculate the mean shape or to reduce the white noise in the data. In

comparison to our first study on renal tumours in 2D the power of

differentiation between different kind of renal tumours has increased.
Conclusion
Statistical Shape Analysis in 2D/3D-dimensions can help to differ-

entiate tumors before therapy, next developments should demonstrate

the power in 4D, as an example heart dynamic or geometric changes

of tumors after chemotherapy. By increasing the dimension step by

step we have to develop and to improve the mathematical procedures

according to the reality. Furthermore our procedures have to be

proved on real unknown data. Only real unknown data gives us an

idea of the power of prognosis. In order to ensure the high power of

differentiation in the long term, we have also to consider a suitable

learning procedure to sort out unknown kind of tumours.
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Purpose
According to WHO reports, lung is a most frequent site of metastasis

from other cancers that manifest as pulmonary nodules. Computed

Tomography (CT) is shown to be the most sensitive imaging modality

for the detection of pulmonary nodules [1]. Meanwhile, 3D nodule

representation can help radiologists further accurately observe and

diagnose its structure and characteristics. We present an effective

algorithm for the 3D segmentation of lung nodules from CT images,

where a 3D fast marching method is employed to segment nodules.

Especially for dealing the juxta-vascular nodules [2], we develop a

novel method that removes the blood vessels connected with nodules

by analyzing the spatial connection characteristic between them.

Finally we use marching cubes to construct segmentations for further

analysis.
Methods
The first step is to segment the pulmonary nodules by using improved

3D fast marching method, which is not only able to carry out the

segmentation of smooth isolated nodules such as in Fig. 1b, but also

the nodules with complex structures and boundaries as shown in

Fig. 2b.

The second step is to remove blood vessels connected to juxta-

vascular nodules. By tracking area boundary segmented, two convex

points in the joint can be detected, and the vessels could be removed

by connecting the two points. We adopt the template to describe this

spatial characteristic of convex points and a template matching

method to find convex points. If the two detected neighboring convex

points A and B satisfy that the arc length of AB and the chord length

of AB are equal to or less than a certain threshold value which rep-

resents the spatial narrow feature of vessels, the cardinal splines are

employed to connect A and B, and get smoother boundary curve. The

attached regions, such as blood vessels, are removed.

The third step is to reconstruct 3D surface model by using

marching cubes after a 3D Gaussian smoothing was applied to the

segmented nodules. In order to provide radiologists better location of

the nodule in chest cavity, the bone and nodules are hybrid rendered.
Results
Two sets of chest CT images are employed in the experiment with

1.25 mm slice thickness, downloaded from NCI-NBIA (

https://imaging.nci.nih.gov/ncia/login.jsf/). Both of the two sets of CT

images are with the resolution of 512 9 512, and cover the nodules

Fig. 1 Solitary pulmonary nodule segmentation. a The original CT

with the nodule circled in the red box. b The segmented result. c The

3D model. d 3D representation with relative bones

Fig. 2 The juxta-vascular nodule segmentation. a The original CT

image. b The segmented nodule with blood vessels. c Detected

convex points. d Final segmentation result. e The 3D model. f 3D

representation with relative bones
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completely. The experiment was performed on a PC Windows envi-

ronment with 3.2 GHz CPU, 2.0 G memory and NVIDIA GeForce

GT 430 GPU.

One dataset with 22 CT slices contains solitary pulmonary nod-

ules, and the second dataset with the juxta-vascular nodule contains

26 CT slices. To visually demonstrate the performance of the nodule

segmentation schemes, two typical examples are represented in

Figs. 1 and 2. Our preliminary study shows that the distance dis-

crepancies between the segmentation results by the computerized

scheme and the radiologists are in the error range that the average

maximum and mean discrepancies were 2.67 ± 1.25 and

1.07 ± 0.46 mm, respectively.
Conclusion
In this paper, we present a novel 3D lung nodule segmentation

approach. The experimental results reveal that the proposed method

can successfully segment nodules from CT image and can be pre-

sented in 3D. Our future work is to further combine template

matching into fast marching method to obtain better segmentation and

effective results.
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Purpose
The problem of Cone-Beam CT (CBCT) image reconstruction has

been considered here in a context of the image-guided radiation

therapy. Such an environment is typically associated with the fol-

lowing two major points: (a) reduction of the number of projections is

desired for reducing the radiation dose substantially, and (b) avail-

ability of previous planning CT scan of the same patient taken before

the treatment procedure which can potentially be utilized for con-

structing suitable anatomical prior.

When reducing the number of projections the problem can be

considered as an ill-posed. Iterative methods, such as ART [1], are

typically used to solve this class of the problems. When a priori

knowledge is available it can be incorporated in the form of regu-

larization functional. Nowadays many researchers are investigating a

TV function [2], which can be represented as L1 norm minimization.

Depending on the specific conditions, incorporation of a priori ana-

tomical knowledge can be done in different ways. One of the ideas of

using anatomical a priori is based on incorporating features that

characterize the main elements in the image. An interesting approach

in this direction is the usage of histograms [3].

The basic idea of the CBCT image reconstruction method intro-

duced with this study is to use the prior anatomical knowledge

represented by the co-occurrence matrix of a similar image. Such

matrices are known as being capable of describing local image

structure statistically by way of counting the frequency of spatial

occurrence of certain image intensities, gradients, or local orienta-

tions, i.e., capturing their anisotropic properties [4, 5].
Methods
In contrast to the real data, where we have to deal with many

inconsistencies [2], in this work we used a simulated projection data

just to demonstrate how the method works. In order to introduce the

method and to perform comparison with some other commonly-used

methods we have used CT image slices of two different patients. In

the first case (male, 45 years old with no obvious abnormalities) this

was axial chest slice (see Fig. 1a) while for the second test we

employed head CT slice of a patient (male, 46 years old) with

malignant tumor of the head (see Fig. 2a).

The problem of image reconstruction with regularization constrain

is typically formulated as finding image f that minimizes

M � f � gk k2
2þa � Rðf Þ, where M denotes a system matrix, g—pro-

jection data, �k k2 denotes L2-norm, a—regularization parameter and

R(f) is regularization term. Total Variation (TV) minimization method

is often used for regularized reconstruction, and its efficiency has

been shown in a number of studies [2]. This method incorporates

gradient-based Total Variation as the regularization term:

fk kTV¼
P
rfj j. The implementation of TV method is often based on

Fig. 1 Reconstruction of CT scan slice of abdomen with use of

previous scan as a priori: a image under reconstruction; b previous

scan, source of CM0; c ART + CM reconstructed; d ART + TV

reconstructed
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traditional iterative Algebraic Reconstruction Technique (ART) [1].

Then ART provides iterative image reconstruction with TV-based

filtration after each iterative step.

In this work we propose a method which incorporates co-occur-

rence matrices as the regularization term. In this case the a priori

information on local image structure is derived directly from image

data. In our method the regularization term R(f) is set to

fk kCM¼ CMðf Þ � CM0k k2, where CM(f) is co-occurrence matrix of

the image under reconstruction and CM0 represents expected local

image structure. There could be different sources for calculating the

co-occurrence matrix. For instance, CM0 can be obtained (a) from

image of an object, which is similar to the reconstructed one (e.g., the

previous scan of the same patient); (b) by averaging co-occurrence

matrices of a set of objects of the same class (e.g., average CM of

abdomen CT scans if we reconstruct abdominal region) and so on.

The proposed method is also ART-based iterative algorithm. Each

iteration of the algorithm includes ART iteration step followed by

CM-based filtration. By CM filtration we mean here alternating pre-

vious iteration result fk to fk+1 so that f kþ1
�� ��

CM
\ f k
�� ��

CM
. In this work

it is done by estimating o fk kCM

�
ofx;y and using the gradient descent

method.
Results
Figures 1 and 2 represent results of reconstruction of CT scans from

under-sampled projection data (64 projections out of 256 needed for

accurate reconstruction). Here we perform the comparison of three

methods: Algebraic Reconstruction Technique (ART) as a basic

method, ART-based Total Variation minimization (ART + TV) and

the proposed method with co-occurrence matrix prior (ART + CM).

Previous scans data were used to derive the expected co-occurrence

matrices CM0, representing a priori knowledge in the suggested

method (Fig. 1b). If compared to ART + TV technique, the suggested

method produces sharper edges, doesn’t over smooth the image, and

small details can be distinguished more easily. However, current

implementation of our method does not suppress all the noise on the

image. The abilities of noise reduction with respect to the number of

projections measured by Mean Square Error (MSE) are represented

by the plot given at the bottom of Fig. 1. Note that the use of Total

Variation term (Fig. 1d) eliminates the high frequency noise even

better than the proposed method. This is because it always smoothes

the reconstructed image.
Conclusion
The results reported with this study show that the suggested image

reconstruction method is capable of incorporating a priori anatomical

knowledge in context of image guided radiation therapy. Future work

should include extensive testing on real CT projection data.
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Purpose
In recent years, breast-conserving surgery has been used as the sur-

gical treatment of breast cancer to improve the quality of life of

women. In order to select the appropriate form of surgery, exact

analysis of the invasive region of the tumour using breast MR images

has become an important role in the image diagnosis. However, the

many images that are obtained by multi-temporal imaging, and a

variety of sequences are used for the identification of the tumour.

Consequently, the diagnostic ability of the physician is decreased.

Furthermore, a decrease in the diagnostic accuracy is a concern

because identification of the region of the tumour is still subjective. In

this study, we propose a novel method for automated analysis of the

region of the tumour using dynamic contrast-enhanced breast MR

images. The usefulness of this method is evaluated using a digital

breast phantom and actual breast MRI images.
Methods
For this method, T1-weighted MR images of pre-, early-, and post-

contrast- enhanced breast MR images are provided. First, three-

Fig. 2 Reconstruction of CT scan slice of abdomen with use of

previous scan as a priori: a image under reconstruction; b previous

scan, source of CM0; c ART + CM reconstructed; d ART + TV

reconstructed
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dimensional position among three phase images is adjusted on the

basis of the tumour position. Thereafter, early- and late-subtraction

images are obtained by subtracting early- and late-contrast- enhanced

images, respectively, from the pre-contrast ones. In addition, regions

in late-subtraction images with a pixel value below a predetermined

threshold are excluded in order to eliminate the influence of normal

mammary glands. Higher pixel values are then output by comparing

the pixel values of the early- and late-subtraction images. In this way,

the exact region of tumour invasion is obtained. Subsequently, using

the level-set method, which is a type of dynamic contour extraction,

the outline of the tumour in the tumour- extracted images is obtained.

Finally, the bounding box of the tumour is calculated using the

contour-extracted images; this is considered to be the result of the

automated analysis of tumour invasion.
Results
In order to evaluate the usefulness of the analysis method, we eval-

uated the accuracy of the automated analysis of the invasive region by

means of a digital phantom that mimics the mammary gland. Thus,

we confirmed that the range of the invasive region has been analysed

correctly. Twelve cases of breast MR images were then introduced

(seven cases: breast-conserving surgery, five cases: mastectomy. All

cases were diagnosed as scirrhous). These images were acquired

using a 3- T unit (Signa HDXT 3.0T; GE Healthcare) at the East

Nagoya Imaging Diagnosis Center (Nagoya, Japan). We compared

the tumour size listed in the interpretation report by a physician and

analysed the results obtained from the proposed method. The auto-

mated results of tumour invasion were accurate in nine cases of the

twelve cases. The mean absolute error of the size of tumours in all

cases was less than 5.0 mm.
Conclusion
In this study, we proposed a novel method of automated analysis to

quantify the tumour region using dynamic contrast- enhanced breast

MR images. High accuracy was obtained in the evaluation using a

digital phantom. For the evaluation using actual breast MR images,

the mean absolute error between the physician’s interpretation and the

automated result was less than 5.0 mm. These results suggest that the

proposed method may be useful for the automated analysis of inva-

sive breast tumour using breast MR images.

Accurate 3D measurement of normal knee kinematics using
dynamic flat-panel detector images
T. Yamazaki1, T. Tomita2, Y. Sato3, H. Yoshikawa4, K. Sugamoto2

1Osaka University, The Center for Advanced Medical Engineering

and Informatics, Osaka, Japan
2Osaka University Graduate School of Medicine, Orthopaedic

Biomaterial Science, Osaka, Japan
3Osaka University Graduate School of Medicine, Radiology, Osaka,

Japan
4Osaka University Graduate School of Medicine, Orthopaedics,

Osaka, Japan

Keywords 3D normal knee kinematics � Dynamic FPD image � 2D/

3D registration � Clinical application

Purpose
Quantitative assessment of dynamic knee kinematics under in vivo con-

ditions is very important for understanding the effects of joint diseases,

dysfunction and for evaluating the outcome of surgical procedures. For

artificial joint implants, to achieve 3D measurement of the dynamic

kinematics, 2D/3D registration techniques which use X-ray fluoroscopic

images and computer-aided design model of the implants have attracted

attention. These fluoroscopic techniques have also been applied for

motion measurement in joints without implants in recent years, where 3D

bone models created from CT or MRI images are utilized.

In previous studies, however, normal bone edges extracted from

the fluoroscopic image are less well defined than metallic implant

edges due to the low contrast of the material, and therefore some

registration techniques have a problem of severe local minima. To

eliminate this problem, it is important to perform pre-processing to

accurately segment the only bone edges. However, it may be difficult

to know in advance which edge points belong to the bone edges, and

also the pre-processing of removing spurious edges and noises to

obtain the only bone edges requires very time-consuming and labor-

intensive manual operations.

The purpose of this study is to accurately determine the 3D normal

knee kinematics, under the surveillance of dynamic flat-panel detector

(FPD) images which can overcome the problem of detection of nor-

mal bone edges, using a robust 2D/3D registration technique even if

spurious edges and noises exist in the knee images.
Methods
First, the 3D bone models of femur and tibia/fibula were created from

CT scans of the subject’s knee. CT scans used a 512 9 512 image

matrix, 0.63 mm slices spanning approximately 100 mm above and

below the joint line of the knee, and 2 mm slices through the centers

of the hip and ankle to define the anatomic coordinate systems.

Segmentation of the bone was performed by applying a thresholding

filter, and finally the point clouds resulting from the segmentation

process were converted into polygonal 3D surface models using

marching cube algorithm.

Next, dynamic FPD images during the subject’s knee motion were

acquired as serial digital images (750 9 750x12 bits/pixels, 5.0 Hz

serial spot images). To extract the knee contours from the acquired

image, a Canny’s edge detector was applied. The edges of a fluoro-

scopic bone image are not sharp like with a metallic implant because

of the low contrast of the material. However, use of dynamic FPD

images enabled us to easily detect bone edges.

Finally, in order to determine 3D pose of the subject’s knee

model from a FPD image, a robust feature-based 2D/3D registration

method which use 2D knee contours images and 3D bone models

was developed. The basic principle of a feature-based 2D/3D reg-

istration algorithm is that the 3D pose of a model can be determined

by projecting rays from contour points in an image back to the

X-ray focus and noting that all of these rays are tangential to the

model surface. Therefore, 3D poses are estimated by minimizing the

sum of Euclidean distances between all projected rays and the

model surface. In addition, for robust registration, we introduced

robust statistics into this 3D pose estimation method in order to

perform accurate 2D/3D registration even if spurious edges and

noises exist in the knee images. This robust estimation method

employs a weight function to reduce the influence of spurious edges

and noises. The weight function is defined for each contour point,

and optimization is performed after the weight function is multiplied

to a cost function.

In order to validate the accuracy of pose estimation for the knee

bone using present 2D/3D registration method, phantom experiments

were performed. Since the knee phantom used was rigidly fixed

between femur and tibia/fibula, each relative pose vale can be used as

gold standard value. Therefore, relative values between femur and

tibia/fibula model created from CT images were used to determine

poses for comparison with the estimations. X-ray images of the knee

phantom were then taken in 10 different poses under the clinical

condition. Experimental accuracy was assessed by comparing the

estimated relative pose with the relative pose as determined by 3D

model created from CT images.

We finally applied present method to 3D measurement of nor-

mal knee kinematics under clinical conditions. Six healthy male

subjects, averaging 31 years (24–36), 170 cm (165–174), and 65 kg

(57–80) were analyzed using the method. All subjects gave

informed consent to participate in this study, and the study has

been approved by an institutional research review board. Each

subject subsequently performed weight-bearing squatting motion

from full extension to full flexion in front of the FPD. For in vivo

Int J CARS (2013) 8 (Suppl 1):S263–S336 S309

123



kinematic analysis, the relative pose of the femur with respect to

tibia/fibura was determined by employing a three-axis Euler-angle

system. In addition, the medial and lateral condylar contact posi-

tions of the femur on the tibia were computed as the minimum

point between femur and tibia surface of both condyles for each

flexion angle.
Results
The results of phantom experiments showed the relative poses errors

(RMS errors) of femur with respect to tibia/fibura were average

0.57 mm and 0.94 deg except for medial–lateral translation error.

In the results of normal knee squatting motion for clinical appli-

cations, Fig. 1 visualizes the sequential movement of femur and tibia/

fibura models at arbitrary frames. The femur exhibited average 21.0�
of external rotation relative to tibia during knee flexion (average from

-2.8� of full extension to 146.6� of full flexion). Then, the contact

position of both condyles sifted posteriorly average 13.4 mm medi-

ally and 24.6 mm laterally, respectively. As shown in Fig. 2, from full

extension to about 120� of flexion, the contact positions showed a

medial pivot pattern.
Conclusion
This study presented a procedure and the accuracy for accurate 3D

measurement of normal knee kinematics using dynamic FPD images,

and finally performed clinical applications. Utilizing the dynamic

FPD images and preset robust 2D/3D registration, 3D determination

of normal knee kinematics was successfully performed, and the pose

estimation accuracy was found to be sufficient for analyzing normal

knee kinematics of femur and tibia/fibula.

In the result of clinical applications, normal knee in squatting

motion experienced femoral external rotations and a medial pivot

pattern during flexion, and these measurement values were clinically

similar to the previous reports.
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Purpose
Interventional radiology provides image-guided, minimally invasive

solutions to diagnose and treat various diseases. Such procedures are

typically performed percutaneously based on structural volumetric

datasets such as computed tomography (CT) data, and require the

interventional radiologist to accurately place a needle (biopsy needle,

ablation applicator, …) into the patient’s body while avoiding organs

at risk and important vessels.

To provide accurate needle placement, a navigation system for

interventional radiology procedures (CAS-One IR, CAScination,

Bern, Switzerland) has been developed and integrated with a robotic

aiming device (iSYS Medizintechnik GmbH, Kitzbühel, Austria) [1].

To achieve integration, the robotic aiming device had to be cali-

brated in the coordinate system of navigation system. We built a

formula expressing the position of the robot’s center of rotation and

the orientation of its displacement axes in the coordinate system of the

navigation system. Finally, automatic alignment errors achieved on a

static phantom were measured.
Methods
1. Navigation system

The navigation system consists of an optical position measurement

system (NDI Vicra, Northern Digital, Canada) and a set of custom-

made marker shields with retro-reflective passive markers attached to

the needle shaft. Automatic patient-to-image registration and patient

tracking is achieved using a set of retro-reflective single marker (SM)

spheres glued on the patient’s skin prior to the CT acquisition and

automatically detected in the CT image.

A planning module enables the physician to plan one or several

needle trajectories on the CT image. A marker shield is then screwed

onto the needle shaft, and the needle is placed into a needle guide

attached to the robotic arm.

2. Robotic aiming device

The robotic aiming device (Fig. 1a) is composed of an upper module

and a lower module, each moving laterally and longitudinally. It is

attached to a carbon plate through an articulated arm with 6� of

freedom. Large-scale motions are achieved by manually moving the

articulated arm. Small-scale translations are achieved by moving the

upper module together with the lower module, while small-scale

rotations are achieved by moving only the upper module.

Fig. 1 Visualization of the sequential movement of femur and tibia/

fibura models at arbitrary frames

Fig. 2 Medial and lateral condylar contact positions of the femur on

the tibia
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At the beginning of the insertion, the physician manually sets the

position of the articulated arm so that the planned trajectory is within

the working space of the robotic aiming device. This is done with the

help of a visual feedback displayed by the navigation system. The

robot then automatically refines the orientation and position of the

needle. The physician performs the final insertion manually by push-

ing the needle along the needle guide of the robot, until the navigation

system informs him that the desired depth has been reached.

3. Calibration of the robotic aiming device

The robotic aiming device has 4 joint coordinates (Fig. 1a): J1 and J2

denote the lateral and longitudinal displacement of the upper module

relative to the lower module, while J3 and J4 denote the lateral and

longitudinal displacement of the two modules together.

Instructions to the robotic aiming device need to be given in terms

of J1, J2, J3 and J4 values, while the navigation system provides

information about the position of the needle tip position and needle

shaft orientation only. In order to achieve automatic needle posi-

tioning, it is thus necessary to perform a calibration step relating the

two coordinate systems.

Center of rotation

The position of the center of rotation of the aiming device is calcu-

lated by performing several small-scale rotations: several positions of

the needle tip are thus detected by the navigation system, all satis-

fying the equation

ðti � cÞ � ðti � cÞT � r2 ¼ 0; ð1Þ

where ti is the needle tip position i, and c and r are the center and

radius of rotation, respectively Fig. 1b. The optimal values of c and

r are obtained using Nelder-Mead method [2, 3].

Displacement axes

According to Fig. 1c:

J1 ¼
�h � tan h1v; ð/1� p=2Þ
h � tan h1v; ð/1 [p=2Þ

�
ð2Þ

where h is the known distance between the upper and lower modules,

and the angles

h1 and /1 are given by the navigation system. The unit vector v is as

shown in Fig. 1d.

According to Fig. 1e:

J2 ¼
�x� J2offet

cos h2
þ J2offet; ð/2� p=2Þ

x� J2offet

cos h2
þ J2offet; ð/2 [p=2Þ

(
ð3Þ

where x and J2offset are known from the robotic aiming device

geometry, and the angles h2 and /2 are given by the navigation

system. The unit vector u is as shown in Fig. 1d.

Finally, according to Fig. 1d:

J3 ¼ m � v
J4 ¼ m � u

�
ð4Þ

where m, the vector from the tip of the needle to the planned entry

point, is given by the navigation system.

4. Evaluation

20 Navigated punctures were performed on a non-rigid, anthropomorphic

phantom. For each puncture, the Euclidean error between the planned and

the achieved needle tip position was calculated by the system in the

patient coordinate system. The fiducial registration error (FRE) of the

automatic patient-to-image registration was also measured.
Results
It was possible to integrate robotic aiming device with an optical

navigation system (Fig. 2).

The phantom was registered automatically with its CT dataset with

an FRE of 0.6 mm ± 0.1 mm. Then, after roughly positioning the

robot by manually moving the articulated arm, it was possible to

automatically adjust the needle orientation along the planned trajec-

tories. The resulting alignment error was 1.2 mm ± 0.2 mm.
Conclusion
Preliminary results indicate the feasibility of robotic, navigated nee-

dle orientation adjustment.

The average accuracy of the alignment was 1.2 ± 0.2 mm.

However, since the robotic aiming device only positions the needle

along the correct trajectory and does not insert it, the physician can

manually correct this error using the graphical user interface of the

navigation system,

On-going work aims at improving the automatic alignment accu-

racy using visual servoing.
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Fig. 1 Schematic diagrams used for calibration. a Joint coordinates

of the robotic aiming device. b Schematic diagram of the center of

rotation calibration. c Schematic diagram of J1 alignment.

d Schematic diagram of J3 and J4 alignment. e Schematic diagram

of J2 alignment

Fig. 2 Results of the integration. a Overview of the integration.

b Graphical user interface for operating the robotic aiming device

within the navigation system
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Purpose
In the present paper, we evaluate a new optical-based navigation

system (SIRIO, MASMEC S.p.A., Modugno, BA, Italy. http://

www.masmec.org/) while performing percutaneous lung biopsies

(PLBs).

The system allows optical tracking of devices used during the

procedure and their real-time visualization in a model obtained from a

data set of previously acquired CT images.
Methods
Patients with the following clinical features were included in the

present study: pulmonary solid lesions or ground-glass opacities

suspected to be malignant; no evidence of endo-bronchial disease;

non-diagnosing bronchoscopy; unsuitability for ultra-sonographic

guidance; good patient compliance (e.g., ability to lie in a given

position or to hold the breath for a few seconds). There were no lesion

size limits. Exclusion criteria were: contraindications for percutane-

ous interventions (e.g., abnormal coagulation) or a refusal to provide

written informed consent.

SIRIO-guided PLBs were performed in 197 patients (121 male, 76

female, mean age 66.8 ± 12 years). Standard CT-guided PLBs were

performed in 72 patients (48 males, 24 females, 69.1 ± 10 years).

Mean lesions size in patients undergoing SIRIO-guided PLBs was

32.1 mm (±18 mm); mean size of pulmonary lesions in patients

undergoing standard CT-guided PLBs was 29.2 mm (± 18 mm).

Lesions distribution among different pulmonary lobes was evaluated

in both groups.

Local Institutional Review Board approved this nonrandomized

retrospective study; all the enrolled patients gave their written

informed consent.

Procedure

All procedures were performed with a 64-MDCT (Somaton Sensation

64, Siemens, Forchheim, Germany) with the following exposure

parameters: 140 kV, 110 mAs, 1 mm slice thickness. Preliminary

imaging limited to the target region was obtained.

All patients underwent cytological (20GChibaneedle) and histo-

logical (18G, semi-automatic tru-cut biopsy needle) sampling with a

coaxial technique. Procedures were performed under local anaesthesia

and mild sedation.

SIRIO-guided PLBs

SIRIO is an intra-operative guiding system that reconstructs a 3D

model from a data set of previously acquired CT images (DICOM) by

means of a semiautomatic algorithm. The 3D model of the patient’s

chest is obtained by means of a proprietary reconstruction algorithm.

The 3D model is spatially bounded to the real patient’s chest through

an automatic calibration procedure that uses as reference a tool pre-

viously placed on patient’s chest. During the procedure, two planar

projections (axial and sagittal) are shown; they are dynamically cal-

culated from the 3D model and updated on the screen available in the

operating room (Fig. 1), in accordance with the current needle posi-

tion and orientation.

Following the pathway showed by SIRIO, the operator can insert

the needle into the chest and advance it to the target lesion with a 2 %

estimated accuracy. Once the lesion is reached, the bioptical process

continues in the same way for both types of procedures. SIRIO can

cope with patients’ breathing and patients changing their posture.

Standard CT-guided procedures

Spatial orientation was obtained by the CT gantry laser line for the

axial plane and by a row of needles positioned on the patient’s chest

to mark the sagittal plane. Once the best pathway was chosen, the

physician advanced the needle in small steps. For each advancement

re-imaging was performed to assess the new needle position.

Data collection

Lesions size and distribution among pulmonary lobes were evaluated

in both groups by means of Student’sttest.

Both groups were also tested (Student’sttest) in terms of: number

of CT scans, patient radiation exposure (Effective Radiation

Dose = TDLP 9 conversion factor k; 0.017 mSv 9 mGy -

1 9 cm - 1)[Office for Official Publications of the European Com-

munities (1999) European guidelines on quality criteria for computed

tomography, Luxembourg] and total procedure time. Complications

(pneumothorax and haemorrhage) rates were also tested in both

groups.
Results
There were no significant difference between lesions distribution in

pulmonary lobes among the two groups (p NS). CT scans were

5.9 ± 2.4 for SIRIO-guided PLBs versus 10.3 ± 4.1 for standard CT-

guided PLBs.

Fig. 1 Operator performing PLB and monitoring the needle advance-

ment inside the patient’s chest through SIRIO real-time tracking

system
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Procedural time with SIRIO decreased about 41 %, the number of

CT scans about 74 % and radiation dose administered to patients was

halved (Fig. 2).

The overall PNX rate was significantly lower with SIRIO than in

the group undergoing standard CT-guided PLBs (9.1 vs 16.7 %,p).
Discussion
PLB is a well-established technique to diagnose pulmonary lesions of

unknown origin. Performing such procedure needs imaging guidance

with CT, CT-fluoroscopy and C-arm cone beam CT (CBCT) being the

most popular. CT lacks a real-time control of the needle path and

administers a high radiation burden to patients. On the contrary, CT-

fluoroscopy and CBCT provide high spatial resolution and real-time

control of the needle path even thought they raise concerns due to

high radiation burden both to patients and operators [Jin KN, Park

CM, Goo JM, Lee HJ, Lee Y, Kim JI, Choi SY, Kim HC (2010) Initial

experience of percutaneous trans-thoracic needle biopsy of lung

nodules using C-arm cone-beam CT systems. Eur Radiol

20(9):2108–2115].

Promising results may come from new guidance systems aiming at

augmenting reality in a virtual environment. These tools have been

recently introduced in different surgical settings. However, no com-

plete results are available regarding the specific setting of our study

(PLBs under an optical-based navigation system combined with CT-

guidance) since, most studies were carried out on small and hetero-

geneous cohorts of patients [Wallace MJ, Gupta S, Hicks ME (2009)

Out-of-plane computed tomography-guided biopsy using a magnetic-

field-based navigation system. Cardiovasc Intervent Radiol

29(1):108–113].

In the present study, we presented our experience with an opti-

cally-based navigation system while performing PLBs. The system

proved to be reliable and effective in reducing number of CT scan,

radiation dose to patient and procedu1ral time.
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Purpose
During LITT, hyperthermia due to laser-tissue interaction allows to

remove neoplasias. The outcome is strongly influenced by tissue

temperature (T).High mortality of pancreatic cancer encouraged us to

study the chance to introduce LITT in this field. Correlation between

laser settings (LS) and ablation volume was investigated in a previous

study onex-vivoporcine pancreas. The aim of this study is the

development of a theoretical model to predict T map in pancreas

undergone LITT to choose the optimal LS. Simulations were exper-

imentally validated by measuring T.
Methods
T was theoretically predicted and measured during both heating and

cooling phases (when laser emission was stopped) at laser energy of

1500 J, two powers (p = 3 W and 5 W) and two treatment times

(500 s and 300 s). Laser-tissue interaction was modeled by bioheat

equation and simulated in Comsol Multiphysics environment [1]:

q � cDT ðx; y; z; tÞ=Dt ¼ ðkTðx; y; z; tÞÞ þ Ql � Qe1

where q, c, and k are tissue density, specific heat and conductivity; Ql

and Qe are density powers due to photon absorption in tissue and

water evaporation.

Ex-vivopancreas T undergone LITT (Nd:YAG laser, k =

1064 nm) was measured in 4 points around the applicator by fiber

Bragg grating sensors (FBG) placed 1 mm upward and 1 mm

downward the applicator, at distances (d) of 2 mm and 5 mm. FBG

output was monitored by an optical spectrum analyzer. A thermistor

was used to measure T before treatment (Fig. 1).
Results
Simulations agree with experiments (Fig. 2): (1) the highest temper-

ature rise (DTmax) decreases with d (e.g., 67 �C at 2 mm vs 40 �C at

5 mm at 5 W); (2) DTmax increases with P (e.g., 67 �C at 5 W vs

27 �C at 3 W); 3) the highest DTmax happens downward the

applicator.

Fig. 2 Percentage differences (DX %) for each variable (time,

number of CT scans and radiation dose to patients, left, middle and

right column, respectively)

Fig. 1 Experimental set up to monitor T during LITT: a Nd: YAG

laser, b mask containing pancreas, c optical spectrum analyzer, d pc

for data collection, e NTC thermistor and multimeter

Fig. 2 Theoretical (dashed) and experimental (continuous) T upward

(blue) and downward (green) the applicator at p = 3 W:

a d = 2 mm; b d = 5 mm and at 5 W: c d = 2 mm; d d = 5 mm
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Percentage variation of DTmax with d was calculated:

DTmax%ð5mm� 2mmÞ ¼ 100 � Tmaxð2mmÞ
� Tmaxð5mmÞ=Tmaxð2mmÞ 2

DTmax% is� 22% at 3W and � 40% at 5W

Conclusion
1. DTmax increases with P and decreases with d;

2. The good agreement between theoretical data and experimental

one indicates that the model should be useful to estimate T and

could be a suitable tool to choose the optimal LS to produce a

controlled ablated volume [2].
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Purpose
Laser induced thermotherapy (LITT) is a minimally invasive tech-

nique used to destroy neoplastic masses in organs [1]. Laser settings

play a crucial role in the outcome of LITT, since laser power (P), laser

energy (E) and treatment time (t) influence the amount of the ablated

volume [2]. The aim of this work is twofold: the estimation of ablated

volumes (V) in ex vivo swine livers by Computed Tomography (CT)

scan and the assessment of laser settings influence on V.
Methods
Nine ex vivo healthy swine livers have undergone LITT at three

different lasers settings:

� P ¼ 1:5 W; t ¼ 210 s; E ¼ 315 J

� P ¼ 3 W; t ¼ 210 s; E ¼ 630 J

� P ¼ 5 W; t ¼ 210 s; E ¼ 1; 050 J

We used an Nd: YAG laser in continuous mode with a wavelength

of 1,064 nm. Its radiation was conveyed in a bare-fiber applicator

with 300 lm core diameter.

We treated three livers for each setting, in order to assess the

influence of P and E on V with a constant t.

The V estimation has been performed by CT scan imaging

acquisition (Siemens� Somatom 64-slices) at 150 mAs, 120 kVp and

0.6 mm slices in spiral mode (Fig. 1).

The post-processing images software used to measure V was

Osirix (Apple Inc.�, Cupertino California USA); three-dimensional

representation of the induced lesions have been obtained and volumes

have been semi-automatically computed (Fig. 2).

Results
In all the three livers treated at 1.5 W, no visible ablated V were

detectable on CT images. On the other hand, ablated V were appre-

ciated in all the six livers treated at 3 W and 5 W. The mean values of

V calculated by images post-processing were 0.36 and 0.47 cm3 at 3

and 5 W respectively. As expected, an increase of laser power causes

an increase of ablated volume: the percentage increase changing P

from 3 to 5 W is about 30 %. On CT scans the liver parenchima

around the ablated tissue within 20 mm of distance from the core of

the volume appeared hypodense suggesting a damage induced by the

hyperthermia reached during the treatment; instead, at more than

20 mm, no significant morphological changes were appreciable. The

volumes ablated assumed always an ellipsoidal shape.
Conclusion
Results, in terms of ablated volume in ex vivo swine livers under-

going LITT, were assessed at different lasers settings. They show

absence of ablated volume at low power (1.5 W); a consistent and non

linear increase of ablated volume is related to an increase of laser

power as demonstrated during treatment at 3 and 5 W [3]. CT scan

seems to be a valuable option to analyze the damages induced by

hyperthermia during LITT in terms of shape and size of the ablated

volume and of density modification of the circumstant tissues. These

preliminary results could be useful to choose the optimal laser settings

in order to obtain a complete and controlled removal of tumor volume

and reduce the thermal damage of healthy surrounding tissues.
References
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Fig. 1 CT scans of swine liver before (a) and after (b) LITT at 3 W;

in b is shown also the detail of the ablated volume (arrow)

Fig. 2 Three dimensional post-processing image reconstruction of

the ablated volume shown in Fig. 1; in the box are reported the

volume dimension and the HU units values in terms of mean, standard

deviation, minimum and maximum measurements
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Purpose
In many needle interventions, target accuracy is essential for the

success of the treatment. However, positioning of the needle is

complicated by uncontrolled deflection of the needle caused by

asymmetries of the needle and inhomogeneities of the tissue. An

actively steerable needle enables the clinician to control the direction

of the needle during insertion, which may allow for higher target

accuracy. Such a needle can also reach areas that cannot be reached

with a straight needle, because other structures are blocking the way.

We developed a needle that can actively be steered by means of an

actuated tip. The tip is bendable and is actuated with cables, but it is

stiff in axial direction. The path of such a needle can be adjusted at

any time during insertion and does not require rotation of the needle.

This research aims to evaluate the feasibility of needle steering by

means of such an actuated tip.
Methods
Design of the steerable needle

The prototype consists of an actively steerable tip and a compliant

shaft that passively follows the tip (Fig. 1). The steerable tip consists

of stainless steel hinges produced by laser cutting and a conical

stainless steel tip. The hinges together have a total length of 8.0 mm

and the maximal steering angle is approximately 7�, in which the

steering angle is defined as the orientation of the tip with respect to

the direction of insertion. The shaft is a flexible PEEK tube with an

inner and outer diameter of 1.5 and 2.0 mm, respectively. A ring of

steering cables is positioned in the shaft and connected at the very end

of the tip. The tip is actuated by pulling the cables to one side which

forces the tip to bend in that direction. A core cable is added in the

middle to fill up the tube and keep the steering cables in place.

Experimental set-up

The prototype is tested by applying a fixed steering angle to the

needle tip and inserting it in an ex vivo model that consists of a

porcine liver lobe embedded in gel. During insertion, the needle tip is

tracked with ultrasound. First the needle is inserted approximately

2 cm into the model. Then a fixed steering angle of 0�, 1�, 2� or 3� to

the right is applied to the tip of the needle and the needle is further

inserted into the model.
Results
Figure 2 shows the positions in x- and y-direction of the needle tip at

an insertion depth of 40 mm for each experiment (the needle is

inserted in the z-direction through the origin). When the needle tip was

straight, the path of the needle during insertion was almost straight as

well. Actuating the needle tip in the x-direction results in sideway

deflections in x- and y-direction of the needle during insertion. When a

steering angle of 0�, 1�, 2�, and 3� is applied to the tip, the ranges of

needle deflection were 0.58–1.2 mm, 1.1–4.1 mm, 4.3–9.6 mm, and

10–17 mm, respectively, but the direction of deflection was unpre-

dictable. The needle tip was expected to follow a path that was in the

direction of the steering angle (only deflections in positive x-direc-

tion), but the actual direction differed in each measurement. This

effect is especially present when a large steering angle was applied to

the actuated tip. Potentially the force that is required to puncture (parts

of) the tissue are too high for the flexible needle to withstand.

Increasing the stiffness of the needle and sharpening the tip may

resolve this. Twisting of the actuation cables and friction between the

cables may also have contributed to the incontrollable steering.
Conclusion
The steerability of a needle with an actuated tip is evaluated. The

resulting deflection is related to the steering angle that is applied to the

tip, but the direction is still uncontrollable. An improved prototype will

be developed with a stiffer shaft and a sharper tip that allows for higher

puncture forces. The steering cables will be placed in channels to avoid

twisting. Future research will also include the development of an

intuitive handle and functionalizing the design for a specific treatment.

Comparison of data acquisition strategies for tomographic
reconstruction with an ortho-panoramic system
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2Cefla SC, Imola (Bo), Italy

Keywords Ortho-panoramic system � Local tomography � Time delay

integration � Data acquisition

Fig. 1 Schematic view of the needle. The needle consists of a

passively compliant shaft and an actively steerable tip. Actuation of

the steerable tip is provided by a ring of steering cables that run

through the shaft and are attached to the tip

Fig. 2 Deflection of the needle in x-direction and y-direction at an

insertion depth of 40 mm. Although the degree of deflection is related

to the steering angle, the direction of bending was not controllable in

this needle
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Purpose
Modern ortho-panoramic systems are sufficiently versatile to allow

the acquisition of projection data from different orientations and

points of view. Such images can be for local tomographic recon-

struction that is suitable to clinical investigation [1]. The most

adequate trajectory to acquire such different projection images has

been investigated here. In particular two trajectories are examined. In

the first, the X-ray tube is maintained still while the sensor rotates

around it, achieving in this manner a Cone-Beam (CB) like trajectory.

In the second modality, a parallel translation of the sensor and of the

tube is used to acquire projections with a Fan-Beam (FB) like

geometry. The pros and cons of these two trajectories are analyzed

under different points of view. More in detail, for both of them, we

have evaluated through simulations the following aspects: quality of

the reconstructed volume, acquisition time and dose, feasibility of the

trajectory with respect to mechanical constraints of the apparatus.
Methods
To compare the CB/FB-like trajectories, we simulated a set of pro-

jections, using the parameters of a commercial ortho-panoramic

system (Hyperion by MyRay [2]). 11 projections taken from -20� to

+20� were simulated with a source to image distance of 550 mm. We

have simulated a Time Delay Integration (TDI) sensor of 1,536 9 64

pixels of size 0.096 mm. At 383 mm from the emitter, the aperture of

the useful radiation cone was 40 mm. The reconstructed volume was

composed of 50 9 267 9 704 anisotropic voxels of size 1 mm 9

0.15 mm 9 0.15 mm. Each projection was composed of 1,536 9 598

pixels, at 12 bpp, for both CB ad FB trajectories.

The absorbent objects used in simulations were ellipsoids (whose

projection was analytically computed) resembling three teeth inside

the jaw. An additional ellipsoid represented the nerve channel. In

simulation #1, objects lied completely inside the reconstructed vol-

ume, to avoid the introduction of glaring and band artifacts [3]. This

allows comparing the quality of the volumes reconstructed with the

two acquisition trajectories independently from truncation artifacts. In

simulation #2 additional ellipsoids were added to simulate the cranial

structure, the condyle and the teeth outside the reconstructed volume.

This situation is coherent with the real setup and it adds glaring and

band artifacts inside the reconstructed volume.

Volume reconstruction was performed with the Simultaneous

Algebraic Reconstruction Technique (SART), stopping it after 5

iterations to avoid noise amplification [4].

To obtain a CB-like geometry, the X-ray source does not move

and the linear sensor covers an arch centered in the source. The

charges are shifted backwards inside the sensor at a frequency related

to the motion speed (Fig. 1). The focus of the projection is in this case

stationary, coincident with the emitter-ray tube.

To obtain a FB-like geometry, the X-ray source translates parallel

to the sensor on a straight path while the charges inside the sensor

shift backwards at frequency related to the motion speed (Fig. 1). The

focus of the projection in the horizontal plane is in this case at infinity

while in the vertical plane is coincident with the X-ray tube.

To evaluate the quality of the reconstructed volumes, we

employed the Root Mean Squared Error (RMSE), the Mutual Infor-

mation (MI), the Uncertainty Coefficient (UC) and the Spearman’s

Correlation Index (q) computed between the ground true and the

reconstructed volumes. The last three indexes were chosen because,

differently from RMSE, they are poorly affected by a bias or a scaling

of the estimated absorption coefficients. This is in fact not important

considering that the volume slices are generally stretched before they

are visualized on a display. Finally, in simulation #2, the indexes were

computed both on the entire volumes and only in their central portion

where glaring and band artifacts were not present.
Results
Table 1 shows the quality indexes computed in simulations #1 and #2.

For Simulation #1, all the quality indices are similar for the two

acquisition strategies. q is higher for the CB-like trajectory, but, as it

is the only index and visual inspection of the reconstructed slices does

not reveal any significant difference between the volumes recon-

structed from CB-like or FB-like trajectory, the difference cannot be

considered meaningful. In simulation #2 all the indices assign a better

quality to FB-like trajectory, when the entire volume is considered,

but the difference becomes negligible when only the central portion of

the volume is considered. The slightly lower quality for CB-like data

can be explained by the larger extension of the band/glaring artifacts

in CB-like trajectory with respect to FB-like trajectory.

By a theoretical point of view, acquisition time (and consequently

the dose) resulted comparable for CB and FB trajectories. However,

two different types of motion of the arm supporting the X-ray tube

and the sensor are implemented, rotational for CB-like trajectory and

translational for FB-like trajectory. As a consequence, the apparatus

movement is very different for the two trajectories and the possible

collision of the machine with the patient or with external structures

may pose different constraints on the two trajectories.
Conclusion
CB-like and FB-like trajectories are comparable in terms of quality of

the reconstructed volume. Reconstruction performed with CB-like

trajectories achieve a slightly lower quality due to the higher exten-

sion of the bands and glaring artifacts associated to limited angle

tomography, but these can be corrected as, for instance, in [5]. By a

practical point of view, the choice of CB-like or FB-like trajectory has

to be performed considering mainly the mechanical constraints of the

radiographic apparatus (e.g., maximum linear and angular speed,

inertia of the system, maximum positive and negative acceleration).
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Table 1 Volume quality indexes computed in simulations

Simulation Volume Trajectory MI

[bit]
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#2 Full FB 0.5578 0.4811 0.5510 0.0056
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Purpose
The image quality in cone-beam computed tomography (CT) is

directly dependent on the precise knowledge of the projection

geometry during image acquisition. Most methods for determination

of the geometric parameters (position of the X-ray source focal point

and position and orientation of the image plane) are focused on

conventional cone-beam CT systems with circular scanning trajec-

tories (e.g., [1]). Because the fixed arrangement of X-ray source to

image detector can be disadvantageous in intraoperative use, we

develop a first experimental prototype of an open cone-beam CT

system for interventional surgery (ORBIT) (Fig. 1a, b). The X-ray

source is fixed on a robot-arm and the digital flat-panel detector will

be moved by a motorized mechanism directly connected to the

patient table. This system concept allows free alignment of X-ray

source and detector to the patient and offers new opportunities for

non-planar scanning trajectories. Therefore we developed a calibra-

tion method to determine the geometric parameters for arbitrary

scanning trajectories.

Methods
We enhanced the method proposed in [2] by introducing an asym-

metrical marker arrangement and constructed and manufactured a

calibration object with 14 steel balls of 3 mm diameter. Four balls lie

on each of the three orthogonal axes and two balls on a space diagonal

(Fig. 1c, d). Our method incorporates robust marker center detection

and geometrical analysis of the projected calibration object inde-

pendent of occurring overlaps. To obtain and validate the correct

marker assignment, we analyze the re-projection errors of a few

possible solutions. Afterwards, the resulting marker assignment is

used to determine the initial geometric parameter set. By a following

non-linear optimization, the resulting geometric parameters are

refined to increase the calibration accuracy. Our proposed method can

deal with arbitrary directions of projections and there are no restric-

tions on the used scanning trajectory.
Results
We first simulated a freely defined scanning trajectory (Fig. 2a) by

generating artificial projection images of our calibration object with

predefined geometric parameters (according to our system set-up

characteristics: 298 mm 9 298 mm image size with 1,536 9 1,536

pixel and approximately 1,050 mm X-ray source to detector distance).

Afterwards we used these artificial projection images to calculate the

geometric parameters by means of our calibration method. The dif-

ferences between the calculated and the predefined real parameters

over 100 images are shown in Table 1.

Furthermore we applied our calibration method on the current

system prototype set-up. We acquired 360 images of our calibration

object by moving the X-ray source circularly above the detector

(Fig. 2a). Again, we calculated the geometric parameters of each

single image and applied the same scanning trajectory on three ver-

tebral bodies of the lumbar spine. Based on the calculated geometric

parameters and the 360 projection images we reconstructed the

scanned volume with a simultaneous algebraic reconstruction tech-

nique. In Fig. 2b–d the vertebral test bodies and an axial and coronal

slice of the reconstructed volume are shown.
Conclusion
The presented errors from the simulation (shown in Table 1) result

from the errors in marker center detection of the ball markers in the

projection images (l = 0.007 mm, r = 0.007 mm) and the param-

eter determination with our calibration method. By applying our

method on the current system set-up, additional errors influence the

resulting calibration accuracy: the repeatability of the X-ray source

positioning by the robot-arm and inaccuracies of the manufactured

Fig. 1 a Open cone-beam CT system ORBIT with an X-ray source

fixed on a ceiling mounted robot arm and a robot-guided flat panel

detector directly connected with the patient table; b Actual prototype

of ORBIT using a floor-mounted robot arm (Kuka KR 150 R2700

extra), a pulsed X-ray source (Ziehm Vision R 20 kW) and a currently

fixed flat-panel detector (Varian PaxScan 3030+); c Model of the 14

steel ball calibration object; d Close-up view of the manufactured

calibration object

Table 1 Differences between real and calculated geometric param-

eters of image center position, image orientation and X-ray source

position (N = 100)

l r Max

Image center position error [mm]

x 0.025 0.023 0.138

y 0.029 0.049 0.449

z 0.046 0.058 0.531

Image orientation error (euler angles) [deg]

a 0.004 0.009 0.089

b 0.003 0.002 0.012

c 0.002 0.002 0.009

X-ray source position error [mm]

x 0.209 0.168 0.762

y 0.237 0.349 2.975

z 0.349 0.372 3.132

Int J CARS (2013) 8 (Suppl 1):S263–S336 S317

123



calibration object. Errors caused by the movement of the X-ray source

during the image acquisition are excluded at the moment, since the

image acquisition is currently done in defined fixed positions.

In the first reconstruction result the lower edges of the body and

the spinal canal were not reconstructed sufficiently (Fig. 2c). The

reason for this is the currently fixed image detector and the limited-

angle X-ray source trajectory (Fig. 2a). In further project work we

will build up the motorized mechanism to move the flat-panel detector

independently to the X-ray source and execute freely definable

complete scanning trajectories. To compensate occurring mechanical

instabilities, we will perform an additional online calibration method

during the image acquisition.
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Purpose
There is a clinical need for non-invasive method for hepatic ste-

atosis assessment—e.g., diagnosis of nonalcoholic fatty liver

disease (NAFLD) and steatohepatitis; and liver donor selection.

The current gold standard technique for evaluation of hepatic fat is

MR spectroscopy (MRS) which separate fat and water resonances

and subsequently provide an accurate fat fraction measurement [1].

Unenhanced conventional CT provides high performance in quali-

tative diagnosis of macrovesicular steatosis when concentration of

liver fat exceeds 30 %, but it is not so useful clinically [2]. Here

we developed an algorithm for fast kVp-switching dual-energy CT

(DECT) data to quantify the volume percentage of hepatic fat:

Multi-material decomposition (MMD), as developed and imple-

mented in [3], augments the ideal solution assumption with a non-

negativity constraint and allows for the discrimination of more than

three materials. This makes MMD an ideal technique for working

with CT images of the human body. The purpose of this study

was to assess the accuracy of the new algorithm with using

fast kVp-switching DECT in quantification of hepatic fat deposition

in patients with suspected hepatic steatosis, by comparing with

MRS.
Methods
This prospective study was approved by an institutional review board.

Thirty-six patients with suspected hepatic steatosis (mean body mass

index, 25 [range, 19–36]) underwent DECT (140 and 80 kVp) and

single-voxel proton MRS within 4 weeks prior to liver biopsy. The

histopathological diagnosis was simple fatty change-steatohepatitis,

n = 15; non-alcoholic steatohepatitis, n = 15; acute hepatitis, n = 1;

chronic hepatitis, n = 4; cirrhosis, n = 1. Fat volume fraction (FVF,

%) maps were generated from DECT data, based on the multi-

material decomposition method. Hepatic parenchymal FVF was

measured by using the average measurement from three regions-of-

interest (size, 200 mm2) corresponding to the planned biopsy site.

FVF measurements obtained by DECT and MRS were correlated with

histopathologic grade of steatosis by the NAFLD activity score (NAS)

[4]: One-way analysis of variance with Tukey multiple comparison

test was performed. Spearman’s class correlation was used to corre-

late FVF from each of DECT (averaged over two observers) and MRS

with histopathologic steatosis grade. Interobserver agreement was

assessed by Bland–Altman analysis and calculation of the intraclass

correlation coefficient (ICC).
Results
Histopathologically, NAS steatosis scores were 0 in 7 patients, 1 in 16

patiens, 2 in 10 patients, and 3 in 3 patients. The ICC for interobserver

reliability with regard to the FVF measurements on DECT was 0.999

(95 % confidence interval, 0.998 to 0.999). The Bland–Altman plot

indicated no bias and the 95 % limits of agreement for interobserver

agreement were -0.457 % to 0.438 %. There was good correlation

between hepatic FVF of each DECT (q = 0.67; p \ 0.0001) and MRS

(q = 0.77; p \ 0.0001) and histopathologic steatosis score (Fig. 1).

Bland–Altman plot of FVFs obtained from DECT and MRS revealed

the proportional bias by the significant slope of the line regressing the

difference on the average (r = -0.62; p = 5.7 9 10-5, Fig. 2a). The

relative difference plot revealed a mean percentage difference of –

5.80 % with 95 % confidence limits of -13.5 % and 1.87 % (Fig. 2b).
Conclusion
The applicability and reproductivity of MMD from a DECT were

good for characterizing hepatic fat content, although slightly less

correlation with histological finging was observed than in MRS.

Fig. 2 a Executed and calibrated scanning trajectory with a fixed flat-

panel detector; b Vertebral bodies of the lumbar spine; c Axial slice of

the reconstructed volume; d Coronal slice of the reconstructed

volume
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Purpose
Digital tomosynthesis (DT) is a limited-angle method for image

reconstruction. In this technique, a projection dataset of an object

acquired at regular intervals during a single-acquisition pass is used to

reconstruct planar sections post priori. Tomosynthetic slices exhibit

high resolution in planes that are parallel to the detector plane. DT

enhances the existing advantages of conventional tomography,

including low radiation dose, short examination time, and easy low-

cost availability of longitudinal tomographs, which do not include the

partial-volume effect.

DT using the filtered-backprojection (FBP) algorithm gives a

satisfactory overall performance, but its effectiveness depends con-

siderably on the region of the image. This type of DT gives good

results that are independent of the type of metal present in the patient

and effectively removes noise artifacts, especially at greater distances

from the metal objects. In addition, flexibility in choosing DT

imaging parameters on the basis of the desired final images and

generation of high-quality images may be beneficial.

Imaging by X-ray computed tomography (CT) has improved over

the past three decades and is now a powerful tool in medical diag-

nostics. It has become an essential, noninvasive imaging technique

since the advent of spiral-CT imaging in the 1990 s, which has led to

shorter scan times and improved three-dimensional spatial resolu-

tion. CT provides a high resolution in the tomographic plane but

limited resolution in the axial direction. However, the quality of

images generated by a CT scanner can still be reduced by the

presence of metal objects in the field of view. The imaging of

patients with metal implants, such as marker pins, dental fillings, or

hip prostheses, may give rise to artifacts, such as bright and dark

streaks, cupping, and capping. This susceptibility to artifacts is

mostly due to quantum noise, scattered radiation, and beam hard-

ening. Metal artifacts influence the image quality by reducing the

contrast and obscuring details, thus hindering the ability to detect the

structures of interest and possibly leading to misdiagnosis. There-

fore, photon starvation is probably the most significant cause of

metal artifacts.

Methods for reducing metal artifacts aim to improve the quality of

affected images. Recently, modified-iterative and wavelet-recon-

struction techniques, which are practical approaches, have produced

promising results. However, these methods cannot be combined with

the fast interpolative techniques available with the robust FBP algo-

rithm, which is the standard reconstruction technique implemented in

modern CT scanners.

We evaluated DT and modern CT reconstruction used in metal-

artifact reduction. Cases of prosthetic phantoms (titanium) were used

to compare DT [conventional FBP, metal-artifact-reduction (MAR)

processing, simultaneous-iterative-reconstruction technique (SIRT)],

and CT (conventional FBP and adaptive statistical iterative

reconstruction).
Methods
The DT system (SonialVision Safire II, Shimadzu Co., Kyoto, Japan)

consists of an X-ray tube with a 0.4-mm focal spot and a

362.88 9 362.88-mm digital flat-panel detector composed of amor-

phous selenium. DT was performed linearly with a total acquisition

time of 6.4 s and an acquisition angle of 40�. CT scans were

Fig. 2 Bland-Altman plot of FVFs obtained from DECT and MRS.

a An ideal mean percentage difference of 0 is indicated by a dotted

line. The existence of a proportional bias is shown by the significant

slope of the line (solid line) regressing the difference on the average.

b The percentage difference plot between FVFs obtained from DECT

and MRS as the comparison method on the y-axis. The mean

percentage difference is indicated by a dotted line. The limits of

agreement for the mean percentage difference, as defined by 95 %

confidence limits, are indicated by solid lines

Fig. 1 Box plots comparing hepatic fat volume fraction measured by

DECT (a) and MRS (b) to histopathologic hepatic steatosis score in

36 patients. Top and bottom of boxes represent 25th–75th percentiles

of data values. Line in box represents median value. Circle indicates

outlier
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performed on a multislice CT scanner (64-slice Discovery CT 750HD

scanner; GE Healthcare Corp., Milwaukee, WI, USA) with 120 kVp,

150 mA, 0.625 mm 9 64 collimation, ‘‘STND’’ reconstruction ker-

nel, and a 1-s gantry-rotation time at a beam pitch of 0.984.

The effectiveness of this method for enhancing the visibility of a

prosthetic phantom was quantified in terms of the intensity profile and

root-mean-square error (RMSE), and the removal of ghosting artifacts

was quantified in terms of the artifact-spread function (ASF). Dif-

ferent reconstruction methods in the in-focus plane (the reference

image was a straight projected radiographic image) were used to

compare RMSEs. ASF metrics were used to quantify the artifacts

observed in planes outside the focal-image plane. These artifacts were

generated from real features located in the focal-image plane and,

therefore, resembled those features.

Results
A comparison of each of the images, intensity profiles, and RMSEs

between the DT images (MAR processing and the iterative algo-

rithm) and CT (100 % adaptive statistical iterative reconstruction)

images revealed decreased numbers of metal and beam-hardening

artifacts in the reconstructed images. Furthermore, the MAR

processing technique enabled higher-contrast detectability than

that obtained by the existing FBP algorithm (Fig. 1). In the

reconstructed images obtained from MAR processing, the quantum-

noise structure decreased, and the noise structure was slightly

smoother.

The error image was smaller in the MAR DT imageson the near

in-focus plane, the intensity profile showed the beam-hardening

effect, and streak artifacts were reduced in the SIRT DT and adaptive

statistical iterative reconstruction CT images. The ASF performance

of the algorithms were ranked in descending order: (1) MAR DT, (2)

CT (iterative reconstruction), (3) SIRT DT, and (4) conventional FBP

DT (Fig. 2).
Conclusion
The potential usefulness of MAR DT for evaluating a prosthetic

phantom was demonstrated. MAR DT could be further evaluated in

comparison with CT because of its flexibility and ability to suppress

metal artifacts by an appropriate selection of an MAR algorithm. In

addition, understanding the potential of MAR DT imaging will

improve the diagnostic accuracy in clinical applications.
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Purpose
Due to recent advances in imaging technology, diagnosis assisted by

imaging processing of computed tomography (CT) images is entering

the mainstream. CT is therefore likely to be actively applied in

medical examinations in the future.

Ordinarily, the pleural cavity contains minute amounts of pleural

fluid. Increases in pleural fluid are attributable to conditions such as

increased vascular permeability of capillary vessels, increased pres-

sure in capillary vessels, and reduced blood protein level. It is also

caused by diseases such as cardiac failure, liver cirrhosis, pneumonia,

and cancer.

In this study, we propose a method extracting pleural fluid regions

using CT images and measuring flexural fluid volume. In the appli-

cation of CT imaging to thorax examinations and follow-ups, the

proposed method will make possible quantitative determination of the

necessity for treatment based on factors such as the presence or

absence of pleural fluid amounts, changes to it, and other such factors.
Methods
As shown in Fig. 1, for each CT image slice, the proposed method

extracts planarly the pleural fluid region and obtains the region’s area.

These extracted areas are then added up to calculate volume of pleural

fluid.

(1) Determining seed points

A seed point is set as criteria for use in extraction. Labeling pro-

cessing and target organ determination are performed based on the

coordinates and pixel values of this point. The seed point of each slice

is the coordinates of the centroid of the geometrical figure obtained

from the extracted region of the previous slice.

Fig. 1 Comparison between excellent tomosynthesis images and

those obtained from the imaging algorithms of MAR processing

(W = high), conventional FBP, SIRT (60 iterations) in the in-focus

plane, and CT (conventional FBP and iterative reconstruction). MAR

processing provides a better visualization of the hip-prosthesis

phantom by eliminating, blurring, and reducing the artifacts, above,

and the visualized planes, below. a projection; b tomosynthesis FBP;

c tomosynthesis MAR high; d tomosynthesis SIRT iteration 60; e CT

FBP; f CT iterative 20 %; g CT iterative 40 %; h CT iterative 60 %;

i CT iterative 100 %

Fig. 2 Comparison between ASF versus distance from the in-focus

plane for tomosynthesis and CT. The ASF chart shows that

tomosynthesis with MAR processing results in the maximum removal

of metal artifacts
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(2) Extracting lung contours

Pre-processing that extracts lung contours using rib data is performed.

Lung contour information is then used to extract the lung air space

region, pleural fluid region, and heart region. This pre-processing is

used for such tasks as removing unwanted parts consequential to the

extraction of pleural fluid volume employing CT values and differ-

entiating air regions on images to which CT values cannot be applied.

(3) Extracting lung air space [1, 2]

Labeling is performed first in the proposed method. However,

labeling by itself does not provide correct region extraction because

of the large number of holes in the image. This is dealt with by

applying morphological closing using circular structural elements to

fill in the holes. The proposed method excludes large blood vessels

such as the pulmonary artery from the region during labeling. How-

ever, due to use of closing, the extraction performed includes such

structures as fine blood vessels in the lung region.

(4) Extracting the pleural fluid region

After extracting the boundary between heart and pleural fluid regions,

either processing (a) or (b) is applied depending on boundary

brightness.

(4–1) Boundary is bright

Region extraction based on CT values is executed inside of the lung

contour extracted in step (2). The labeling and morphology described in

(3) above is used for extraction. Because part of the heart area resembles

the CT value, the heart region is extracted during pre-processing and

excluded. This enables extraction of just the pleural region.

(4–2) Boundary is not bright

Depending on CT image precision, region extraction from the CT

value may not be possible. In such cases, the lung air space region,

heart region, and part of the blood vessel region are subtracted from

the lung contour interior to obtain just the pleural fluid region.
Results
Using the algorithm described in section 2, processing was used to

measure pleural fluid volume in a total of 8 cases, 5 of the CT images

of healthy subjects (group A) and 3 with pleural fluid associated with

their condition (group B). Table 1 shows the results along with the

results of lung air space extraction performed concurrently.

Figure 2 shows the extraction images resulting from application of

the proposed method.

The proposed method was applied to 8 cases, including the 3 cases

of disease with associated pleural fluid. The results demonstrate

tentatively the feasibility of pleural fluid region extraction using the

proposed method. However, precision of contour extraction of the

apical pulmonary region remains an issue for future study.
Conclusion
A method for performing volumetric measurement using CT images

was developed as a proposed method for measuring pleural fluid

volume. We succeeded in developing an automated method for

measuring pleural fluid volume. Evaluation testing on 8 cases of

original data demonstrated the potential of the application of the

proposed method in the quantitative measurement of pleural fluid.
References
[1] Kass M, Witkin A, Terzopoulos D: Snakes: Active Contour

Models. Int J Comput vis 1: 321–331, 1988

[2] Malladi R, Sethian JA, Vemuri BC: Shape Modeling with Front

Propagation: A Level Set Approach. IEEE Trans Pattern Anal

Mach Intell 17: 158–175, 1995

Cadaveric and in vivo human joint imaging based on differential
phase contrast by X-ray Talbot-Lau interferometry
J. Tanaka1, M. Nagashima2, K. Kido3, S. Nagatsuka3, A. Momose4

1Saitama Medical University Hospital, Radiology, Iruma-gun, Japan
2Saitama Medical University, Dept. of Anatomy, Iruma-gun, Japan
3Konica Minolta M&G Inc., Hachioji, Japan
4Tohoku University, Multidisciplinary Research for Advanced

Materials, Sendai, Japan

Keywords X-ray interferometry � New imaging technology � In vivo

imaging � Cadavers and normal volunteers

Purpose
We developed an X-ray phase imaging system based on Talbot-Lau

interferometry in which a usual X-ray generator is used, and started to

study for clinical application. The purpose of this study was to explore

the feasibility of clinical diagnosis of this innovative X-ray grating

interferometry system which does not depend on a synchrotron, on

imaging of human finger joints in a hospital.
Methods
X-ray Talbot interferometry based on the Talbot effect is a relatively

new differential phase-contrast technique, in which the refraction of

X-rays is captured through interference and is visualized as distortion

of Moiré pattern. The system consists of a conventional X-ray

Fig. 1 Extraction of pleural fluid regions

Table 1 Computed cardiothoracic volumetric ratios

No Lung

air space

(cm3)

Pleural fluid

region (cm3)

Pleural fluid

ratio (%)

A01 5,039 0 0

A02 5,462 5 0.09

A03 5,873 0 0

A04 5,404 0 0

A05 4,847 0 0

B01 3,779 130 3.33

B02 3,792 540 12.49

B03 2,296 1,147 33.31

Fig. 2 3D display of results of pleural fluid extraction. (Left) Pleural

fluid region only (Right) Pleural fluid and lung air space (Red: lung air

space, Yellow: pleural fluid region)
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generator, three X-ray gratings arranged in an X-ray beam (there-

fore it is called as ‘‘grating interferometry’’), an object holder, an

X-ray image sensor, and a computer for image processing. This

X-ray imaging system can provide simultaneously three character-

istic images which include the absorption contrast, the differential

phase contrast, and the visibility contrast images, corresponding to

images due to the attenuation by an object, the refraction on the

edges between different materials, and the small angle X-ray

scattering from microscopic structures, respectively. With the

development of highly accurate X-ray gratings with high aspect,

this system can be applied to imaging human body. With this

system, human cadaveric specimen fixed in formalin were imaged

at first, then twenty normal volunteers and sixteen patients suffering

from rheumatoid arthritis were examined, at 40 kV with approxi-

mately 19 s exposure at 1.4 m distance with a dose of several mGy

at the skin. The obtained images of the cadaver were compared

with the macroscopic anatomical findings, and the images of the

volunteers and the patients were compared with the images of MRI.

All of these studies were done with the approval of the university

ethics committee. All of the healthy volunteers and the patients

provided written informed consent.
Results
Although the absorption contrast images of finger joints were similar

to conventional X-ray images, it was not possible to recognize fine

details of bone structures with the visibility contrast images. How-

ever, with the differential phase contrast image, the cartilages were

clearly depicted in the metacarpo-phalangeal (MP) joints of the thumb

and the third finger (Fig. 1), which were not observed in the con-

ventional image. The results showed that the fixation in formalin had

no bad influence upon the cartilage contrast and sufficient sensitivity

can be expected in vivo imaging. In some differential phase contrast

images from the patients of rheumatoid arthritis, destruction of joint

cartilages were clearly depicted and were confirmed by the compar-

ison with MRI.
Conclusion
New imaging technique based on Talbot-Lau X-ray interferometry

can be applied to clinical study for visualization of subtle changes in

soft tissues in musculoskeletal examinations. With its high sensitivity

in depicting the cartilages in fingers, the X-ray grating interferometry

has the potential to detect rheumatoid arthritis at an earlier stage than

with conventional method. Phase-shift X-ray imaging may become a

considerable option in the medical field and our research should

proceed to the next step to confirm its clinical value.

Functional chest radiography with a portable dynamic FPD:
Detection of blood flow impairment based on ‘‘Circulation map’’
during cardiac pumping
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H. Kawashima4,5, H. Iida4

1Kanazawa University, Radiological Technology, Kanazawa, Japan
2Kanazawa University Hospital, General and Cardiothoracic Surgery,

Kanazawa, Japan
3Kanazawa University, Thoracic, Cardiovascular and General

Surgery, Kanazawa, Japan
4Kanazawa University Hospital, Radiology, Kanazawa, Japan
5Kanazawa University Graduate School of Medical Science, Health

Sciences, Kanazawa, Japan

Keywords Circulation � Pulmonary blood flow � Functional imaging �
Flat panel detector (FPD) � Chest radiography

Purpose
Recent advances in X-ray detector and digital image post-processing

technology have facilitated the performance of sequential radiography

with extremely low doses. Lung and cardiac function can be assessed

in a simple, low dose and cost-effective way with dynamic chest

radiography based on a flat-panel detector (FPD). Of particular note is

blood flow evaluation based on changes in pixel values on dynamic

chest radiographs without contrast media. There have been many

reports showing the feasibility of pulmonary densitometry [1–3].

Some studies succeeded in blood circulation mapping based on

changes in pixel value during cardiac pumping [4, 5]. However, there

has been no report demonstrating a normal projection of cardiotho-

racic blood circulation on dynamic chest radiographs, which is

essential as diagnostic criteria for the diagnosis of blood flow disor-

ders with dynamic chest radiography. This study was performed to

establish a normal cardiothoracic blood circulation map projected as

changes in pixel value on dynamic chest radiographs and to evaluate

the diagnostic performance of blood flow disorders based on the

newly-developed diagnostic criteria in clinical cases.
Methods
Study population: Dynamic chest radiographs of 10 patients

(Abnormal, n = 4; Normal, n = 6) were obtained in this study. The

patients had been diagnosed to be normal (51–84 years old; mean,

58 years old; M:F = 2:4) or abnormal (31–73 years old; mean,

69 years old; M:F = 4:0) in terms of pulmonary blood circulation

based on findings on CT, lung perfusion scintigraphy, and other

clinical findings. Approval for the study was obtained from our

institutional review board, and the patients gave their written

informed consent to participation in this study.

Image acquisition: Dynamic chest radiographs were obtained

using a portable dynamic FPD system (Test Model) (CXDI-50RF;

Canon, Japan), which was capable of both radiography and fluoros-

copy. Fifty images were obtained in 10 s on exposure conditions as

follows: 120 kV, 0.1 mAs/frame, SID 1.5 m, 5.0 frames per second

(fps). Imaging was performed during respiration, in the standing

position, and posteroanterior (PA) direction. The total exposure dose

was almost the same amount of those in conventional chest radiog-

raphy in two projections (PA + LA).

Image analysis: Fig. 1 shows the overall scheme of our algorithm.

The images composing a whole cardiac phase during breath-holding

were determined based on the movement of diaphragm and left

ventricular wall, and one cardiac cycle was selected for the analysis.

For visual evaluation, inter-frame differences were calculated and

mapped on the original image as blood circulation vector map. The

absolute values were then summed through a single cardiac phase,

and the results were visualized in color scale as a blood circulation

map.

Statistical analysis: Regions of interest (ROIs) were manually

located on the lung and cardiac areas, and the maximum differences

in pixel values during a single cardiac phase were measured in each

Fig. 1 With the differential phase contrast image, the cartilages were

clearly depicted in the metacarpo-phalangeal (MP) joints of the thumb

and the third finger
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area. To address the relationship among the hilar and peripheral

regions at the hilar level, right and left in symmetrical positions at

each lung area, and three lung areas at each lung, we examined the

null hypothesis that there were no differences among the measure-

ment results of each area by Wilcoxon test.

Clinical evaluation: To evaluate the diagnostic performance, the

resulting images were compared to perfusion scintigrams in patients

with pulmonary blood flow impairments.
Results
Normal circulation map: In all normal controls, the pixel values

measured in atrium, lung area, and aortic arch increased in the systole

phase and decreased in the diastole phase, reflecting changes in

normal circulation. Whereas, the pixel values measured in the ven-

tricles changed in reverse, i.e., decreased in the systole phase and

increased in the diastole phase. In addition, the resulting blood cir-

culation map showed a left–right symmetric distribution decreasing

from the hilar region to the peripheral region of the lung (Fig. 1).

Statistical analysis: There was significant difference between the

changes in pixel values measured in the hilar region and those mea-

sured in the peripheral region of the lung.

Clinical evaluation: Many abnormal cases showed a nonuniform

distribution on the blood circulation map, which were different from

the normal pattern. These findings were confirmed on the perfusion

scintigrams (Fig. 2).

Conclusion
Cardiothoracic blood circulation was demonstrated as changes in

pixel value on dynamic chest radiographs and the normal pattern

could be defined as follows; Increase of pixel value in the systole

phase and decrease of pixel value in the diastole phase, left–right

symmetric distribution of amount of change, decreasing from the hilar

region to the peripheral region of the lung. Pulmonary blood flow

impairments could be detected as the exception to the normal blood

circulation map developed in this study. Further studies are required

to establish a concrete normal pattern by increasing the number of

normal subjects and to develop a computerized method to detect

abnormal areas.
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Purpose
Detailed visualization and localization of cardiovascular implants

such as Stent-less aortic heart valve during MR guided procedures has

an important role in those procedures. In MR imaging, the only vis-

ible structures are those contain water molecules with excitable

proton spin, therefore suitable visualization technique has to be

applied to cardiovascular implants. In this study MR-Enhancement

imaging of stent-less aortic heart valve is achieved through the

incorporation of a wireless resonator which is tuned to 63.8 MHz

(Proton Larmor frequency at 1.5 T MRI).
Methods
The special design of the stent-less Aortic valve conduit and the skirt

feature at the proximal end mimic the natural aortic root geometry. A

resonant circuit which is tuned to the Larmor frequency of the MRI

system, will enhance the externally applied RF pulses via inductive

Fig. 1 Overall scheme of our algorithm and the resulting image

Fig. 2 Blood circulation map (72 year-old man, R-lung cancer)
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coupling, in particular for pulses applied with a small flip angle1’2’3.

As a result local signal intensity enhancement can be achieved in

target area.

The resonant circuit consists of a coil made of insulated copper

wire and a non-magnetic Surface Mounted Device capacitor tuned

to the Larmor frequency. The resonator is initially tuned in the air,

and then adjusted in both water and saline solution (Nacl 0.9 %).

Use of these simple materials and components enabled us to

quickly and inexpensively assess the functionality of resonator

and evaluate the feasibility of the method. This does not reflect

the final design of the wireless resonator, which would be con-

structed using approved, bio and MR-compatible materials. In order

to optimize the homogeneity, uniformity and the quality of the

design, Electromagnetic simulation has been done using COMSOL

4.3 and MATLAB software for resonators before designing

(Fig. 1).

MRI scanning was performed on the GE Signa HDX, 1.5T MR

Unit, with a GE 8-channel head coil in two experiments of without

and with the flow. The MRI sequences used were taken from the

standards for testing of devices for MR- compatibility. The Stent-less

valve was mounted inside a plastic cylinder, the ends of which were

connected by silicone tubing to a Heart–Lung Machine (Maquet HL-

30) to create pulsatile and a constant flow through the valve. The

plastic cylinder containing the valve was placed inside a box filled

with PAA (Polyacrylic acid). Flow through the valve was set to the

following parameters:

Fluid: water, Temperature range: 25–35 �C, Pressure 60–120 mm,

2.96 l/min, Heart rate 64 beats/min, Systole 22 % of the total cycle.
Results
This study demonstrates that high resolution MR images of the stent-

less aortic valve replacement system may be feasible when employing

MR-Enhancement wireless resonators to locally enhance signal

intensity. This initial evaluation has helped to characterize potential

configurations of the MR Enhancement resonator, but the final design

of the resonator for the valve requires more testing, modeling and

simulation to meet all the necessary requirements, including bio-

compatibility, MR compatibility.

Signal intensity plot in different location of the coil was approx-

imately symmetric which indicates that resonator can give us a

homogenous enhancement. The signal intensity is approximately 3–4

times with MR-Enhancement resonator than without (Fig. 2)
Conclusion
The main advantages of this wireless resonant circuit are being less

complicated and more cost-effective. By having high contrast images

and better visualization of the heart valve, we may bypass the need for

MRI contrast agents. This could be very beneficial in terms of pro-

cedural cost, time and complexity.
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Purpose
[18F]-NaF PET acts as a marker of regional osteoblastic activity in

bone, and has proven useful in the detection of osteoblastic neoplastic

processes. However, other synchronous or metachronous benign

osteoblastic processes can occur, obscuring diagnosis of neoplastic

lesions. Degenerative change of the spine, which includes degenera-

tive disc disease (DDD), is multifactorial in etiology and increases in

frequency with age. Osteophytes at the vertebral apophyses develop

as part of this degenerative process. These osteophytes can demon-

strate increased radionuclide uptake on [18F]-NaF PET through

associated focal increases in osteoblastic activity, and can impede the

recognition of spinal vertebral metastatic lesions. Osteophytes are

Fig. 1 Electromagnetic simulation of wireless resonators three loop

coil (L) and solenoid(R) Fig. 2 Signal intensity plot across valve with (bottom) and without

(Top) MR-Enhancement resonator in axial and sagittal view (FGR,

TE = 2. 5 ms, TR = 15 ms, Slice Thickness = 3 mm)
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osseous excrescences, often with associated focal cortical thickening

and sclerosis. We thus present a fully-automated method to detect

degenerative osteophytes on [18F]-NaF PET/CT by segmenting,

detaching, and topologically deforming (or ‘‘unwrapping’’) the cor-

tical shell of the vertebral body on CT images, and by measuring co-

registered PET/CT features.
Methods
The method exploits the fact that degenerative osteophytes of the

spine are typically hyperdense, continuous or piecewise continuous

with the cortical shell of the parent vertebrae, and occur in charac-

teristic vertebral body locations. The method has four distinct steps.

First, segmentation of the spine is performed on a CT scan by

thresholding and morphological operations to locate and partition

individual vertebrae. A cylindrical dual-surface model is localized at

each vertebral body, and is driven to segment the cortical shell from

the underlying medulla by internal forces, image potential forces, and

logical constraints between the interior and exterior surfaces. Second,

the cortical shell is vertically transected posteriorly and unwrapped

along the cylindrical coordinate system of the surfaces. The mean

intensity between the two surfaces is projected onto a 2D homeo-

morphic map, with a horizontal axis based on the angle from the

vertebral center with respect to the pedicles and a vertical axis based

on the height of the vertebral body. The method currently focuses on

the vertebral body, and we exclude the pedicles, spinal canal and

processes from further processing. Third, osteophyte candidates are

extracted from the individual 2D maps by thresholding and applying a

gradient map. The hyperdense regions of DDD have higher Houns-

field units than the surrounding cortical shell. These initial 2D

detections are mapped back into 3D space with a one-to-one corre-

spondence to generate additional 3D features. The individual 2D

maps are linked to maps of the neighboring vertebrae to generate

features. These features are based on the fact that DDD forms due to

biomechanical stress and associated osteophytosis often occurs in an

oblique longitudinal pattern across multiple vertebrae. Third, the

original 2D detections are used as seed points in a level-set operation.

This segments DDD foci that were affected by poor segmentation by

the dual surfaces with more accuracy and generates additional 3D

features. Lastly, the 3D segmentations on the CT scan are mapped to a

registered [18F]-NaF PET scan (Fig. 1). There is high uptake of

[18F]-NaF in areas of high metabolic activity in the bones. The PET

scan is used to generate additional features based on the Standardized

Uptake Value (SUV) of the candidate and the surrounding region.

This system was evaluated using ten whole-body [18F]-NaF PET/

CT scans (9 males, 1 female, age range 49–85, mean age: 65) that have

DDD, and might also have sclerotic metastases in the spine. The CT

scans have a slice thickness of 5 mm, while the PET scans have a slice

thickness of 4 mm. All sclerotic metastases and DDD were manually

labeled by a radiologist forming a reference standard. There are in total

229 DDD findings. A committee of support vector machines (SVM)

was used for classification. Leave-one-out cross-validation was per-

formed. The ROCKIT toolkit was used for FROC analysis.
Results
The sensitivity of this method is 85 % at 9.8 false positives per case, with

75 % of lesions detected before the classifier. The sensitivity was 82 % at

9.8 false positives per case without usage of PET features (Fig. 2).
Conclusion
We proposed a novel method to detect degenerative osteophytosis of

the spine utilizing PET/CT scans. This can be employed when auto-

matically detecting sclerotic metastases, which may generate DDD

false positives.

Virtual scintigraphy: a computerized method to assist the
interpretation of thyroid scintigrams
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Purpose
Conventional scintigraphy as a standard device for thyroid imaging

merely represents a two-dimensional projection of the distribution of

the radionuclide activity in the thyroid tissue. A direct comparison of

a 2D scintigram with the spatial structure of the thyroid and thereby

possibly existing nodules therefore is only possible to a limited extent.

Since modern imaging methods (CT, MRT) provide three-dimen-

sional image data of the thyroid, a virtual scenario of a diseased

thyroid based on a spatial reconstruction of the organ can be devel-

oped. Thus, a three-dimensional reconstruction of the thyroid is

required within subsequently various heterogeneities of thyroid tissue

can be modeled which represent different storage behavior of thyroid

tissue in comparison with nodules.

Ideally, ‘‘normal’’ tissue is provided with a defined storage capacity

whereby thyroid-voxels can be labeled by a fixed gray-scale value.

Pathological tissue, however, is able to store radionuclides either in an

increased (‘‘hot nodules’’) or a reduced (‘‘cold nodules’’) amount, which

can be encoded by higher or lower gray-scale value. Intensity, number,

location and shape of the nodules can be modified within certain limits, so

that even complex pathological situations can be created within the

3D-thyroid-scene. Finally, a virtual scintigram can be derived from the

projection of the defined 3D-scene of one of a diseased modeled thyroid

on a virtual scanning plane. In doing so, the differently created scenarios

can be stored in a database as 3D-models as well as virtual scintigrams.

The latter can be compared with real scintigrams and the related

3D-models can be assigned to the virtual scintigram which possibly

makes the interpretation of the real scintigram easier.
Fig. 1 Example of vertebral degenerative disease on CT and [18F]-

NaF PET

Fig. 2 FROC analysis
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Methods
In order to create a virtual (reference-)scene of the thyroid, axial CT-

images of the thyroid area of five patients have been generated (52

scans each, 512 9 512 image resolution, 4.5 mm slice thickness,

0.6 mm pixel spacing; Siemens Somatom Sensation 16 device).

Within the scope of an image pre-processing the CT-image data

restricted to the thyroid area have been undergone a data smoothing

(median and Gaussian filter respectively). By visual control it has

empirically been proven that a Curvature Flow Image Filter achieved

the best results. In order to maximize the resolution of the z-axis, the

number of image layers has been extended from an original number

of 52 layers to 208 layers by means of the VTK-class vtkImag-

eResample. The layers have been interpolated axis-relatedly. A

,,nearest-neighbour‘‘-interpolation has been selected as interpolation

method. With the help of a global gray-scale value threshold the

thyroid tissue area has been binarized and subsequently segmented

using Region Growing method. Finally, on the basis of the five

separately calculated thyroid models an average thyroid model has

been generated.

Via manually determined seed points, cold and hot nodules have

been inserted in the homogenous, segmented image layers of the

thyroid tissue in order to simulate a heterogeneous tissue. All thyroid

voxels that characterize the pathological tissue have been declared

with different intensities (gray-scale values). Via vertical search

beams along the z-axis, the simulated, thyroid-volume has been

projected onto a planar scintigraphy plane. After the procedure the

voxel gray-scales values have been summed up by means of the

integral method and have subsequently been scaled. The results of this

raycast integration have been projected onto a virtual, scintigram

plane as 2D-pixels (so called virtual scintigram). Finally, the simu-

lated scintigram has been smoothed by a Gaussian filter.

Simultaneously, real thyroid scintigrams of patients with suspected

thyroid tumors have been made by a dedicated thyroid camera (In-

termedical, MiniCam, 128 9 128 image resolution, 1,1 mm pixel

spacing) after injecting ca. 60 MBq 99 m-Tc i.v. ca. 20 min p.i.
Results
By means of the mentioned modeling techniques various pathological

3D-scenes of the thyroid could be created. Figure 1a shows the spatial

reconstruction of the reference thyroid which was derived from five

different CT-image data sequences of ‘‘normal’’ thyroids. Within this

reconstructed virtual organ, heterogeneous distributed radionuclide

absorption capacities could be simulated in a way they are typically

expected for benign or malignant diseases of the thyroid tissue. Fig-

ure 1b shows the position of each of a hot and a cold nodule of which

the positions within the tissue were stereoscopically monitored. Fig-

ure 1c shows this monitoring process that was performed by means of

a PLANARTM-monitor. After the activation of the tissue a scintigram

can be simulated. Figure 1d shows an example for such a ‘‘raw’’

virtual scintigram, which could be ‘‘transformed’’ into a more realistic

form by adding noise (cf. Fig. 1e).

The inhomogeneity of the virtual thyroid tissue was systematically

varied. The generated virtual scintigrams were then stored into an

image database. Reflecting realistic pathological situations we iden-

tified 186 different cases of virtual scintigrams containing either cold

or hot (mono- or bilateral oriented) nodules. The number of created

nodules run from 1 up to 8 for each thyroid hemisphere having dif-

ferent intensities, positions and sizes. Totally, we stored 744 virtual

scintigrams and corresponding 3D-scenes in a data base saved as

reference scintigrams. A real scintigram was compared to the refer-

ence images by means of cross-correlation (cc-) techniques. If the

calculated (normed) cc-coefficient reached values [ 0.8 both virtual

scintigram and the corresponding 3D-scene were retrieved from

image data base and screened on a monitor.

As an example, Fig. 2a shows a real scintigram containing mul-

tiple hot nodules which is compared to a virtual scintigram (Fig. 2b)

retrieved from the data base by means of best cross correlation fit

(cc-coefficient 0.91). The corresponding spatial virtual scene is pre-

sented in Fig. 2c.
Conclusion
We introduced a 3D-based virtual scintigraphic method to assist the

interpretation of 2D-scintigrams. After creating a virtual reference

thyroid diverse scenes of pathologic nodules were performed and

transformed into realistic scintigram images. The variation of nodules

(size, position, radionuclide intensity) done under stereoscopic visual

control showed that a basis of less than 1,000 virtual scintigrams

reflects most of the pathological situations observed in real

Fig. 1 a Spatial reconstruction of the reference thyroid, b thyroid

with hot and cold nodule, c stereoscopic monitoring process, d raw

virtual scintigram, e virtual scintigram by adding noise

Fig. 2 a Real scintigram, b virtual scintigram from database,

c corresponding spatial virtual scene
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scintigrams. Cross correlation techniques between virtual and real

scintigram image data allowed for a retrieval of virtual scintigrams

similar to the real scintigram and, finally, the corresponding 3D-

Scenes. Thus, virtual scintigraphy may be a helpful additional method

to assist the clinical interpretation of planar scintigrams.

Computer-assisted system for diagnosing degenerative dementia
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Purpose
Due to increasing numbers of patients with dementia, more physicians

who do not specialize in brain nuclear medicine are being asked to

interpret single photon emission computed tomography (SPECT)

images of cerebral blood flow. We conducted a multicenter review to

determine whether a computer-assisted diagnostic system (Z-score

summation analysis method: ZSAM) using N-isopropyl-p-[123I] iod-

oamphetamine (IMP) brain perfusion SPECT and three-dimensional

stereotactic surface projections (3D-SSP) can differentiate Alzhei-

mer’s disease (AD)/dementia with Lewy bodies (DLB) and non-AD/

DLB in institutions using various types of gamma cameras.
Methods
We determined the normal thresholds of Z-sum (summed Z-score)

within a template region of interest (ROI) for each SPECT device

and then compared them with the Z-sums of patients and calculated

the accuracy of the differential diagnosis by ZSAM. We compared

the diagnostic accuracy between ZSAM and visual assessment by

four radiographic interpreters (three experienced nuclear medicine

physicians and one neurologist). For visual assessment, diagnoses of

AD/DLB versus non-AD/DLB based on the conventional IMP-

SPECT and 3D-SSP Z-score images were classified as follows:

definite non-AD/DLB, probable non-AD/DLB, indeterminate, prob-

able AD/DLB and definite AD/DLB. We enrolled 202 patients with

AD (mean age, 76.8 years), 40 with DLB (mean age 76.3 years) and

36 with non-AD/DLB (progressive supranuclear palsy [PSP],

n = 10; frontotemporal dementia [FTD], n = 20; slowly progressive

aphasia, n = 2 and one each with idiopathic normal pressure

hydrocephalus [iNPH], corticobasal degeneration [CBD], multiple

system atrophy [MSA] and Parkinson’s disease [PD]) who under-

went IMP cerebral blood flow SPECT imaging at each participating

institution.
Results
The ZSAM sensitivity to differentiate between AD/DLB and non-AD/

DLB in all patients, as well as those with mini-mental state examination

(MMSE) scores of C24 and 20–23 points were 88.0, 78.0 and 88.4 %,

respectively, with specificity of 50.0, 44.4 and 60.0 %, respectively.

The diagnostic accuracy rates were 83.1, 72.9 and 84.2 %, respectively.

The areas under (AUC) receiver operating characteristics (ROC) curves

for visual inspection by four expert radiographic interpreters were

0.74–0.84, 0.66–0.85 and 0.81–0.93, respectively, in the same patient

groups. The diagnostic accuracy rates were 70.9–89.2 %, 50.9–84.8 %

and 76.2–93.1 %, respectively, Fig. 1.

Conclusion
The diagnostic accuracy of ZSAM to differentiate AD/DLB from other

types of dementia or degenerative diseases regardless of severity was

equal to that of visual assessment by expert interpreters even across

several institutions. These findings suggested that ZSAM could serve

as a supplementary tool to help expert evaluators who differentially

diagnose dementia from SPECT images by visual assessment.

Dynamic acquisition SPECT/CT for quantitative evaluation
of time activity curves in head and neck cancer
lymphoscintigraphy: Potential benefits for intraoperative sentinel
lymph node resection
N. Hall1, E. Byrum1, J. Zhang1, A. Agrawal2, S. Povoski3,

M. Knopp1

1The Ohio State University, Radiology, Columbus, USA
2The Ohio State University, Otolaryngology, Columbus, USA
3The Ohio State University, Surgical Oncology, Columbus, USA

Keywords Dynamic SPECT/CT � Lymphoscintigraphy � Phantom �
3D region of interest (ROI)

Purpose
Single photon emission computed tomography/computed tomogra-

phy (SPECT/CT) data sets inherently provide the opportunity for

quantification by way of attenuation correction similar to that of

positron emission tomography/computed tomography (PET/CT).

Dynamic dataset acquisition with SPECT/CT is more challenging

than dynamic acquisition using PET/CT with the currently avail-

able technology due to the restriction of not obtaining data from all

angles simultaneously. This limitation can be partially overcome by

acquiring multiple (6) rapid sequential SPECT scans during the

same timeframe as a standard SPECT/CT scan (*20 min) and

generating a time activity curve. The purpose of this work was to

demonstrate that dynamically acquired SPECT/CT data collected

on patients undergoing lymphoscintigraphy for head and neck

cancer can accurately identify, localize and produce quantitatively

accurate time activity curves for sentinel lymph nodes (SLN) when

correlated with nodal activity from in vivo and ex vivo gamma

probe counts.

Fig. 1 Four radiographic interpreters and the Z-score summation

analysis method (ZSAM) evaluations assigned a 73-year-old woman

with AD and MMSE of 28 points to the AD/DLB group. Conven-

tional SPECT and Z-score images indicated a blood flow reduction in

the parietal temporal lobe, and she was assigned to the AD/DLB

group when both the normal thresholds of 1.64 and 1.96 SD of

determination criteria were applied in ZSAM
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Methods
Proof of concept was accomplished via phantom data acquired

dynamically with a 16 slice SPECT/CT scanner in continuous mode

for 6 cycles at 200 s/cycle. Each dual head spin (6 total) was seg-

mented into 32 (5.625�) angles and counts from both heads (total and

geometric mean) were calculated and summed for the specified region

of interest (ROI) (saline bag) to obtain a total activity for each of the 6

spins. This was done while 200 uCi Tc-99 m pertechnetate in 10 ml

saline was infused at a constant rate into a 50 cc saline bag containing

40 cc saline (agitated with O2) suspended in a Jaszczak phantom filled

with water during the dynamic scan acquisition. Attenuation corrected

SPECT/CT data sets were then reconstructed and quantified.

Using the same acquisition technique, dynamic SPECT/CT data

was acquired immediately (9 patients) post-injection of the novel,

non-particulate, soluble (B 7 nm), receptor-targeted (CD206)

molecular agent 99mTc-tilmanocept (TcTP; Navidea Biopharmaceu-

ticals, Dublin, OH) for head and neck cancer lymphoscintigraphy.

Head and neck cancer patients undergoing SLN biopsy were injected

(intradermal) with 18.5 MBq of either TcTP (0.1 cc) (n = 7) or TcSC

(0.5 cc) (n = 9). Dynamic SPECT/CT (limited CT exposure) imaging

occurred immediately for 18–21 min (*3 min/rotation).

Associated activities (counts) were measured using a 3D ROI tool with

an isocontour setting (50 %) and decay corrected to time of injection. The

regions of activity included the injection site as well as any areas of

activity which were associated with lymphnodes. For the 50 % isocontour

setting, total activity per unit volume was plotted with respect to each spin.

Time-activity curves for each lymph node and injection site were calcu-

lated and slopes of the uptake curves were calculated.
Results
For the phantom study, the total counts and geometric mean of counts

for both camera heads, were summed for all 32 angles and were

plotted for 6 consecutive and sequential spins over 20 min. This

generated an R2 value of 0.9999 and 0.9997, respectively. Within the

32 angles of each rotation, there was variability in counts likely

related in part to varying distance of the camera heads from the

phantom and attenuation from the table.

For the 9 head and neck cancer patients undergoing SLN resection,

the dynamic SPECT/CT lymphoscintigraphy images that were

acquired immediately post-injection demonstrated peak uptake in the

SLNs within the first 10–12 min following intraoral injection. Where

appropriate, the plots were fitted to a curve. According to these

observations, a simultaneous injection and scan start time yields a

time activity relationship with respect to SNL radiotracer uptake that

is similar to that seen in the phantom.
Conclusion
Dynamic SPECT/CT data acquisition is capable of generating quanti-

tatively accurate data sets that represent changes in activity in both

phantom lesions and clinical lymphscintigraphy studies binned in 3 min

intervals or less. Resultant data can be reconstructed into diagnostic

quality SPECT/CT images and quantified using ROI techniques. This

methodology may have already proven clinically useful for accurately

identifying the exact location of sentinel nodes and shows promise for

predicting quantitatively the activity relationships in resected lymph

nodes. This computer assisted technique could also be useful in

assessing new radiopharmaceuticals as well as in adding dynamic and

quantitative capabilities to standard nuclear medicine procedures.

Multi-modality computer assisted quantification of
radiopharmaceutical distribution and prediction of response
to therapy in 90Y microsphere radioembolization
M. Robertson1, N. Hall1, J. Zhang1, C. Wright1, H. Khabiri1,

M. Knopp1

1The Ohio State University, Radiology, Columbus, United States

Keywords SPECT/CT � Deformable co-registration � Gradient based
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Purpose
Treatment planning for selective radioembolization (RE) therapy of

liver metastases includes angiographic evaluation in combination

with 99mTc macroaggregated albumin (MAA) hepatic artery per-

fusion scintigraphy (HAP). This is typically performed after

diagnostic contrast enhanced computed tomography (CT) of the

liver. Regions of interest (ROI) are drawn around liver tumors and

normal liver in order to determine the dose of 90Y labeled

microspheres to administer. The MAA scan quantifies and provides

a visual assessment of the degree of radiopharmaceutical shunting

to the lungs and/or gastrointestinal tract in order to ensure that 90Y

RE therapy is safe in each individual patient. The assumption that

is made when performing this technique is that the MAA distrib-

utes in the same pattern, to the same organs and in the same

proportions as 90Y microspheres when administered selectively into

the hepatic artery. The purpose of this study is to compare manual

and computer assisted techniques for quantitative determination of

the distribution of pre-therapy MAA and the 90Y microsphere

therapy administrations with respect to the diagnostic contrast

enhanced CT scan.
Methods
Patients scheduled for 90Y microsphere RE who underwent diagnostic

contrast enhanced CT for tumor volume calculation and MAA HAP

single photon emission computed tomography/computed tomography

(SPECT/CT) for detection of extra hepatic shunting prior to therapy

between November 2010 and August 2012 were evaluated. ROIs were

drawn on the MAA HAP and 90Y microsphere SPECT/CT scans to

match tumor volumes identified and drawn on contrast enhanced

diagnostic CT. Maximum counts per pixel for both MAA HAP and
90Y microsphere scans within the tumor volume ROI identified on

contrast enhanced CT. In addition, normal mean background counts

per pixel were measured and used to calculate tumor to background

ratios (T:B).

As an adjunctive comparison, a novel deformable registration

method designed to improve alignment of images with the same

intensity or significantly different intensities, such as contrast: non-

contrast and noncontrast:noncontrast, respectively, were used for

improved co registration comparisons of SPECT activity (99m Tc and
90Y) and the corresponding tumor regions on the diagnostic CT. A

gradient-based image segmentation technique, PET Edge, which has

been shown to have improved accuracy compared to intensity

threshold methods for tumor segmentation was used to automatically

contour areas of increased radiotracer accumulation on the SPECT

images. Radiopharmaceutical distribution and tumor to background

ratios were correlated with tumor type, progression, stability or

response, and degree of contrast enhancement using both the manual

and computer assisted techniques.
Results
Twenty-two patients with complete data sets were evaluated. 9/13

patients had higher T:B ratios with HAP MAA compared to 90Y

microspheres in the group that responded to therapy or had stable

disease compared to 5/9 having higher ratios in the progression group.

Patients that had MAA T:B ratios greater than 1.5 were more likely to

have response to therapy or stable disease. 10/13 patients in the

responder/stable group had T:B ratios greater than 1.5 while only 3/9

patients in the progression category met these criteria.

The HAP MAA T:B ratios were higher than 90Y in most cases and

the higher HAP MAA T:B ratios correlated with better tumor

response HAP MAA distribution and could be used to predict

response to therapy prior to 90Y microsphere administrate. There was

a correlation between degree of contrast enhancement and degree of

difference between HAP MAA and 90Y T:B ratios. Results for the

manual and computer assisted methods of quantification were similar

while the computer assisted method was significantly more efficient,

requiring only a fraction of the time to process each set of imaging

data.
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Conclusion
The computer assisted techniques present herein could potentially be

used to predict response to 90Y RE therapy. This computer assisted

multi-modal approach for image quantification and comparison of

radiopharmaceutical distributions may prove useful not only in pre-

dicting response to therapy but also in quantifying specific tumor/liver

dosimetry. The added benefit of significantly improved efficiency

with the semi-automated deformable registration and gradient-based

image segmentation techniques for defining areas of increased

radioactivity may allow for the integration of these techniques into

clinical practice.

Ultrasonographic differentiation of small angiomyolipoma from
renal cell carcinoma by measurement of relative echogenecity
on PACS
J.Y. Cho1, M.S. Lee1, S.H. Kim1

1Seoul National University Hospital, Radiology, Seoul, South Korea

Keywords Kidney � Angiomyolipoma � Renal cell carcinoma �
PACS � Sonography

Purpose
Most angiomyolipoms (AMLs) are hyperechoic relative to the renal

parenchyma, whereas most renal cell carcinomas (RCCs) are hypo-

echoic. However, RCCs and AMLs are indistinguishable in terms of

tumor echogenicity because of the wide spectra of echogenicity of

both tumors. Small RCCs (\3 cm) are predominantly hyperechoic

and easily confused with AMLs [1, 2]. With CT, AMLs can be

diagnosed with high accuracy by detecting the intratumoral fat

component, and differentiation is seldom problematic in daily prac-

tice. However, 4.5–14 % of AMLs have no gross fat on CT, and are

referred to as AMLs with minimal fat or non-fatty AMLs. Many non-

fatty AMLs are not distinguishable from other hyperechoic tumors,

such as RCCs, and usually diagnosed after surgery [3, 4]. Although

ultrasonographic findings of non-fatty AMLs may be homogeneous,

isoechoic, well-defined lesions [5], no studies have distinguished non-

fatty AMLs from RCCs.

The aim of this study was to retrospectively evaluate the

diagnostic value of measuring the RE of the mass to the renal

sinus and cortex in differentiating small RCCs from AMLs with or

without visible fat on ultrasonography by measuring ROIs in PACS

(Fig. 1).

Materials and Methods
Thirty-six cases of \3 cm, pathologically-proven RCCs and 42

cases of size-matched AMLs were enrolled. We measured the

grayscale representing echogenicity of the mass, the renal cortex,

and the sinus fat on PACS using a ROI cursor. The RE of the

tumor was calculated by setting the grayscale of the renal cortex

and sinus fat as 0 and 100 %, respectively. We compared REs of

AMLs and RCCs, including subgroups of each tumor. ROC anal-

yses between RCCs and AMLs or non-fatty AMLs were performed

for obtaining diagnostic performance (Az value) of RE measure-

ment and for extracting sensitivities of RE with fixed specificities

of 90 and 95 %.
Results
The average patient age was similar between the RCC (52.4 years)

and AML groups (55.1 years; p = .364). The female-to-male ratio

was greater in the AML group (27:15) than the RCC group (14:22;

p \ .01). The mean diameter of RCCs was 2.2 cm (range,

0.7–3.0 cm). The mean diameter of the clear cell and non-clear cell

types was 2.2 cm (SD, 0.68 cm) and 2.1 cm (SD, 0.59 cm), respec-

tively (p = 0.960). The mean diameter of AMLs was 1.5 cm (range,

0.6–2.7 cm). The mean diameter of fatty AMLs and non-fatty AMLs

was 1.6 cm (SD, 0.65 cm) and 1.4 cm (SD, 0.59 cm), respectively

(p = 0.836).

The average RE of the AML and RCC groups were 99.0 % (SD,

26.8 %) and 44.1 % (SD, 36.5 %), respectively (p \ .001). The REs

of clear and non-clear cell RCCs were 39.2 % (SD, 41.8 %) and

51.0 % (SD, 27.4 %), respectively (p = 0.124). The REs of fatty and

non-fatty AMLs were 106.3 % (SD, 25.6 %) and 86.0 % (SD,

24.4 %), respectively (p = 0.027). RE differences were also signifi-

cant between the non-fatty AMLs and clear cell RCCs (p \ .05) and

the non-fatty AMLs and non-clear cell RCCs (p \ .05).

The ROC curve analysis for differentiating RCCs from AMLs

showed that RE has good diagnostic power (Az = 0.895 with 95 %

CI, 0.820–0.970; p \ .01). The optimal cutoff value of the RE was

68.5 %, with 91 % sensitivity and 81 % specificity. The cut-off RE

values to differentiate AMLs from RCCs at set specificities of 90

and 95 % were 85.1 and 96.7 %, with sensitivities of 69 and 55 %,

respectively. The ROC curve analysis for differentiating

RCCs from non-fatty AMLs also showed that RE has good

diagnostic power (Az = 0.840 with 95 % CI, 0.731–0.949;

p \ .01). The optimal cutoff value of RE was 56.8 %, with 80 %

sensitivity and 64 % specificity. The cut-off RE values to differ-

entiate non-fatty AMLs from RCCs at set specificities of 90 and

95 % were 85.5 and 96.7 %, with sensitivities of 53 and 40 %,

respectively.
Conclusion
The measurement of RE on PACS shows that small AMLs, including

non-fatty AMLs, have a significantly higher RE than small RCCs,

regardless of the histologic type of RCC. With simplicity, conve-

nience, and easy applicability of sonography, measurement of RE on

PACS may be helpful in the differential diagnosis of small AMLs and

RCCs.
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Purpose
The identification and assessment of tissues based on 2D ultra-

sound (US) images is demanding. It requires experience to

recognize its shape and size. The physician is faced with the

mentally challenging task of combining the 2D image data with the

probe movement to derive a three-dimensional shape. Here 3D

ultrasound enables an enhanced visualization of soft tissues that

makes this effort obsolete. We realize 3D ultrasound by recon-

structing and visualizing a 3D volume based on navigated 2D US

images. This supports the physician by displaying the 3D US data

in arbitrary slice or 3D views.

For an easy intraoperative use an immediate feedback of the

reconstruction results is crucial. Therefore, the reconstruction and

visualization must be performed in parallel to enable real-time update

of the displayed reconstructed 3D data. To meet these requirements,

we decided to realize the reconstruction algorithms and visualization

methods on a graphics processing unit (GPU) which enables massive

parallelism of calculations with a large number of processing units.
Methods
State-of-the-art technology offers application programming interfaces

for massive parallel programming on GPUs. Our system uses CUDA

for the voxel-based reconstruction algorithm [1] and OpenGL and

GLSL for the visualization with a ray-caster. This combination ben-

efits from the OpenGL interoperability interface of CUDA: it enables

concurrent access to the same memory on the GPU by the recon-

struction and visualization methods. This obviates the need for extra

copy operations between GPU and main memory of the central pro-

cessing unit (CPU) and is crucial for the real-time execution.

The single steps of our reconstruction algorithm are listed below.

It updates the volume within the region that lies in between the last

two 2D US images.

1. Upload the image data of two consecutive images into the GPU

memory.

2. Determine voxels in the region of interest (ROI) between the two

images: therefore, we cast rays through the columns of the

volume that are oriented towards the same direction as the normal

of the first image plane (see Fig. 1a). This will result in two

intersection points per column that will both lead to concrete

voxel positions again. All voxels of the related column that lie in

between these two voxels are added to the ROI.

3. Compute interpolated gray values for all ROI voxels using a

distance-weighted measure based on the gray values of the

nearest pixels in the two images (see Fig. 1b).

An additional problem occurs when the probe is excessively

moved and the current image position is located outside the initial 3D

volume. To be still able to charge such kind of image data into the

volume, we have introduced a shift operation that moves the volume

according to the probe movement and shifts backwards the previously

reconstructed 3D image data.

In order to visualize the reconstruction result a ray-caster will

frequently render the volume into an application window. Thereby the

size of the window will take proportional effect on the duration of the

rendering process, since the ray-caster operates on each pixel of the

image plane.
Results
We evaluated our reconstruction using an upper mid-range graphics

card and measured the duration of a single reconstruction update of

the US volume, the number of processed voxels during reconstruction

and the time to render the volume texture.

As input we have a PAL video stream of 2D US images with 25

fps and an image size of 720 9 576 pixels. The output is written to a

400 9 400 9 400 volume texture with a voxel size of 0.3 mm. The

volume texture stores two 8-bit values per voxel, one for luminance

and one for masking information.

Figure 2 shows the benchmark results—measured with an NVI-

DIA GeForce 580 GTX. The upper plot shows the reconstruction

duration contrasting the number of updated voxels in the ROI. The

mean reconstruction duration was determined with 7.1 ms (blue line)

and the minimal and mean number of voxels in the region of interest

per step (red line) amounted to 160,000 and 277,520, respectively. As

can be seen from that plot the duration of reconstruction correlates

well with the number of updated voxels in the ROI which increases

Fig. 1 a Determining voxels in ROI by casting rays through the

volume; b Computing the voxel intensity by a distance-weighted sum

of the nearest two pixels

Fig. 2 Reconstruction duration versus voxels in ROI and rendering

duration—measured with an NVIDIA GeForce 580 GTX
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with larger probe velocity. Compared to [2] we achieve about the

same speed but with a higher resolution in image and volume size.

The lower plot shows the rendering time of the volume within a

window with a size of 1,146 9 724 pixels. The average of the mea-

sured values is 20.05 ms. Shift operations caused by the probe motion

occur on average every 23 images in our test case and need about

160 ms on average.

The duration of the reconstruction and the maximum intensity

projection (MIP) rendering in a sum is about 27.15 ms which is

less than the 40 ms time-slot per image of the 25 frames-per-

second video stream. Consequently our implementation delivers a

real-time performance. Rarely occurring volume shifts that exceed

the limit of 40 ms can be compensated quickly since there is still a

gap of about 12 ms where the graphics card is not used by our

implementation.
Conclusion
We present a new method for 3D reconstruction of 2D ultrasound

images which uses graphics hardware to reconstruct and concurrently

visualizes the resulting ultrasound volume data in real-time. The

proposed reconstruction method updates the resulting ultrasound

volume continuously, as new ultrasound images are present. This

enables ultrasound 3D image data generation with immediate visual

feedback for the physician. Measurements with current graphics

hardware verify the real-time capability. Speed improvements of

future graphics cards will be used to increase the size of the resulting

volume as well as the reconstruction quality.
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Purpose
The hepato-renal ratio (HRR) is a non-invasive method for liver

steatosis quantification based on ultrasound image analysis. Its

effectiveness has been validated in literature by means of liver biopsy

[1] and 1H magnetic resonance spectroscopy [2].

In this paper we propose a new and improved method for ROI

selection and HRR assessment, designed to minimize both inter-

observer and inter-scan variability.
Materials and methods
The dataset comprises 98 images of 32 patients. For 23 patients, more

than one scan was performed.

For every scan two regions of interest (ROIs) of the liver paren-

chyma and the renal cortex were selected. The ROIs had to be as

homogeneous as possible and positioned as near as possible to the

center of the image. ROI selection was performed by two operators

(operator 1 and operator 2).

For the selection of ROIs three methods (implemented in MeVi-

sLab) were used as follows:

1. Square: two square ROIs of about 1 cm2 for the hepatic

parenchyma, and 0.25 cm2 for the renal cortex were selected.

The centers of the ROIs were positioned at the same y-coordinate.

2. Ellipse: two ellipsoidal or circular ROIs were selected as large as

possible and positioned approximately at the same depth. The

selection was made by operator 1. Six months later, this operator

repeated the selection, using the square method.

3. Irregular: two ROIs with free shape were selected as large as

possible and positioned approximately at the same depth. The

selection was made by operator 2.

The ROIs segmented by the ellipse and irregular method were

post-processed. Post-processing consists of ROIs normalization and

of smoothing out the related normalized histograms (implemented in

Matlab). ROI normalization (Fig. 1) is obtained from carrying out two

tasks: first the distance of every image pixel from the probe was

calculated by the Euclidean distance transform. Secondly for every

cluster (set of image pixels which have the same distance from the

probe) two groups of pixels were selected belonging respectively to

the liver ROI and to the kidney ROI; the largest group was reduced to

the size of the smallest eliminating its outermost pixels. The first task

was implemented in MeVisLab and the second task was achieved

using an automatic procedure implemented in Matlab

In our study only the scans with normalized ROI above 211 pixels

were considered. HRR is defined as the ratio of the gray scale mean

value of the pixels within two given ROIs of the liver and kidney.For

the square ROIs the HRR was calculated by the related normalized

histograms. For the ellipse and Irregular ROIs the HRR was evaluated

on the basis of the related smoothed histograms resulting from post-

processing. The square method is analogous to the one presented in

[2] and was therefore used as a reference for HRR evaluation. The

Ellipse method is a specific application of the irregular method and

was used to verify the reproducibility of the new techniques intro-

duced in this study. In order to evaluate inter-scan variability

(variability of HRR for different US scans in the same patient) the

results obtained from the two scans of the same patient with maxi-

mum absolute difference of the HRR were compared. The analysis

was carried out by studying: the mean difference (MD) the lower limit

of agreement (LL) and upper limit of agreement (UL) according to the

definitions of Bland and Altman and the ‘‘Wilcoxon rank sum test for

equal medians’’. A p value \0.05 was considered to indicate statis-

tical significance.
Results
In the experiment we encountered numerous difficulties using the

square and the ellipse methods, often obliging operators to repeat the

selection. Using the free boundary selection method (Irregular)

facilitated the selection of the ROIs, enabling larger areas to be

analyzed. In particular the mean numbers of pixels of the square ROIs

were: 718 for the liver and 177 for the kidney; the mean number of

pixels of the normalized ROIs were: 643 for the ROIs selected by the

Fig. 1 ROI normalization: the ROIs segmented by the irregular

method are shown in red. The normalized ROIs are overlaid in green.

The fuchsia lines correspond to the outermost clusters which are

common to the two ROIs
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Ellipse method and 1,324 for the ROIs selected by the irregular

method.

The main results of the HRR comparisons obtained by different

methods are summarized in Table 1. For the sake of brevity we give

the HRR calculation based on the post-processing of the ROIs with

apex PP.

In the assessment of HRR inter-scan variability the LL UL MD

and p Values were respectively: -0.76, 0.95, 0.10 and 0.25 for the

Square method; -0.73,0.89, 0.08 and 0.25 for the EllipsePP method;

-0.45, 0.49, 0.02 and 0.39 for the IrregularPP method.
Conclusions
The differences between the HRRs obtained by the EllipsePP and

IrregularPP methods and those obtained with the Square method are

not statistically significant. The respective ranges of agreement and

the modulus of the mean differences (for both comparisons: Irregular
PP vs Square and EllipsePP vsSquare) are lower than those resulting

from the inter-scan analysis of the reference method (Square method)

demonstrating comparable clinical efficacy.

The differences between the HRRs obtained by the EllipsePP and

IrregularPP methods are not statistically significant demonstrating the

reproducibility of the new technique.

In the inter-scan analysis the IrregularPP method gave a smaller

mean difference and range of agreement than Square one. This is

probably due to the large ROIs provided by the Irregular method. It is

reasonable to assume that the larger the ROI sizes, the better the

representation of the pathology. Furthermore this technique leaves the

operator free to focus only on the representativeness and homogeneity

of the ROIs without worrying about their accurate positioning in the

image, their shape and/or maximum dimension, making the procedure

fast and user friendly.
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Purpose
Balloon-occluded retrograde transvenous obliteration (BRTO) is an

endovascular technique that was refined in Japan as one of the

effective therapeutic options in the management of bleeding gastric

varix in portal hypertensive patients. BRTO is also an effective

therapy for sclerosis of de novo portosystemic shunts complicated by

hepatic encephalopathy. A BRTO procedure involves occlusion of

outflow veins of the de novo portosystemic shunts, such as gastrorenal

and splenorenal shunt, using an occlusion balloon followed by the

injection of sclerosing agent directly into the outflow veins endo-

vascularly. While de novo vasculatures in portal hypertensive patients

are often highly complex with their forms and numerous branches,

advancing a balloon-catheter as deep as possible into the outflow

veins is crucial but often found out to be a technically tough proce-

dure. Although the ordinary preoperative images can be utilized as a

simulation for the procedure, manipulation of the catheter is often

difficult and BRTO sometimes ends up unsuccessful. New Virtual

Endoscopic System (NewVES) is a computer-generated simulation of

endoscopic images derived from multidetector-row computed

tomography (MDCT) data sets. This technique allows exploration of

the inner surfaces of the vasculatures; this information can be helpful

during the catheterization for BRTO. However, no application with

virtual endoscopic images to the BRTO procedures has been reported.

We herein describe the preliminary report of adapting NewVES,

especially its fly-through vision and automatic fly-through path track

retrieval to performing BRTO.
Methods
Patients and data acquisition: We studied 5 consecutive portal

hypertensive patients with either gastric varix or hepatic encepha-

lopathy undergoing BRTO. All patients had previously undergone

MDCT to acquire the data sets for NewVES to generate virtual

endoscopy. To acquire contrast-enhanced MDCT images, nonionic

contrast agent was infused rapidly at a rate of 40 mg I/kg for 25 s

using an automated injector. Early venous phase scanning with the

slice thickness of 1 mm were started 30 s after early arterial phase

scanning. Generation of virtual endoscopy: The vessel wall is well

defined with NewVES, as it has a significantly lower density than that

of the contrast-enhanced lumen. The intensity threshold is set at the

largest value that gives a reasonable result. The automatic fly-through

path track retrieval that was superimposed on a volume-rendered 3D

reconstruction with the simultaneous display of multiplanar refor-

mation and endoscopic fly-through view enabled an accurate

simulation of the catheterization procedures. BRTO procedures: After

access of the right femoral vein using standard angiographic tech-

nique and placement of a 6–12 French sheath, BRTO was performed

with a balloon catheter introduced through the sheath under biplane

anteroposterior and lateral X-ray fluoroscopy. The catheter was

advanced through left renal vein to a complicatedly developed

abnormal vein to be occluded. After confirming the satisfactory

selective position of the tip-mounted balloon of the catheter, the

sclerosing agent was injected endovascularly. Data analyses: We

have compared the complexity of major portosystemic shunt (single

or multiple), the successful rate and the procedural duration of BRTO

of these 5 patients, with those factors of 11 patients who had

undergone BRTO without the NewVES simulation.
Results
We performed BRTO with the simulation monitor put aside the

fluoroscopic operative table. During the procedures on the patients,

the monitor clearly showed the direction that the catheter should be

advanced to with the automatic fly-through path track retrieval that

was superimposed on a volume-rendered 3D reconstruction, and the

NewVES simulation was found to be sufficient to accurately advance

the catheter (Fig. 1). We were able to observe the inner space, fly

through the complex outflow vein, and continue navigating deeply

into the shunt or varix. In the four successful cases, manipulation of

the catheter was performed without any difficulty under the guidance

Table 1 Results of the HRR comparisons

LL UL MD p Value

IrregularPP versus square -0.54 0.53 -0.001 0.52

EllipsePP versus square -0.54 0.48 -0.03 0.14

EllipsePP versus irregularpp -0.52 0.46 -0.03 0.46
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of the simulation monitor. There were no differences between the

patients with the simulation and the patients without simulation in the

complexity of major portosystemic shunt, the successful rate and the

procedural duration of BRTO (Table 1). Postoperative outcomes for

the patients were excellent and they were discharged from our hos-

pital approximately 7 days after BRTO.
Conclusion
Virtual endoscopy by NewVES provides unique information regard-

ing the ductal lumen and the direction of catheterization that is of use

for the shunt occlusion. This study has however several limitations.

Because of small sample size, there were no significant differences in

any factors. It might be expected that the duration would be shorter

and the successful rate would increase while the complexity of the de

novo portosystemic shunt remains unchanged. Furthermore, NewVES

can be expected to predict the success of BRTO procedure. Although

the result was preliminary, the fly-through module of NewVES was

feasible and possibly useful. In future studies with adequate numbers

of patients, elaborated method for accurate simulation of the cathe-

terization of BRTO would be developed.

Development of an assisted diagnostic system for retinopathy
that applies temporal subtraction to funduscopy images
Y. Ban1, K. Abe1, Y. Donomae1, H. Takeo1, Y. Takahashi2, Y. Nagai3

1Kanagawa Institute of Technology, Electrical and Electronic

Engineering, Atsugi, Japan
2Takahashi Eye Clinic, Isehara, Japan
3National Cancer Center, Radiology, Tokyo, Japan

Keywords Funduscopy image � Applies time lapse subtraction �
Diabetic retinopathy � Affine transformation

Purpose
Recently, funduscopic image examinations using a fundus camera

have become a widely performed part of medical checkups. The

number of people having such examinations for early detection of

diabetic retinopathy, a cause of blindness, is also rising. Diabetic

retinopathy is one of the three major diabetic complications, which

have a high probability of occurring within ten years of start of the

disease.

This study proposes a method that utilizes continuous funduscopic

images of a patient to indicate quantitatively the relation between the

patient’s condition and the differential value between two images.

Quantitatively indicating the continuous changes in the patient’s

funduscopy images serves the purpose of assisting physicians in

diagnosing diabetic retinopathy.
Methods
Blood vessel intersections are extracted from multiple continuous

funduscopy images taken for a single person. After performing

alignment using the affine transformation, the differential value

between the first examination image, Fig. 1a, and a time lapse image,

Fig. 1b is obtained and the results evaluated.

(1) Pre-processing of target image

Images used are 256 level RGB color images, each with a reso-

lution of 1,604 9 1,214 pixels.

Next, color funduscopy images are converted into gray-scale

images comprising only the Green component [1]. This is done

because the contrast between blood vessel regions and other

regions is increased on gray-scale images generated from the Green

component. These images are then used for the following

processing.

(2) Extracting blood vessels and characteristic points

To extract blood vessels, binarization is performed using the

pixel value for blood vessels as the threshold value. To eliminate

noise during this process, opening is executed using 8-line struc-

turing elements extending from the origin. Next, 8-connected

thinning is performed. Any pixel of an image subjected to thinning

that has at least 3 pixels around it is either a branch point or

an intersection point. Such points are regarded as characteristic

points.

(3) Image alignment using the affine transformation (linear

transformation)

To positionally align the original image f(xi,yi) with the contin-

uous change image g(xi,yi), image g’(xi,yi), which was subjected to

affine transformation (linear transformation), is obtained. The formula

is as follows:

Xi ¼ m � xi � cos�m � yi � sinþA

Yi ¼ m � xi � sinþm � yi � cosþB

Fig. 1 A monitor shows a fly-through view moving ahead (left), and

the automatic fly-through path track retrieval superimposed on a

volume-rendered 3D reconstruction is indicated in the middle picture

Table 1 Factors on BRTO between the procedures without fly-

through view simulation and those with simulation

Fig. 1 Funduscopy image
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Xi

Yi

� �
¼ m

cos h � sin h
sin h cos h

� �
xi

yi

� �
þ A

B

� �

where scaling coefficient m is set to 1.

In the taking of a funduscopy photograph for fundus examination,

the forehead and chin are held in place by the funduscopy stand. As

long as the same stand is used, any positional shift is mostly limited to

eye movement. The above formula was therefore defined because it

can be assumed that positioning will comprise only simple rotation or

parallel shift involving no scaling.

(4) Generating the differential image

The differential image is generated from the images aligned in (3),

g’ and f.

(5) Calculation of the differential value

The mean sum of squares of the pixel value of the differential

image is calculated as the differential value.
Results
The proposed method was tested by applying it to 12 funduscopy

images comprising 1 first examination image and 11 time lapse

change images. In this study, only images for the right eye were used.

Figure 2a shows an image obtained by the proposed method.

Figure 2b shows the relationship between differential value for

each time lapse change image-first examination image alignment and

vision at each time.

A correlation coefficient absolute value of 0.912 for differential

value and vision was obtained, suggesting a high correlation.
Conclusion
We succeeded in developing a method for obtaining the differential

value of a first examination image and continuous change fundu-

scopic image that we propose for an assisted diagnostic system

for diabetic retinopathy. Using this method, a high correlation

was found between the continuous change of retinopathy and vision.
Reference
[1] J.J. Staal, M.D. Abramoff, M. Niemejier, M.A. Viergever, B.

van Ginneken, ‘‘Ridge-based vessel segmentation in color

images of the retina,’’ IEEE Trans. On Med Imaging, vol.23,

no.4, pp.501–509, 2004
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Purpose
One of important steps during analysis of Optical Coherence

Tomography (OCT) scans from ophthalmology examination is

detection of retina layers. The anatomy of retina consists of 12 layers

oriented almost parallel to each other. However, only 8 of them are

important during medical diagnosis of pathologies, from which worth

mentioning are: full-thickness macular hole, central serous chorio-

retinopathy, macular edema, epiretinal membrane, vitreomacular

traction and retinitis pigmentosa and chloroquine retinopathy [1].

Most important layers are visible and marked in Fig. 1.

The difficulty during OCT image analysis is localization of the

layers and measurement of distances between them. Additionally,

high resolution of OCT scans causes considerable local noise. In this

study the algorithm to fully automatic segmentation of three basic

layers is proposed.
Methods
The algorithm performs layers detection in two stages: 1. prepro-

cessing, 2. detection of layers boundaries, 3. correction of detected

boundaries if sections are discontinuous.

The first step of proposed algorithm is image quality improvement

because high resolution of scans causes undesirable granularity.

Typical methods like spatial averaging or median filtering are insuf-

ficient, because localization of edges becomes changed. Only

anisotropic diffusion seems practical. Anisotropic diffusion not only

reduces local noise, but also ensures invariance of edges location [2].

In the presented method a modified anisotropic diffusion where

horizontal direction of smoothing is preferred is used.

Layers localization is then performed by analysis of image profiles

taken column-wise from image obtained after preprocessing (Fig. 2a).

Starting from upper image border the first large-scale gradient max-

imum represents NFL and first large-scale local maximum represents

RPE layer (Fig. 2b). The filtered image is also subject to Fuzzy

c-Means clustering (FCM) into 3 classes (low, medium and high

intensity regions). In FCM for defuzzification the operator maximum

is used. For initial placement of the layers boundaries results from

profile analysis are used. Inter-class boundaries found after

Fig. 2 Differential image and differential value versus vision

Fig. 1 The retina layers for typical OCT scan

Fig. 2 Segmentation of retina layers in OCT images
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defuzzification are utilized to obtain final localizations of layers RPE

and NFL borders.

The last stage of the method is a correction procedure of layers

segments found in the second stage. This step is required in image

regions containing considerable shadows caused by blood vessels

(Fig. 2c).Correction step uses local differences between coordinates

of pixels detected as boundaries. If there is large difference between

segments this indicates the segment has to be corrected. After region

of interest selection around discontinuous segment its coordinates are

recalculated using the diffused image and dominant direction of the

layer (Fig. 2d).
Results
Proposed algorithm was evaluated using OCT images without

pathologies as well as containing minor ones that do not cause large

discontinuities in layers. Exemplary results are presented in Fig. 2d–

h. It can be seen that NFL and RPE layers are correctly segmented.

Used correction stage ensures that proper results are also obtained in

case when layers are discontinuous due to considerable shadows from

vasculature (Fig. 2c, d). The correction stage ensures proper delin-

eation of layers.The developed method is still in premature stage for

full quantitative analysis.

Initial studies were conducted on GCL layer detection and

decomposition of RPE layer into sub-layers (Fig. 2e–h). Outcomes

seem promising and further research is being conducted in this matter.
Conclusion
Decomposition of retina into its anatomical layers is medically

important and frequently encountered in literature problem which is

still not solved. The method for automatic detection of two basic

layers presented in this paper follows this trend. Performance of the

algorithm seems to be effective for OCT image series without con-

siderable pathologies. The method is a starting point for further

research aimed at not only detection but also measurement of their

thickness.
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[2] Więcławek W (2010) Quality Improvement of the OCT Images.

In Computer Assisted Radiology and Surgery, 23rd International

Congress and Exhibition, Int J CARS 5 (Suppl 1):S418–419.

Anatomical Dependence of Stress–Strain States in the Human
Stomach
A. Yasser1, R. Miftahof1

1Arabian Gulf University, Physiology, Manama, Bahrain

Keywords Computer-aided detection � Mallory-weiss syndrome �
Human stomach � Mathematical model

Purpose
High endurance and enormous functionality of abdominal viscera

depend on the biomechanical properties of their tissues and specific

arrangements of their internal components. The distinctive anatomical

appearance of organs is strongly influenced by the force systems to

which they are subjected and correlates with their structural advan-

tages. Anatomically, the human stomach possesses three distinct

shapes: the ‘‘bull-horn’’, the ‘‘fish hook’’ and the ‘‘intermediate’’.

Physiological responses of the stomach to internal and external

mechanical stimuli (pressure) depend entirely on the inherent activity

of histomorphological elements and their topographical organization

within gastric tissue.

Mallory-Weiss syndrome—a pathological condition—is charac-

terized by tears of the mucosal and submucosal layers of the stomach

and is associated with lifethreatening gastrointestinal bleeding. It

affects predominantly males, (M:F = 1.5:1) and accounts for

approximately 5 % of all upper gastrointestinal bleedings [1, 2]. An

increase in intraabdominal pressure, along with the intraluminal

pressure of the stomach, changes in mechanical tensile properties of

the wallper se [3] are thought to contribute to the development of these

tears. However, the exact mechanism of these tears remains unknown.

The aim of this study is to study the dynamics of stress–strain

distribution in the human stomach of different anatomical shapes and

evaluate their role in the development of mucosal and submucosal

tears observed in Mallory-Weiss syndrome.
Methods
A biomechanical model of the stomach that incorporated the detailed

anatomical, physiological and mechanical properties of the tissue and

organ’s function was constructed. The dynamics of stress–strain

distribution in the human stomach of the three different anatomical

configurations subjected to intraluminal pressure changes was ana-

lyzed using ABS Technologies� computational platform.
Results
Results of numerical simulations revealed differences in the dynamics

of stress–strain distribution in the stomach among the various ana-

tomical shapes.Wrinkling and the formation of creases were observed

Fig. 1 The axial deformation and circumferential force distribution

in the ‘‘bull-horn’’ (1), ‘‘fish-hook’’ (2), intermediate (3) shapes of the

stomach at t = 1.6 s of the dynamic process of loading

Int J CARS (2013) 8 (Suppl 1):S263–S336 S335

123



in the cardiac region of the stomach in all three shapes to varying

degrees. Zero strain values were recorded in these regions. Uniaxial

deformations in the ‘‘bull horn’’ stomach were seen along the lesser

curvature and the antrum-pyloric region. In the ‘‘fish hook’’ and

intermediate shape areas of uniaxial deformation extended beyond the

lesser curvature to include most of the greater and a small part in the

fundus (Fig. 1). The high level of stress was recorded along the cadiac

notch in both the ‘‘hook-shaped’’ and the ‘‘bull-horn’’ stomach and

along the lesser curvature in the intermediate-shape organ (Fig. 2).
Conclusion
The pattern of stress–strain distribution in the stomach provides

valuable quantitative, along with qualitative, information about the

pathogenesis of blunt abdominal trauma with rupture of the stomach

wall, e.g., Mallory-Weiss Syndrome and separation of the stomach

from the esophagus. Knowledge of the dynamics of stress–strain

development in different shaped stomachs helps improve diagnosis of

trauma of the stomach and also assists in establishing effective,

rational, preventive measures.
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Purpose
High-quality volume rendering of CT data produces appealing views

of the human body. While commercial workstations are designed to

support diagnostics or therapy planning, our in-house developed web-

based software tool AnatomyMap serves educational purposes.
Methods
Data is displayed in 2D and 3D views together with labels of ana-

tomical structures. The user can scroll, rotate, zoom, pan, trim, or

change window/level. For each structure an appropriate view is pre-

defined that can be reached in an animated flight. In exercise mode the

user assigns names to empty labels using drag’n drop. The server is

based on our framework MEDIFRAME supporting interactive server-

side rendering and streaming over the web. The client is a Microsoft

Silverlight application.
Results
Until now, 30 CT datasets of different body parts, including head,

neck, thorax, abdomen, and extremities were manually labeled with

(normal) anatomical structures. Additionally, 12 CT datasets were

labeled with specific pathological structures.
Conclusion
In anatomy classes AnatomyMap proved to be an excellent and

motivating extension to the anatomical atlas. In its web-based version

it may serve as ubiquitous learning tool for students or continuing

education
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Fig. 2 Dynamics of total force changes in the lesser curvature of the

stomach under intraluminal pressure loading. Here: 1—‘‘bull horn’’,

2—‘‘fish hook’’, 3—intermediate shape
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