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Abstract
One of the most enduring conceptualisations of the language architecture rests on
a modular subdivision of work between lexical representations of stored items on
the one hand, and dynamic processes, modelled as procedural rules working on such
items, on the other hand. In morphology, network-based approaches have suggested
an alternative “integrative” view of word representations and processes, where lexi-
cal representations consist of partially overlapping activation patterns spreading over
several processing units. From this integrative perspective, the resulting network is
both a lexicon and a word processor. We argue that the network-based view provides
a stimulating research framework for several complementary levels of language in-
quiry (including theoretical, computational and neuro-psychological approaches) to
be fruitfully integrated into a novel, comprehensive understanding of morphology.
We discuss some implications of this view and delineate prospects of progress in this
area.

Keywords Morphology · Mental lexicon · Connectionism · Network science ·
Discriminative learning

1 The network metaphor

1.1 Two models of grammatical description

The dualism between representations and processes has deep roots in morphologi-
cal theory. This is hardly surprising, given the hybrid ontological status of words,
halfway between stable holistic units, committed to a speaker’s long-term memory,
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and changeable, context-sensitive units, which are themselves parts of a large net-
work of paradigmatic and syntagmatic relations with other words. Hockett’s (1954)
Two models of grammatical description laid the theoretical foundations of this dual-
ism from a structuralist perspective. According to Hockett, a process-based approach
to morphology (which he dubbed “item-and-process”) maintains that the morpholog-
ical relation between two words is modelled “as a process which yields one form
out of the other”. Conversely, the essence of an arrangement-based model (or “item-
and-arrangement” in Hockett’s terminology) is “to talk simply of things and the ar-
rangement in which those things occur”.1 Although he conceded that neither model
was completely satisfactory, Hockett’s preference went to the arrangement-based ap-
proach, as he was not happy with the process-based assumption that one form could
be derived from another form.

1.2 The cognitive revolution

In fact, Hockett’s dualism did not survive the advent of what, years later, will come to
be known as the “cognitive revolution” (Miller, 2003), when the structuralist empha-
sis on meticulous data analysis and system-based factors was replaced by the bold,
anti-behaviourist metaphor that the mind is a computer, i.e. an information process-
ing machine. According to this metaphor, linguistic information can be represented
symbolically, and cognitive processes can be described, with no loss of generality or
scientific accuracy, in terms of algorithmic rules that operate on these symbols.

One the most enduring consequences of the computer metaphor on views of lan-
guage architecture was a modular subdivision of work between representations of
atomic items stored in the (mental) lexicon, and procedural rules combining such
items (Baayen, 2007). From this perspective, stored items are taken to be stable units,
which are recalled from long term memory in the same form as they were originally
memorised. Their representation is fundamentally independent of processing princi-
ples and is not affected by rule application. Complex structures (e.g. morphologically
complex words, phrases and sentences) are the outcome of rule-based processes of
online symbolic manipulation. As such, they are not stored, but computed on the fly.
Under the spell of the computer metaphor, Hockett’s original dualism was bound to
vanish. The two models appeared to differ mainly in the types of rules they allow for:
namely, combinatorial rules for arrangement-based approaches, and fusional rules for
process-based ones. In cognition, the computationalist view, most radically advocated
within Pinker and Ullman’s Declarative/Procedural model (Pinker & Ullman, 2002;
Ullman, 2001, 2004), went on to maintain that speakers’ knowledge of word inflec-
tion is subserved by two distinct, functionally segregated human brain systems: the
declarative memory, where irregularly-inflected forms are stored as atomic units, and
the procedural memory, where regularly-inflected forms are produced by assembling
their (stored) sublexical units (see also Marzi & Pirrelli, this issue). Accordingly, only
arrangement-based morphology survived in Pinker’s view of English inflection.

1In passing, Hockett also mentioned a third view, which he dubbed “Word and paradigm”. He considered
this third model as deserving the same consideration given to the other two, but he probably found it too
“loose” to describe in structuralist terms.
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1.3 Connectionism

The advent of connectionism (Rumelhart et al., 1986) brought to the fore a very dif-
ferent metaphor. The mind is the brain, i.e. a system of highly interconnected units
of information (akin to single neurons or neuron clusters) that are also processing
units, i.e. which “fire” (change their state of activation) in response to a stimulus or a
class of stimuli. The consequences of this metaphor on views of language architecture
were far reaching, and went well beyond the limitations of early connectionist simu-
lations of child’s language learning (Pinker & Prince, 1994). The idea that linguistic
representations are distributed over very many processing units (nodes) that activate
and compete in parallel, mimicking the connectivity structure among neurons in the
brain, proved to be instrumental in simulating many aspects of human cognition.

This move radically challenged the computationalist view of representations. Neu-
ral network representations are no longer “things” (to use Hockett’s term): rather,
i) they consist in real-valued activation patterns spreading over a great number of
nodes; ii) they are not enumeratively identifiable and exhaustively listed, since par-
tially overlapping activation patterns can be associated with new representations the
network was never trained on, iii) they can change dynamically both at short time
scales (in response to the current input stimulus) and at long time scales (as a result
of small, incremental changes of connection weights after repeated exposure to many
input stimuli), iv) they are strongly context-sensitive and probabilistic, as they depend
on where and when an input stimulus activates a node or a node cluster.

What about processes? In principle, in a neural network, representations exist be-
cause some cognitive processes apply to input signals, and because the human brain
tends to memorise its most successful processing responses. However, early connec-
tionist models did not deal with temporal input representations in a satisfactory way.
They used bigram or trigram nodes (so-called “Wickelphones”) to encode lexical
forms as static activation patterns. Wickelphones looked like a computationalist left-
over in a parallel processing architecture. The problem was solved few years later
through recurrent neural networks (Elman, 1990; Jordan, 1986), which use recurrent
connections to have access to their own activation history. What initially appeared
to be a simple technical solution to a technical problem, turned out to be a funda-
mental principle of the processing brain, where representations and processes are
in fact mutually implied (Marzi & Pirrelli, 2015). On the one hand, representations
consist in (stored) successful processing patterns. Processes, in turn, consist of the
transient, task-related activation of long-term memory patterns (Wilson, 2001; D’Es-
posito, 2007; D’Esposito & Postle, 2015; Ma et al., 2014; Sreenivasan et al., 2014).

1.4 Network science

In the late 70s and early 80s, connectionism appeared to resonate well with growing
empirical evidence in cognitive psychology that the application of the mathematical
tools and graph-theoretical concepts of network science could make substantial con-
tributions to modelling the structure of lexical nodes in the mental lexicon in terms
of pairwise relationships (e.g. semantic similarity) between stored entities (Anderson
& Bower, 1972; Collins & Quillian, 1969). Network science aimed at shedding light
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on how the topology and distribution of multilevel relations holding between lexical
nodes may affect high-level lexical processes such as priming, lexical retrieval, lex-
ical association, lexical competition and cognitive search (see Castro & Siew, 2020,
for a comprehensive overview). Connectionism and network science had different
aims, the former focusing on low-level processing issues, the latter on the struc-
tural topology of underlying lexical representations. Nonetheless, they both model
the mental lexicon as a network, while sharing a few fundamental algorithmic notions
such as spreading activation (the idea that the activation of one node in memory can
activate other connected nodes), random walk (the idea that observation of the infor-
mation flow in a network can be used to understand the network’s structure of con-
nectivity) and network growth (the observation that the number of connections and
the distribution of their weights change with increasing input and decreasing levels of
network plasticity). In addition, networks were conducive to information-theoretical
analyses of their internal structure, based on measuring a network’s probabilistic ex-
pectation for a particular node to be activated given a history of activated nodes.

2 Morphological networks

Such a sweeping range of innovative principles took some time to find its way in lan-
guage studies. In morphological theory, however, the network metaphor did not go
unnoticed, and started influencing theoretical modelling in direct and indirect ways
since the 90s (Bybee, 1995; Corbett & Fraser, 1993). The idea that linguistic structure
can emerge from the self-organisation of unstructured input is nowadays key to un-
derstanding language acquisition (Hopper & Bybee, 2001; Ellis & Larsen-Freeman,
2006; MacWhinney, 1999; MacWhinney & O’Grady, 2015). Nonetheless, it had to
await the challenging test of successful computer simulations before it was given
wide currency in the psycholinguistic (Baayen et al., 2011) and theoretical litera-
ture (Blevins, 2016) on word structure. A recent conceptualisation of morphological
generalisation known as the “Cell Filling Problem” (Ackerman et al., 2009; Ack-
erman & Malouf, 2013) hinges on modelling the implicative structure of morpho-
logical paradigms as a word network, capitalising insights and mathematical tools
(e.g. conditional entropy) from network science. Exemplar-based machine learning
models successfully operationalised analogy-based relations among fully stored lex-
ical items, and questioned the need to resort to multiple levels of abstraction (Daele-
mans & Van den Bosch, 2005; Keuleers et al., 2007; Pirrelli & Yvon, 1999). Recent
advances in distributional semantics (Baroni & Lenci, 2010; Padó & Lapata, 2007;
Mitchell & Lapata, 2010) have thrown into sharp relief the role of lexical semantics
in morphological processing, particularly for compounding and derivation (Marelli et
al., 2017; Marelli & Baroni, 2015; Günther & Marelli, 2019), while helping draw a
measurably graded distinction between derivation and inflection (Bonami & Paperno,
2018).

Most of these studies lie at the cross-road of neighbouring linguistic and cognitive
disciplines, bearing witness to the fruitful prospects of an interdisciplinary integra-
tion of different approaches to language inquiry: from linguistic theories and cogni-
tive models of human language processing, to computational and neuropsychological
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language architectures. Of these disciplines, some are undergoing technological de-
velopments at a faster rate than others, and this makes it more difficult to take stock
of the ways in which field-specific advances can sharpen our understanding of word
knowledge in general. Technical details tend to obscure underlying assumptions, and
theoretical implications are not always easy to spell out. The present issue was in-
tended to report on recent progress in the interdisciplinary allegiance between neigh-
bouring language disciplines.

Four different realms of morphological competence are explored here: lexico-
semantics (with a specific focus on compounds), inflection, suprasegmental phonol-
ogy and child language acquisition. Our goal was twofold. First, we aimed to un-
derstand the theoretical implications of data-driven, quantitative approaches for the
individual morphological domain which they deal with. Secondly, we were wonder-
ing whether all these approaches, taken together, could delineate a new view of the
role of the lexicon in language architecture, and, possibly, of morphology in language
theory. It should be appreciated that each study in this issue takes a different approach,
and makes use of a specific computational framework. Nonetheless, there are a few
assumptions that all present contributions share. In this section, we anticipate what
we consider the most important such assumptions using word semantics by way of
exemplification of a general, integrative approach. Implications that are more specific
of the four single realms are considered in detail in the following section.

The (mental) lexicon is redundant, token-based and context-sensitive. Focusing on
the semantic lexicon, it is often forgotten that what we call the meaning of a word
is in fact a convenient abstraction, a loosely defined concept associated with the use
of the word in a variety of contexts (which, for a highly polysemous word such as
table, can in fact be very different from one another). So-called “word embeddings”
(e.g., Mikolov et al., 2013) operationalise this pre-theoretical definition by computing
a word meaning as a vector representation, whose values are averaged across the
contexts where the word was encountered. Although distributional vectors can be
enumerated and independently stored, their computation is crucially token-based, and
depends on local input conditions (e.g. time and context of input stimuli) in ways
that require a rather profligate usage of memory resources. This makes the lexicon’s
content redundant, but exquisitely sensitive to context and token frequency effects.

Lexical relations are graded and analogy-based. Due to their gradient, real-valued
nature, semantic vectors can be used to process and understand the meaning of a
novel word, by measuring the similarity of its context to stored representations. More
generally, the fact that vector representations collectively define a continuous, mul-
tidimensional space leads naturally to the view that an individual word meaning is
understood only in terms of its relative position to other word meanings in the se-
mantic space (whose relevance is an inverse function of their distance from the target
word). This resonates well with paradigm-based approaches to inflection, and with
child’s acquisition of morphology as a continually expanding network of intercon-
nected lexical nodes.

Lexical structure is emergent and relational. Structure emerges from discriminable
patterns of variation exhibited by sets of related representations that are encoded by
exemplars. For example, it is the systematic (spatial) relation between the semantic
vector of a word occurring freely in a syntactic context and the semantic vector of
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the same word occurring as a compound constituent that allows a speaker to perceive
the interdependence between word meaning and compound structure. The ability of
a speaker to infer the meaning of that word in a novel compound is grounded in the
perception of this systematic relation.

Lexical representations are optimised for processing. Since vector distance is mea-
sured across very many dimensions, meaning perception is the result of maximising
the advantages offered by both token-based representations (i.e. representations of
individual contexts) and their averaged centroids (e.g. word embeddings), in keep-
ing with Gary Libben’s principle of maximisation of opportunities (Libben, 2006,
2010). In fact, while individual word usages are associated with specific contexts
and feature clusters, more abstract representations are maximally discriminative and
optimised for processing. Technically, this can be implemented in different ways,
depending on the specific computational framework and the task at hand: through
recurrent predictive connections in artificial neural networks, cue-outcome weights
in Naive Discriminative Learning, information gain in exemplar-based learning, lev-
els of connectivity in network science etc. Such a predictive bias appears to be one
of the strongest drive in language processing and learning, and complies with one
of the most deeply-rooted objectives driving the way the human brain responds to
the environment: anticipating an incoming stimulus to facilitate adaptive functioning
(Heilbron et al., 2022; Tanovic & Joormann, 2019).

3 The papers

The contribution of complex morphology to word meaning is the main focus of the
first paper in this collection: “CAOSS and transcendence: Modeling role-dependent
constituent meanings in compounds”, by Fritz Günther and Marco Marelli. Here,
the authors explore Gary Libben’s notion of morphological transcendence by apply-
ing regression models of semantic compositionality to distributional word vectors
(Mikolov et al., 2013).

According to the morphological transcendence hypothesis (Libben, 2014), mor-
phological structure affects meaning, to the extent that words can take on position-
specific meanings depending on how frequently they appear in either the first position
(the modifier’s slot) or the second position (the head’s slot) of an English compound.
For example, the specific bird-related meaning of bill when used as a head in com-
pounds like shoebill and hornbill is only weakly connected with the meaning rep-
resentation of bill as a free word. An implication of this hypothesis is that lexical
representations in the mental lexicon should be sensitive to the specific structural
context where a lexical entry occurs. Günther and Marelli lend considerable com-
putational support to Libben’s hypothesis, showing that transcendent meaning repre-
sentations are predicted by a compositional model of semantic vectors (the CAOSS
model, Marelli et al., 2017) where the word’s vector representation of bill as-a-head
in hornbill results from the product of bill’s semantic vector as a free-word with a
matrix of position-dependent weights. In the end, the authors claim that their model
dispenses with the need to store transcendent representations in the lexicon, as the
latter can be derived by general, linear manipulations of free-word vectors. Although
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this is a strong argument for having abstract vectors as well as algebraic operations
applying to them, it is not clear how a lexicon containing these vectors/operations
can get rid of token representations in an acquisitional perspective, while remaining
compatible with Libben’s principle of maximisation of opportunities.

In “Stratification effects without morphological strata, syllable counting effects
without counts – modelling English stress assignment with Naive Discriminative
Learning”, Sabine Arndt-Lappe, Robin Schrecklinger and Fabian Tomaschek use
Naive Discriminative Learning (NDL) to model stress assignment in the English or-
thographic lexicon. In NDL, learning is shaped by prediction and prediction error.
Association weights between surface forms (represented as letter bigrams and tri-
grams) and stress placement are increased every time the predicted stress outcome
co-occurs with the current cue, and are decreased whenever the predicted stress out-
come does not occur. This gives rise to cue competition, through which cognitively
plausible representations emerge.

Predicting English stress assignment is a notoriously difficult task, particularly
in connection with the distinction between stress-preserving (e.g. happiness) and
stress-shifting (e.g. popularity) derivational suffixes. According to stratal accounts
(e.g. Kiparsky, 1982), stress-shifting suffixes are attached before phonological stress
rules apply, stress-preserving suffixes are attached after stress rule application; hence
the need for abstract lexical representations being stored in the mental lexicon. The
paper provides clear evidence that English stress position can be learned successfully
with no information of either morphological strata or syllable counting, based on the
observed competition between stem-as-a-cue weights and suffix-as-a-cue weights. In
stress-preserving derivatives, the relative balance of cue weights between the word’s
stem and its suffix is tilted towards the stem, while the opposite obtains for stress-
shifting derivatives. This evidence supports a view of the morphonological lexicon
which makes abstract lexical representations and syllable-rich information dispens-
able, while making testable predictions about the development of stress-related mor-
phological categories in child language acquisition. Here, complex outcomes result
from the strong interaction between parts of orthographic words and their stress
patterns, providing a nice example of how word structure effects can emerge from
densely interconnected surface representations.

A strongly related question is addressed by our paper “A discriminative informa-
tion-theoretical analysis of the regularity gradient in inflectional morphology”, which
shows how orthographic forms are represented in a recurrent self-organising lexical
map learning the conjugation system of a language. Here, following NDL principles,
lexical access is modelled as consisting in discriminating between time-bound cues
(e.g. a time-series of letters in dynamic competition for their predictive value) for
a target lexical unit to be accessed. Between-cue competition proceeds through a
continuous, incremental update of each cue’s predictive bias, based on the number of
times the cue is seen (or is not seen) be associated with the outcome.

Cue competition at learning time is shown to shape inter-node connections and
proves to have far-reaching consequences on the processing behaviour of the lexical
map. This mechanism appears to provide an explanatory link between the amount
of competition in the input and the structural entropy of the forward connections
emanating from a chains of activated nodes after training. Evenly distributed con-



404 C. Marzi, V. Pirrelli

nections create a balanced competition that maximises processing uncertainty. Con-
versely, when one forward connection is much stronger than other connections from
the same node, one member of the family will be pre-activated more strongly than
other members. We show that this fundamentally predictive bias can account for a va-
riety of effects in the speakers’ word processing behaviour, including their sensitivity
to word frequency, paradigm entropy and perception of the inflectional (ir)regularity
gradient. Having simulated these effects with superpositional patterns of node acti-
vation makes it hard to define the resulting network as either a lexicon or a word
processor.

In “Explaining dynamic morphological patterns in acquisition using Network
Analysis”, Elitzur Dattner, Orit Ashkenazi, Dorit Ravid and Ronit Levie offer a net-
work analysis of the development of morphological patterns across stages of acqui-
sition of the Hebrew verb system in different contexts. In Hebrew, a verb token is a
triple link between a root (a semantic concept), a binyan (a schematic event structure),
and a temporal pattern (a specific reference to time and/or modality). Bipartite net-
works consisting of dyadic non-inflected combinations of a root consonantal skele-
ton (e.g. k-t-b ‘write’) and a bynian-specific temporal pattern (e.g. Qal.present kotev
‘writes/writing’, Qal.past katav ‘wrote’), are built based on corpus evidence sam-
pled from different conversational settings and text sources. Unlike artificial neural
networks, which are typically intended to model lexical processing/learning, dyadic
morphological networks of this kind are used to model the emergence of the Hebrew
verb system’s structure across different ages, types of interaction (e.g. parent-child or
child-child) and communication modes (oral vs. written language).

This is done by counting the number of nodes (both roots and patterns) in the net-
work and their level of connectivity (or degree centrality), measured as the number
of links that a node has with other nodes in the network. Accordingly, a morpholog-
ical network with highly-connected nodes that are not interconnected will result in
a repetitive lexicon, where roots tend to be associated with one pattern only. Con-
versely, a morphological network with a high number of interconnected important
nodes makes the final state of a speech event less predictable, increasing the en-
tropy and the productivity of the system. The paper shows that these changes char-
acterise the developmental path of the morphological system of the Hebrew verb
lexicon through time. Acquiring new forms is in fact necessary for (young) speakers
to communicate in an ever changing social environment, as confirmed by evidence
that language acquisition processes in young children are sensitive to the specific
structure of the (language) environment they are exposed to. This is an important in-
sight offered by Dattner and colleagues’ paper, showing the limits of approaches to
language learning that focus on the internal structure of a child’s existing vocabulary
only. The parental language input as well as the variety of sensory stimuli coming
from their environment play a fundamental role in shaping the structure of a child’s
lexicon.

4 Future prospects

Many open challenges and outstanding issues remain to be addressed. Here, we limit
ourselves to mentioning two of them only. It has recently been argued (Jamieson et
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al., 2022) that humans store individual experiences in episodic memory, and that ab-
stractions such as conceptual categories and word meanings emerge solely during
retrieval, e.g. as a by-product of the competitive activation of multiple lexical nodes.
This view has also been forcefully advocated for language learning by Ambridge
(2020), whose recent manifesto is a programmatic vindication of exemplar-based ma-
chine learning algorithms, which are argued to be consistent with empirical findings
from the deep learning and neuroimaging literature. Network models, while being
in principle compatible with the same evidence, do not subscribe to a radical exem-
plar view. Nonetheless, such a rekindling of interest in exemplar-based models as a
domain-general framework for cognitive psychology looks like a promising arena for
progress in this area.

This brings us to our second and final point. All present papers focus on one level
of morphological analysis only. A real lexicon is expected to contain hundreds of
thousands of nodes that are mutually related in myriad ways, at multiple levels of
linguistic analysis. In this connection, the issue of scale is thus important not only
for developing practical applications, but also to understand how principles of net-
work structure address issues of optimally efficient lexical self-organisation, whereby
lexical nodes can be accessed rapidly for effective communication to occur in real
time. We look forward to seeing multilevel scale issues be addressed from such an
integrative network perspective. The rationale for this convergence was presciently
epitomised, back in the early 80s, by David Marr’s (1982) hierarchy of levels of un-
derstanding of a complex processing system:

1. the computational level answers the “semantic” question of what a system does,
by providing a precise characterisation of what types of functions and operations
are to be computed for a specific cognitive process to occur;

2. the algorithmic level answers the “syntactic” question of how a system does what
it does, by specifying how computation takes place in terms of detailed algorithmic
steps and programming instructions;

3. the implementation level finally states how representations and processes are ac-
tually realised at the physical level, e.g. as electronic circuits or as patterns of
neurobiological connectivity.

Recent advances in computational and neurocognitive approaches to language sci-
ences have provided the level of material continuity between linguistic functions
(level 1), algorithmic operations (level 2) and neuro-functional correlates (level 3)
that is a necessary pre-condition to successful integration of language sciences along
Marr’s hierarchy (Alvargonzález, 2011). Interdisciplinary progress in this direction
is well underway, and is likely to lead to a different understanding of traditional lin-
guistic issues. This will probably require an effort to depart from the hypothesis of a
direct correspondence (Clahsen, 2006) between modular components of the language
architecture (lexicon vs. rules), processing correlates (memory vs. computation) and
their neuro-anatomical localisation (prefrontal vs. temporo-parietal perisylvian areas
of the left hemisphere). In the end, it may turn out that some ontological units of
linguistic theory (e.g. stems, words or phrases) cannot be readily matched to the fun-
damental processing nodes that are central to a neural network architecture. Even a
cognitive pillar such as the mental lexicon may call for a radical reappraisal (Elman,
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2009). We concur with Poeppel and Embick (2005) that one promising solution to the
lack of correspondence between Marr’s levels may require shifting our focus away
from language-specific units and representations to primitive functional and biologi-
cal processes (e.g., storage, co-activation, competition, prediction and retrieval), with
a view to investigating the role these processes play in both language and cognition
across the mind and brain. In the end, one can argue that it is precisely the complex
overlapping of these dynamic processes that is responsible for sophisticated effects
on language processing. Simple processing/learning principles, operating across dif-
ferent time scales, can eventually yield complex outcomes.
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