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Abstract. Artificial Intelligence is revolutionising our communication practices and the ways in which we

interact with each other. This revolution does not only impact how we communicate, but it affects the

nature of the partners with whom we communicate. Online discussion platforms now allow humans to

communicate with artificial agents in the form of socialbots. Such agents have the potential to moderate

online discussions and even manipulate and alter public opinions. In this paper, we propose to study

this phenomenon using a constructed large-scale agent platform. At the heart of the platform lies an

artificial agent that can moderate online discussions using argumentative messages. We investigate the

influence of the agent on the evolution of an online debate involving human participants. The agent will

dynamically react to their messages by moderating, supporting, or attacking their stances. We conducted

two experiments to evaluate the platform while looking at the effects of the conversational agent. The first

experiment is a large-scale discussion with 1076 citizens from Afghanistan discussing urban policy-making

in the city of Kabul. The goal of the experiment was to increase the citizen involvement in implementing

Sustainable Development Goals. The second experiment is a small-scale debate between a group of 16

students about globalisation and taxation in Myanmar. In the first experiment, we found that the agent

improved the responsiveness of the participants and increased the number of identified ideas and issues.

In the second experiment, we found that the agent polarised the debate by reinforcing the initial stances of

the participant.

Keywords: Artificial intelligence, conversational agents, natural language processing, online discussion,

computational social science

1. Introduction
The field of Artificial Intelligence (AI) is grad-

ually changing the ways in which humans in-

teract with each other. Most importantly, it

is changing the nature of the partners with

whom we communicate. It is currently pos-

sible to communicate with artificial agents in

the forms of virtual assistants, socialbots, or

chatbots.

With the increasing sophistication of Natu-

ral Language Generation (NLG) techniques, it

is not inconceivable for humans to forget that

they are actually interacting with a machine,

in what is known as the “pretended intimacy”

(Weizenbaum 1966). While it is believed that it

will take many years until we start seeing the

widespread use of such chatbots, their devel-

opment raises important ethical questions like

their deliberative nature, moral accountability,

and the extent of their polarising capabilities.

Such issues need to be addressed at this early

stage, and the design choices made by the de-

velopers of such agents need to be carefully

scrutinised.

Recent studies have shown that online plat-

forms are vulnerable to deceptive automated

activities. For instance, Stella et al. (2018)

showed that socialbots deliberately targeted

central election hubs with inflammatory con-

tent during the 2017 Catalan independence

referendum. Similarly, Ferrara (2017) inves-

tigates the disinformation campaign that has
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been coordinated by means of socialbots dis-

guising themselves as legitimate human users

during the 2017 French presidential election.

Shao et al. (2018) analysed 14 million messages

spreading 400 thousand articles on Twitter and

found evidence that socialbots played a dis-

proportionate role in spreading articles from

low-credibility sources. In an attempt to char-

acterise such bots and their impact on social

media, Varol et al. (2017) presented a frame-

work for the detection of socialbots on Twitter.

In this light, we propose to investigate how

an elaborate conversational agent could gradu-

ally influence the evolution of an online debate.

We particularly look at the persuasive conse-

quences associated with an agent that uses ar-

gumentative cues to influence the opinions of

human debaters. The debaters start by tak-

ing a stance on a predefined theme and then

try to elaborate and defend their positions by

posting their ideas and arguments on an on-

line forum. The agent will adaptively reply to

their messages by mediating the discussion or

by supporting or attacking the users that agree

(or disagree) with the main stance. This work

has two main contributions.

1. A platform centred around an intelligent

conversational agent that uses Natural

Language Processing, Natural Language

Generation, and argumentative reason-

ing to interact with humans in online dis-

cussions.

2. A study on the effect of polarised and

non-polarised conversational agents in

online discussions between human par-

ticipants.

The results suggest that the agent could in-

crease the responsiveness of the participants

and their ability to identify ideas and issues.

Second, when the debaters have prior knowl-

edge of the issue, their stances do not change

under the effect of a bipolarised agent.

The paper is structured as follows. In sec-

tion 2, we cover the literature relative to con-

versational agents and their effects in online

discussions. In section 3, we employ a method-

ology based on an artificial agent and a social

experiment. In section 4, we present the re-

sults of the experiment. Finally, we summarise

our major findings and provide future research

directions.

2. Related Work
Discussion platforms are considered as the

next-generation democratic platforms for cit-

izen deliberation. Such platforms could inte-

grate ideas, opinions, and could lead to en-

hanced consensuses (Malone 2018, Malone and

Klein 2007). For instance, the Collagree plat-

form was employed for opinion gathering and

city planning in Japan (Ito et al. 2019 2014

2015). The CoLab platform was used to har-

nesses the collective intelligence of thousands

of people worldwide to address global climate

change (Malone and Klein 2007). The Deliber-

atorium is another platform where people sub-

mit ideas by following an argumentation map

that frames the ideas within a given discussion

structure (Iandoli et al. 2007).

Such platforms are also being used to em-

power citizens and help implementing sustain-

able goals (Savaget et al. 2019). For instance,

the D-Agree platform was employed to col-

lect opinions and the implementation of Sus-

tainable Development Goals in Afghanistan

(Haqbeen et al. 2020a). Another work has re-

cently used the same platform to fight COVID-

19 by collecting and analysing vast amounts

of social data to increase public awareness and

for public health policy-making (Haqbeen et al.

2020b).

In practice, sophisticated discussion plat-

forms combine algorithmic methods and ma-

chine learning techniques to harness the intel-

ligence of the crowd. In our work, we par-

ticularly focus on the use of artificial intelli-

gent agents for their ability to adapts to human

behaviour and to the problems at hand. In
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this case, a conversational agent is defined as

a computer program that is designed to inter-

act with users using natural language in ways

that mimic human conversation. Most of the

existing chatbots utilise algorithms to gener-

ate adequate responses. The earlier versions

of conversational agents merely created an il-

lusion of intelligence by employing much sim-

pler pattern matching and rule-based models

in their interaction with users. However, with

the emergence of new technologies, more in-

telligent systems have emerged with learning

methodologies and knowledge-based models.

Conversational agents are generally classified

into categories based on the knowledge do-

main, the mode of interaction, and the design

aspects. Overall, we distinguish task oriented

agents and non-task oriented agents (Chen

et al. 2017, Yan et al. 2017). Task-oriented

agents are designed for a particular task and

are set up to have short conversations, usu-

ally within a closed domain such as online

shopping, customer support, or medical ex-

pertise. When the task is not specific, a non-

task oriented agent can simulate a conversa-

tion with a person for entertainment purposes

in open domains (Hussain et al. 2019). Many

approaches could be employed when building

task-oriented conversational agents. Such ap-

proaches generally use predefined rules, infor-

mation retrieval, or generative models. Each of

these approaches could rely on multiple tech-

niques such as parsing (Weizenbaum 1966),

pattern matching (Wallace 2009), ontologies

(Al-Zubaide and Issa 2011), and more recently

using Artificial Neural Networks (Nuez Ez-

querra 2018, Csaky 2019). The approach we are

adopting here is a combination of rule-based

and generative methodologies. Most impor-

tantly, the generated utterances must be con-

strained by the argumentative nature of the

discussion discourse.

Conversational agents are expected to make

judgments when interacting with humans or

with other artificial agents. Any knowledge

that is required for such decisions may be

missing, incoherent or conflicting. Formal

argumentation is a viable approach for han-

dling conflicting opinions and beliefs. It is the

process by which arguments are constructed,

compared, and evaluated in order to establish

whether any of them are justifiable. Argumen-

tation is inherent to human reasoning and to

our native ability to decide collectively about

a problem. It is therefore important to con-

ceive of an autonomous conversational agent

that can exploit argumentation theories in or-

der to reason about complex problems. Ar-

gumentation has been applied in various do-

mains and its applications range from deci-

sion making to negotiation (Dung 1995, Fox

and Parsons 1997, Amgoud and Parsons 2000).

In general, an argumentation process consists

in the construction of the arguments, the def-

inition of the interactions between the argu-

ments, the evaluation of each argument, the

selection of the acceptable arguments, and the

conclusion. An interesting type of interaction

between arguments is the case where an argu-

ment can defeat or support another argument.

These two independent types of information

suggest a notion of bipolarity illustrated by the

defeat or support relations. Bipolarity has been

widely studied in different domains such as

knowledge and preference representation, and

of course in argumentation frameworks (Cay-

rol and Lagasquie-Schiex 2005, Amgoud et al.

2008). Herein, we use bipolar arguments in

a controllable fashion since they represent the

main components encountered in normal dis-

cussions and in debates. Using these two rela-

tionships, our conversational agent will engage

in discussions with humans. Part of our goals

is to look at the polarisation effect of these two

relationships on discussions.

Several studies have investigated the ef-

fect of artificial agents on social media plat-

forms. The work of Ozer et al. (2019) focuses
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for instance on the polarising effects of bot

activities on a political social media network.

By studying the retweet network of 3.7 mil-

lion users during the tragic Stoneman Douglas

High School shooting event, the authors found

that bot accounts heavily contributed to on-

line polarisation. Bots lead to statistically sig-

nificant increased polarisation on 65% of the

most popular debate related hashtags. In an-

other study by Bail et al. (2018), the authors

surveyed a large sample of democrats and re-

publicans who visit Twitter at least three times

each week about a range of social policy is-

sues. They found that the republicans who

followed a liberal Twitter bot became substan-

tially more conservative while democrats ex-

hibited slight increases in liberal attitudes af-

ter following a conservative Twitter bot. The

results suggest a phenomenon known as the

"echo chambers" (Sunstein 2001) whereby so-

cial media sites contribute to political polari-

sation by creating “echo chambers” that insu-

late people from opposing views about current

events. The current work suggests a similar

phenomenon where instead of being isolated

in chambers, the positions of the debaters are

reinforced by an agent that creates a bipolari-

sation of the discussion through means of ar-

gumentative attacks or supports.

3. Methodology
3.1 Social Experimentation Using AI
Our general methodology is to conduct a dis-

cussion between human participants and then

introduce a conversational agent. We will

distinguish two types of discussions: a non-

polarised discussion where the agent is en-

couraging the participants to provide ideas

and raise issues; and a polarised discussion

with an agent that is actively supporting some

participants while attacking others. The gen-

eral methodology combines humans and arti-

ficial agents to identify generalisable mecha-

nisms that might give rise to emergent proper-

ties of hybrid social systems (Keuschnigg et al.

2018). The methodology benefits from compu-

tational tools such as agent-based simulations,

machine learning, and large-scale web experi-

mentation.

3.1.1 Non-polarised Discussions
There were two objectives behind the first so-

cial experiment. First, the Kabul municipal-

ity wanted to promote public engagement by

collecting insights from the citizens for city-

related Sustainable Development Goals. Sec-

ond, we wanted to verify the effect of our

conversational agent in non-polarised discus-

sions by conducting a large-scale social ex-

periment. The call for participation has been

posted by Kabul municipality official Facebook

and home pages, and the municipal govern-

ment asked Kabul residents to register for the

social experiment. We received 1076 regis-

trants, in which 76 were female. The exper-

iment was conducted from January 20th to

March 18th divided to two equal phases. The

discussion themes were the following.

1. How Sustainable Development Goals

should be adopted effectively in Kabul

city?

2. How to promote citizens’ participation

and civic engagement in Kabul city?

The first phase was conducted without the

artificial agent and the second phase used the

artificial agent. We chose not to activate the

agent in the first phase to kick start the discus-

sion by the human participants alone and to

allow the agent to learn from the mined data.

3.1.2 Polarised Discussions
The second experiment was conducted with

16 Computer Science graduate students over

a period of two days. The participants

were divided uniformly based on their gen-

der and were assigned anonymous nicknames.

The participants discussed the two following

themes.

1. Do you agree with the recent governmen-
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Figure 1 Architecture of the Conversational Agent and the Online Discussion Platform

tal taxation as a way to improve educa-

tion in Myanmar?

2. Should we promote globalisation in

Myanmar?

Each theme of the experiment was allo-

cated a whole day with an intermediary pe-

riod for resting. The two themes are selected

from a list of candidate themes decided before-

hand through a face to face brainstorming that

involved all of the participants. This is per-

formed in order to create a polarisation similar

to the democrat/republication split in Bail et al.

(2018). Before and after the online discussion,

the participants are surveyed for their agree-

ment or disagreement on the stance of each

theme. The users will engage in argumenta-

tive discussions to address the issues by pro-

viding supportive or oppositional arguments,

proposing ideas and positions, or by raising

new issues. After conducting the experiment,

we measured the level of polarisation of the

participants by looking at their stances as well

as the ratios of their posted argumentative mes-

sages. The 16 participants are divided into two

groups: group M with 11 participants with a

prior knowledge on the issues, and group J

with 5 participants with no knowledge on the

issues. The conversational agent will be biased

towards group M and unbiased towards group

J. In other words, the agent will either attack

or support the participants of group M while

remaining in a neutral mode with the partic-

ipants of group J. The neutral behaviour con-

sists in replying to the participants with non

argumentative statements such as mediation

and facilitation messages.

3.2 The Discussion Platform
The agent platform is composed of a number of

modules that interact within the architecture

of Figure 1. The architecture is composed of

two parts. The bottom part of the figure hosts

the agent modules. The top part contains the

front-end that interacts with the users through

the discussion website or any other messaging

service.

The overall agent platform is composed of

four agent modules: a conversational agent, a

proactive agent, a Natural Language Process-
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Table 1 Features of the Sentences Generated by the Conversational Agent

Tag Description
Text Generated sentence that will be posted to the discussion.

Meaning Semantics behind the sentence. Useful for the analysis of the discussion.

Source, Target Types of the IBIS elements that characterise the sentence and its parent post.

Source and target take values in {None, Any, Issue, Idea, Cons, Pros}

Sentiment Sentiment of the sentence.

Neutral: "We begin our discussion now."

Examples Positive: "Thank you for your valuable contribution"

Negative: "I sense some weaknesses to this idea."

Category

start_declare Declarative sentence at the beginning of a discussion.

Example: "Today’s discussion theme is about climate change."

end_declare Concluding sentence.

Example: "Thank you all for attending today’s debate

We hope we will see you soon in another discussion".

req_child Sentences set using "target" given "source".

Issue-Idea: Sentence contains an idea related to a parent issue.

Examples Idea-Cons: Sentence contains a cons related to a parent idea.

Any-Idea: Sentence contains an idea posted after any message.

req_thread Used to solicit or probe for new opinions.

ing (NLP) engine, and an argumentation en-

gine.

3.2.1 Conversational Agent
The conversational agent interacts directly

with the users throughout the website, mes-

saging applications, or external services. This

module generates replies based on a set of rules

that dynamically combine dialogue utterances

depending on the expected behaviour of the

agent: mediating, attacking or supporting the

posts. A basic dialogue between two humans

has a particular structure that usually starts

with greetings and declarative sentences, and

then dives into the topic of discussion before

ending it with concluding sentences. The sim-

ilar structure is followed by the agent when

interacting with the participants. The utter-

ances of the agent are categorised depending

on their position in the discussion and whether

they contain IBIS elements or not. Table 1 il-

lustrates the types of sentences that the agent

generates in a discussion.

3.2.2 Proactive Agent
The proactive agent performs goal-driven ac-

tions according to predefined plans and poli-

cies that set the behaviour of the agent and

guide the discussion towards desired out-

comes. There are three main types of policies

adopted by the proactive agent.

1. Consensus policy. This policy charac-

terises discussions that start from a par-

ticular topic, moves to a discussion , and

ends with a deliberation. If the discus-

sion is set as a consensus, the proactive

agent will provide utterances with types

that evolve over time according to the

temporal sequence: starting utterances,

discussion mediation utterances, and de-

liberation utterances. Table 1 illustrates

these types in the categories of the sen-

tences that the agent could generate.

2. Brainstorming policy. This policy char-

acterises a discussion that does not have a

specific target or conclusion but seeks an

active participation that is often quantifi-

able by the size of the produced textual

content. The proactive agent in this case

will probe the participants for more ideas

and comments. For instance, a probing

message could take the form of "Thank

you for the idea. Could you elaborate
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(a) The Issue-based Information System (IBIS) (b) An Abstract Argumentative Graph

Figure 2 Discussion and Argumentation Models

more on the drawbacks of your sugges-

tion?".

3. Voting policy. This policy characterises

discussions in which the participants are

allowed to rank their contributions by lik-

ing the posts. This policy sets the agent

behaviour as a function of the votes that

the posts receive. For instance, a post that

gets fewer votes (Likes) will receive com-

ments from the agent as to incentivise the

participants into scrutinising the post.

In our experiments, the agent will adopt a

consensus policy since we are interested in spe-

cific topics of discussion, in an argumentative

setting.

3.2.3 Natural Language Processing Engine
This module extracts the arguments from the

discussion for classification, clustering, sum-

marisation, and sentiment analysis. The ex-

traction of the arguments is done by classify-

ing the different nodes into issues (or ques-

tions), positions (or ideas), and arguments

(pros and cons) according to the issue-based in-

formation system (IBIS) (Kunz and Rittel 1970).

The IBIS system, illustrated in Figure 2a, is

an argumentation-based model that is suitable

for wicked or ill-defined problems that involve

multiple stakeholders (Kolko 2012). Here, we

rely on the IBIS model due to the argumenta-

tive nature of the discussions.

In practice, extracting the nodes form a

discussion thread requires us to represent it

in terms of natural language sequences com-

posed of words. To this end, we use a partic-

ular type of Recurrent Neural Network (RNN)

called Bidirectional Long Short-Term Memory

(Bi-LSTM), which is often used to classify time

series (Graves and Schmidhuber 2005). The in-

put is the embedding of each word using fast-

Text (Bojanowski et al. 2017) and the output is

a normalised probability. We then consider a

sentence as the type of the node that acquires

the highest probability amongst four possible

labels (issues, ideas, pros, and cons.) More

details on the algorithmic and implementation

details are found in Suzuki et al. (2019)

3.2.4 Argumentation Engine
This module performs reasoning and infer-

ences on the constructed arguments. That is,

the engine transforms the IBIS representation

into an argumentation graph (Dung 1995) and

reasons about its elements. In practice, the en-

gine needs to decide whether subsets of the

arguments are valid or not according to prede-

fined semantics (Baroni and Giacomin 2007).

The optimal arguments will later be used by

the agent to construct new arguments or to

query the debaters for new ones.

Reasoning about the arguments requires an

adequate representation of the discussion con-

tent. In this case, we need to transform the

IBIS representation into a bipolar argumenta-

tion framework (Cayrol and Lagasquie-Schiex

2005). For instance, the IBIS graph of Figure 2a
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will be mapped to an abstract argumentative

graph similar to the graph of Figure 2b. For-

mally, a bipolar argumentation graph is a triple

G � A,R− ,R+ consisting of a finite set of argu-

ments A and two binary relations R− and R+

on A representing the attacks and supports.

Any framework G could be represented as a

directed graph called argument graph with

nodes A and two types of edges R− and R+.

Figure 2b illustrates an example of argument

graph with three arguments and two attack re-

lations (Dung 1995).

Once the argumentative graph is obtained,

the argumentation engine will before a number

of operations in order to find the optimal argu-

ments. Following Figure 1, the process starts

from the debaters joining an online discussion

workspace and engaging in a discussion. The

debate starts from one general issue or ques-

tion that needs to be elaborated by the users.

The agent will then operate on the content ac-

cording to the following algorithm.

1. Collect and restructure the discussion

content as a tree.

2. Classify the nodes of the tree based on

their IBIS types: issues, positions, pros,

or cons. This step uses the output of the

NLP Engine.

3. Construct or update the IBIS tree repre-

sentation of the content.

4. Construct or update the argument graph

from the IBIS tree.

5. Set the desired argumentation semantics.

6. Infer the target arguments based on pre-

defined semantics: neutral mediation, at-

tack, or support.

7. Apply Natural Language Generation

(NLG) to the the obtained argument(s).

8. Post the generated messages to the dis-

cussion at a particular argument point.

9. Go to step 1 and repeat.

In step 5, the agent needs to use specific

semantics in order to decide whether some ar-

guments are valid or not in the general course

of the discussion. The most relevant seman-

tics we managed to adopt are the admissibility

(Nofal et al. 2019), completeness (Bistarelli et al.

2017), and preferred extension (Nofal. et al.

2019). The rules of reply generation are de-

fined as to incentivise the debated to provide

either supportive or attacking arguments to an

existing argumentation graph. For instance,

the agent could prompt debater 1 to provide

an argument a1 to support debater 2’s argu-

ment a2, or request debater 3 to attack the ar-

gument a2 with argument a3. This process,

if performed consistently, could increase the

completeness of the subsets of the arguments.

This will steer the debate by shifting the focus

on important issues and strengthening weak

argumentative spots. One could imagine an

ideal debate to be represented by a quasi com-

plete argument graph, with all arguments be-

ing supported in an iterative process involving

the conversational agent and the human de-

baters.

4. Experimental Setting
In the first experiment the agent plays the role

of a moderator with supporting messages. In

the second experiment, the agent will attack or

support users based on one predefined rule: if

the agent encounters a message provided by a

participant that agrees with the main stance

of the discussion, then the agent will reply

with a positive message. If the participant dis-

agrees with the stance, then the agent will re-

ply with an attacking message. For example,

a supporting message to an issue would look

like "{issue} is a good perspective. Who else

shares {name} perspective?". An example of

an attacking message would look like "{name},

could you provide something more construc-

tive?". Here, the variable {name} is the name of

the author of the post, and {issue} is the issue

extracted from the message. Other elements

such as the pros or cons are also mined from

the participants’ messages and are exploited in
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(a) The main interface of the discussion for the Kabul
experiment

(b) Excerpt from the Myanmar debate1

1The conversational agent "dog" is not disclosed to the

participants. Here, the agent is supporting the participant

"reindeer"

Figure 3 Main Interface of the Discussion Website

the same way.

4.1 The Discussion Platform
The agent platform was deployed on Amazon’s

EC2 infrastructure with each module being al-

located to a separate EC2 instance (Amazon

2020). The web interface of the system is shown

in Figure 3a. The different components of the

interface are described as follows:

1. Discussion phase that includes the dis-

cussion thread area.

2. Discussion topic posted by the Kabul city

administrator.

3. Human-based facilitated message.

4. Message of the agent.

5. Ranking that includes user performances

such as the number of posted items and

the activity-based points.
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6. Summary of agent activities such as IBIS

classification, analysis, and visualisation.

7. Post form used to post discussion topic.

8. Reply function used by users to post

opinions.

9. Search is used to refer someone to cur-

rent and past discussion contents using

keywords.

10. Menu bar that includes account setting

and logout button.

11. Discussion theme and media. A user

can see the total number of discussants,

posted items, discussion time informa-

tion, and live discussion videos if there

is any.

12. Ranking of the posted topics.

13. Discussion points earned through partic-

ipation.

The interactiveness between the partici-

pants and the agent was controlled with two

parameters: a period of 1 minute specific to

Amazon CloudWatch (Wittig et al. 2016), and

a threshold of 4 people. This threshold sets

the number of messages that the agent should

count before taking part in the discussion. For

instance, in the excerpt of the discussion in Fig-

ure 3b, the agent dog waited for 4 messages

from participants edamame and reindeer be-

fore posting his message. Note that the agent

identity was not disclosed to the participants

up until the end of the experiment.

4.2 The Discussion Data
The content of the discussion is extracted from

the platform and lightly processed. The thread

of the discussion, the posts, as well as the IBIS

label will have to be extracted from the web-

site and from the classification component. In

practice, a discussion thread is split into sen-

tences while preserving the hierarchical links

between its constituents (posts) as well as the

argumentative types of the underlying sen-

tences. The resulting dataset is described in

Table 2.

An entry in the dataset is a sentence "Sen-

tence" that is extracted from a post "Post", iden-

tified by "Sentence ID", authored by "User ID",

and labelled by "Label".

5. Results
The results of the first experiment are shown

in Figure 4a. In the first phase of the dis-

cussion, the number of issues and cons were

higher than when the agent is introduced. Fur-

thermore, the number of ideas and pros in-

creased after the introduction of the conversa-

tional agent. Additionally, the average respon-

siveness time in Figure 4b corresponds to the

average waiting time of the same day. If at day

d there were n messages posted by the par-

ticipants and if message i was posted at time

ti then the average responsiveness rd of day d
is computed as rd �

1
n−1

∑n−1
i�1 (ti+1 − ti). For

instance, the peak of the sixth day refers to a

day during which the participants’ interactions

were scattered in the absence of the agent.

The results of the second experiment are

shown in Figure 5. For theme 1, only one par-

ticipant (seahorse) from group M has switched

its position from disagreement to agreement.

On the other hand, two participants (grape

and kiwi) from group J have switched opinions

from agreement to disagreement. For theme 2,

the participants of group M did not change

their opinion while one participant (hippo)

from group J switched from disagreement to

agreement. In total, 9% of group M and 40%

of group J changed their opinions for theme 1.

For theme 2, no one from group M had changed

his opinion while 20% of group J changed their

opinion.

6. Discussion and Conclusion
First, the evolution of IBIS counts in figure 4a

suggests that the discussion without the agent

is centred around raising issues, and that once

the agent is introduced, the discussion will

evolve as to find solutions and ideas to the

themes. This evolution could be a precon-

dition on how discussions evolve towards a
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(a) Number of ideas, issues, and arguments coming from the
participants

(b) Daily average responsiveness time of the participants
before and after the introduction of the agent

Figure 4 (a) Count of the argumentative elements and (b) Superposed responsiveness of the participants with and
without the agent. For instance, day 2 corresponds to January 21st in the first phase of the experiment
(without the agent) and to February 18th in the second phase of the experiment (with agent)

Table 2 Data Mined from the Discussion

Element Description
Post Original post that contains the sentence

Sentence Subset of "Post"

Sentence ID Integer identifying the sentence within the thread

User ID Integer identifying the user that posted "Post"

Root ID Identifier of the parent post

Label IBIS label of the sentence: issue, idea, pros, or cons

Label ID Unique identifier of "Label" within the thread.

Memo For general remarks and extended usages
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(a) Theme 1: “Do you agree with the recent government
taxation as a way to improve education in Myanmar?”

(b) Theme 2: "Should we promote globalisation in Myanmar?"

Figure 5 Distribution of the Issues, Ideas and Arguments for the Two Discussion Themes in the Myanmar Exper-
iment

general consensus with the predomination of

ideas and cons, or towards a divergent delib-

eration with the predomination of issues and

cons. Second, the responsiveness rate of figure

4b suggests that the agent increased the re-

activeness of the participants to the messages.

Here, the total responsiveness time without the

agent was 2017 seconds and 381 with the agent.

For the second experiment, the debaters

have priori knowledge of the theme (Group M

in Figure 5), their stances do not change dras-

tically under the effect of the biased agent and

are even reinforced. On the other hand, de-

baters with no knowledge of the subject mat-

ter (Group J) did change their stances more

frequently, despite receiving neutral messages

from the agent. We suggest that the “echo

chambers” effect mentioned in section 2 could

be reproduced using radicalised or bipolar bi-

ased agents. Notwithstanding the important

limitations of our study, the results are similar

to Bail et al. (2018) and the use of Twitter chat-

bots, suggesting that strongly biased agents re-

inforce existing beliefs and cause a bipolarisa-

tion of the debate especially when the users

have priorly established views on the subject.

To conclude, the conversational agent had

an effect on the argumentative nature of the

discussion as well as the interactions between

the participants. The persuasive effect modu-
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lated the distributions of the IBIS elements in

the first example by reducing the issues and

cons while increasing ideas and pros. In the

second example, the persuasive effect was vis-

ible in reinforcing the views of debaters that

already had strong prior stances while making

the debaters with no knowledge change their

stances. Additionally, we found that the agent

has the ability to increase participation by find-

ing more ideas and issues.

Our next direction is to apply our polarisa-

tion mechanism based on the gender and the

socio-cultural context of the discussion. This

would allow us to establish and evaluate medi-

ation rules that would empower female partic-

ipants in group discussions in ways that har-

ness the effectiveness of the whole group in

solving wicked problems in developing coun-

tries. This form of collective intelligence would

rely on Artificial Intelligence as well as cooper-

ative effect linked to the number of women in

a group (Woolley et al. 2010).
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