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Abstract
Deep learning–based segmentation models usually require substantial data, and the model usually suffers from poor 
generalization due to the lack of training data and inefficient network structure. We proposed to combine the deform-
able model and medical transformer neural network on the image segmentation task to alleviate the aforementioned 
problems. The proposed method first employs a statistical shape model to generate simulated contours of the target 
object, and then the thin plate spline is applied to create a realistic texture. Finally, a medical transformer network 
was constructed to segment three types of medical images, including prostate MR image, heart US image, and tongue 
color images. The segmentation accuracy of the three tasks achieved 89.97%, 91.90%, and 94.25%, respectively. The 
experimental results show that the proposed method improves medical image segmentation performance.
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1 Introduction

Imaging techniques have become essential for disease 
diagnosis, surgical planning, and prognostic evaluation 
in medical institutions [1]. Precisely segmenting the 
regions of interest (ROI) in these images can assist doc-
tors in making a correct diagnosis of the disease. In clini-
cal decision-making, image segmentation technology can 
provide a reliable basis for computer-aided diagnosis and 
treatment [2]. It is also critical for quantitative analysis 
[3] and surgical navigation [4]. Hence, image segmenta-
tion has important theoretical significance and clinical 
value.

Deep learning-based automatic segmentation algorithms 
have made significant progress [5]. Many deep learning 
methods have been successfully applied in cell segmentation 

[6], lung segmentation [7], prostate segmentation [8], brain 
structure segmentation [9], and fetal segmentation [10]. 
Training a robust segmentation model requires a large 
quantity of labeled data. However, physical professionals 
obtain the labeled data manually, which is time-consuming 
and laborious. Thus, the available annotated training data 
is limited. Moreover, the deep features of medical images 
are challenging to excavate. Therefore, many typical deep 
learning models do not perform well in medical image seg-
mentation tasks. In addition, different structures and tun-
ing strategies are usually required for various segmentation 
tasks to achieve the best for the respective tasks. Recently, 
lots of methods have been proposed to overcome the above 
difficulties, which can be roughly divided into the following 
categories:

The first category is to augment the training data. The 
most typical technology is rigid transformation, includ-
ing rotation, translation, scaling, and tangent. Patch sam-
pling [11] is also an effective data augmentation method. 
For example, Bertram et al. [12] used a content-sensitive 
sampling strategy for patchwise training. The emergence 
of Generative Adversarial Nets (GAN) provides a new 
idea for image augmentation. Huang [13] and Chong et al. 
[14] used GAN to synthesize brain images, improving 
subsequent image post-processing performance. Frid-
Adar et al. [15] utilized GAN to generate some simulated 
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images and improved the performance of CNN for liver 
lesion classification. However, most of these image data 
augmentation methods ignore the inherent properties of 
the image, and GAN tends to cause mode collapse.

The second category is to adopt the transfer learning 
strategy. Transfer learning can apply additional data or an 
existing model to a relevant task. For example, Dou's work 
[16] applied a transfer learning method for cardiac CT image 
segmentation using a pre-trained model on MR images. 
Martin et al. [17] proposed a 2D to 3D transfer learning 
method, the initial weights of the 3D Res-Unet were trans-
ferred from the 2D VGG-16. Transfer learning can speed up 
the convergence of the model for the second task and even 
improve its performance.

The third type is to integrate information from different 
layers or extract the long-range dependencies. The most 
classical network is the U-net proposed by Ronneberger 
et al. [18], which combines the image’s low-level and 
high-level convolutional features. Thus, it can achieve 
medical image segmentation with less training data. 
Recently, many U-net variants have been proposed. Rep-
resentative networks include Attention U-net [19] for CT 
prostate segmentation, R2AU-net [20], U-Net +  + [21] and 
nn-Unet for multi-task segmentation of medical images. 
Some researchers try to change the convolution kernel's 
structure so that the image's multi-scale information can 
be utilized. For example, the Atrous convolution kernel 
[22] has a large receptive field, so each convolution output 
contains an extensive range of information. Wang et al. 
[23] proposed a method that addressed the gridding arti-
facts by smoothing the dilated convolution. Dai et al.[24]. 
used deformable convolution and deformable ROI pool-
ing to enhance the transformation modeling capability of 
CNNs. Recently, Image GPT [25] can be perceived as a 
significant breakthrough in image processing whose suc-
cess is mainly attributed to the self-attention mechanisms 
investigating the Transformer [26]. The Transformer can 
dig out the long-range dependencies. In the image seg-
mentation tasks, the Transformer also performed well, 
such as MedT [27], Axial-Deeplab [28], TransU-net [29]. 
However, taking non-local attention as an example, the 
computational load is large, especially when the feature 
map is large and the computational efficiency is very low.

Inspired by the fundamental mechanism of the Trans-
former, we combined the deformable model and medical 
transformer network for medical image segmentation. First, 
we established a statistical shape model from the contours 
of the target object in the real training images. Then, we 
used the model to generate simulated contours of the target 
object. Second, we applied the thin plate spline to create a 
realistic texture. Third, we introduced the axial-attention and 

built a medical transformer network to segment three types 
of medical images, including prostate MR images, heart US 
images, and tongue images.

The contributions of this paper can be summarized as 
follows:

a) We proposed an image augmentation strategy to allevi-
ate the problem of data scarcity in medical image pro-
cessing with deep neural networks.

b) The network effectively applied axial attention and the 
dual-scale training strategy to mining the long-range 
feature information.

c) We built the network and validated the model using 
three different types of data, including MRI images, 
ultrasound images, and color images.

The rest of this paper is organized as follows: Section 2 
describes the framework of the method in detail, includ-
ing image enhancement (Section 2.1), gated axial-attention 
mechanism (Section 2.2) and medical transformer (Sec-
tion 2.3). We evaluate our method on three different datasets 
in Section 3 and discuss the advantages as well as disad-
vantages of the model in Section 4. We conclude the whole 
paper in Section 5.

2  Methods

The proposed framework for medical image segmentation is 
shown in Fig. 1, containing the following steps.

a) Image preprocessing. We employ intensity normaliza-
tion and resample the original series to make the spatial 
resolution consistent in each direction.

b) Image data augmentation. This step generates some 
simulated images with the deformable model and the 
improved thin plate spline algorithm.

c) Train the medical transformer network through real 
training and simulated data.

d) Test the trained model, and obtain the final segment 
results.

2.1  Image data augmentation based 
on the deformable model

The image data strategy combines the statistical shape 
model (SSM) and thin plate spline to generate new train-
ing images. The statistical shape model is a commonly 
used statistical method for feature positioning. We first 
build a statistical shape model based on the contour shape 
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of the target organ in training data, which is then used to 
generate the simulated shape of the target organ. Given 
N sets of two-dimensional or three-dimensional training 
samples by their shapes {si}

N

i=1
 . The shape model can be 

represented by:

where � = {b1, b2,… , bk} is the shape parameters, including 
scale and rotation parameters. By changing the value of b, 
we can generate any simulated shapes from this model. Typi-
cally, the range of b should lie in a hyperrectangle � ≤ �

√
� 

with � ∈ [−1.5, 1.5] . The simulated shape generated by the 
algorithm is more in line with the distribution of the actual 
human organs.

Then, we generate the texture of each simulated shape 
from training data with the 2D thin plate spline algo-
rithm. The 2D thin plate spline function can be specified 
as follows:

The first part is an affine transformation representing 
the behavior of f (x, y) at infinity. The second part is the 
weighted sum of root function U(r) = r2log(r2) . According 
to the function f (x, y) , any points t = (x, y) in the simulated 
image can be transformed into the points t� = (x

�

, y
�

) in the 
real image, then insert gray values of point t′ in the real 
image into the point t in the simulated image.

We can augment the training data with realistic simulated 
images by combining shape generation and texture interpola-
tion methods.

(1)s = s0 + ��

(2)

f (x, y) =

(
a1x
a1y

)
+

(
a2x
a2y

)
x +

(
a3x
a3y

)
y +

n∑

i=1

(
wix

wiy

)
U(||pi − (x, y)||)

2.2  Gated axial‑attention

Due to the inherent inductive preference of convolutional 
structures, it lacks the ability to model remote dependencies in 
images. Transformer constructs use self-attention mechanisms to 
encode long-distance dependencies and learn highly expressive 
features. We add the transformer structure into the network to 
improve the ability of network feature expression and location.

We adopt an axial attention-based method to extend the 
existing structure. This additional positional bias in Query, 
Key, and Value captures remote interactions with precise 
positional information. For any given input feature x , the 
axial self-attention mechanism with relative position encod-
ing and width axis can be written as:

where, rq, rk, rv ∈ ℝ
W×W  are axial attentional models in 

the width direction. Formula (3) describes the axial atten-
tion applied along the tensor width axis. A similar for-
mula is also used to apply axial attention along the height 
axis. Axial attention can compute non-local contexts with 
good computational efficiency, encode positional biases 
into mechanisms, and encode remote interactions in input 
feature graphs. However, it is difficult to learn in experi-
ments with small-scale data sets that often occur in medi-
cal image segmentation, so it is not always accurate when 
encoding remote interactions. Adding relative positions to 
their respective keys, queries, and values can lead to perfor-
mance degradation if the relative positions learned are not 
encoded accurately enough. Therefore, we use an improved 

(3)yij =

W∑

�=1

softmax(qT
ij
kiw + qT

ij
r
q

iw
+ kT

iw
rk
iw
)(viw + rv

iw
)

Fig. 1  The framework of the proposed method
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axial block, shown in Figs. 2 and 3, which can control the 
effect of position deviation on non-local context encoding. 
With the proposed modification, the self-attention mecha-
nism applied to the width axis can be formally written as:

Formula (4) is very close to Formula (3) but adds the 
gating mechanism. GQ,GK ,GV1

,GV2
∈ ℝ are learnable 

parameters that together form the gating mechanism for 
controlling the effect of learning relative position encod-
ing on non-local context encoding. Generally, if a relative 
position code is accurately learned, the gating mechanism 
will assign a higher weight than those not.

2.3  Main structure of the medical transformer 
network

The structure of the encoder is shown in Fig. 3 below. 
Each decoder has typical convolution layers using a 1 × 1 
convolution kernel, a BN layer, Gated axial-attention lay-
ers, and BN layers. The decoder part has one convolution 
layer, one up-sampling layer, and one ReLU activation. 
Between each pair of encoder and decoder, there is a 
skip connection. In the expanded path, each decoder step 
includes an up-sampling operation of the feature map. 
After up-sampling, the number of feature channels will be 
reduced by half, then jump to the corresponding feature 
map in the contraction path. Then convolution operations 
are used with three convolution layers, all using BN and 
ReLU activation functions. It should be emphasized that 
an additional 1 × 1 convolution layer is connected after 
feature mapping in the training process.

(4)

yij =

W∑

�=1

softmax(qT
ij
kiw + GQq

T
ij
r
q

iw
+ GKk

T
iw
rk
iw
)(GV1

viw + GV2
rv
iw
)

Due to the small sample size of medical image data, it is 
difficult to train the transformer network for medical images 
effectively. We divide our network into two branches. In the 
first branch, 1 × 1 convolution is performed on the whole 
image, and then a two-layer encoder and a two-layer decoder 

Fig. 2  Main structure of the 
gated axial attention mechanism 
network

Fig. 3  The structure of encoders
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are used and skip connections are made. In the second 
branch, the original image is evenly divided into 16 small 
images using the multi-layer encoder and decoder method, 
and resampling is carried out. The feature is resampled and 
weighted with the feature image in the first branch, and the 
final segmented image is obtained after passing through a 
1 × 1 convolution layer. This strategy can improve the seg-
mentation performance of the network and pay attention to 
the global high-level information. At the same time, the local 
branch can pay attention to finer details so that the segmenta-
tion can be more accurate.

The model adopts the binary cross-entropy loss, and its 
specific definition is as follows:

where pi is the true label of the pixel, and p̂i is the predicted 
probability of the pixel for all N points.

3  Results

3.1  Datasets

We used the National Cancer Institute (NCI) Cancer Imag-
ing Program and the Prostate Magnetic Resonance Imag-
ing Public Data released by the International Society of 
Biomedical Imaging (ISBI). The data published by NCI-
ISBI contains 80 sets of 3D data fields, including 60 sets 
of training data sets, 10 sets of validation data sets and 10 
sets of test data sets. Half of the images are obtained by a 
magnetic resonance machine with a magnetic field strength 
of 1.5 T, and the other half are acquired by a magnetic 
resonance machine with a magnetic field strength of 3 T. 
Because one data set does not match the gold standard in 
the training data, the correct segmentation accuracy can-
not be obtained, so it is excluded from the experiment. We 
sliced the three-dimensional data in the transverse direc-
tion. Then we got 10,155 two-dimensional training images, 
1825 verification images, and 1830 test images.

The second dataset is echocardiography. The dataset 
contains 480 transverse images, and the image size is 
800 × 600. Two radiologists labeled the region of the left 
ventricular valve. The experiment randomly selected 360 
images as training sets and the remaining 120 as test sets.

The third dataset is the tongue image from the web 
(https:// github. com/ BioHit/ Tonge Image Datas et). These 
data were collected by the professional tongue diagnostic 
instrument. The public data contains 300 sets of tongue 
pictures with labels. To enhance the complexity of the 

(5)

Loss

(
P, P̂

)
= −

1

N

N∑

i=1

pi ∙ log
(
p̂i
)
+ (1 − pi)log(1 − p̂i)

data, we recruited 100 volunteers from Longhua Hospital 
Affiliated to Shanghai University of Traditional Chinese 
Medicine and collected their tongue images with a digi-
tal camera. Thus, we collected a total of 400 images. To 
verify the model's ability to handle noisy data, we added 
Gaussian noise ( � = 0, �2 = 0.02 ) to 20% of the images. 
Then, the data were randomly divided into 320 train-
ing and 80 test datasets. It's important to emphasize that 
observing the tongue is a unique part of Traditional Chi-
nese Medicine (TCM)[30]. Segmenting the tongue from 
the image can provide a solid foundation for subsequent 
quantitative analysis.

3.2  Metric

To verify the performance of the proposed network, we use 
Dice’s similarity coefficient (DSC) to measure the segmenta-
tion algorithm, which is defined explicitly as Formula (6), 
(7) and (8), where X and Y represent the algorithm segmen-
tation result and the gold standard, respectively.

We choose to segment three medical images to demon-
strate the effectiveness of our method, including prostate 
MR image, heart US image, and tongue images. We aug-
ment the training set by 30% for each task with our proposed 
algorithm.

3.3  Performance of the algorithm

Compare with other prostate segmentation methods: CNN 
based method [31], Super Voxel-based method [32], U-net 
[18], R2U-net [33], Att U-net [34] and U-net +  + [21]. 
U-net, R2U-net, Att U-net and U-net +  + are reproduced 
through the article. The hyper-parameters of the above mod-
els are basically the same, such as the learning-rate is set 
to 1e-4, the epoch is set to 25, the batch-size is 4, all use 
Adam with Momentum optimizer. The accuracy results of 
other methods are derived from the corresponding papers. 
The comparison of the segmentation accuracy is shown in 
Table 1. The proposed method obtains a competitive result 
among the fully automatic segmentation algorithms. Fig-
ure 4 shows the segmentation results.

(6)DSC =
2|� ∩ �|
|�| + |�|

(7)IoU =
|� ∩ �|
|� ∪ �|

(8)Recall =
|� ∩ �|
|�|
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Since the ultrasound images suffer from low contrast and 
poor imaging quality, we performed image preprocessing, 
including mask operation and gray level equalization. We com-
pare our method with other segmentation methods( U-net [18], 
R2U-net [33], Att U-net [34] and U-net +  + [21]). The above 
networks are reproduced by their original papers. The segmen-
tation accuracy is shown in Table 2. The DSC of our method 
is 91.90%. Figure 5 shows the transverse plane segmentation 
results of echocardiography.

No preprocessing was done for the tongue image data-
set except for scale normalization. We compare our method 
with other tongue image segmentation methods(U-net [18], 
R2U-net [33], Att U-net [34] and U-net +  + [21]). The above 
networks are reproduced by their original papers. The seg-
mentation accuracy is shown in Table 3. Figure 6 shows the 
segmentation results of tongue images.

4  Discussion

In recent years, deep learning has achieved outstanding 
results in many fields. However, the available training data 
for medical images are often scarce. We combined the 

deformable model with the medical transformer network to 
achieve medical image segmentation with a small amount of 
data. Theoretically, this method can effectively increase the 
information flow of the network so that less training data can 
be used to achieve medical image segmentation.

We used the three types of medical images to verify 
the performance of the segmentation algorithm based on 
our method. The steps are as follows: First, we preproc-
essed the training image, including uniform image size 
and grayscale normalization. Second, we used the statis-
tic shape model and 3D thin plate spline to achieve the 
purpose of data augmentation. Third, we constructed the 
medical transformer network structure to segment three 
types of medical images. The test results show that the 
segmentation algorithm proposed in this paper achieved 
a DSC of 89.97%, 91.90%, and 94.25% on the prostate 
MR images, heart US images and tongue color images, 
respectively.

Of course, the algorithm still has the following limita-
tions, such as the medical transformer used in this paper 
is still based on the 2D images, and some of the 3D spatial 
information of the image is lost. The main reason for the 

Table 1  Segmentation results of different algorithms on prostate MR 
image test datasets

Method DSC IoU Recall

CNN + CRF-RNN 78.20% - -
Super voxel 88.23% - -
U-net 82.02% 69.52% 76.13%
R2U-net 86.49% 76.20% 84.60%
Att U-net 88.91% 80.03% 87.04%
U-net +  + 88.51% 79.38% 85.18%
Our method 89.97% 81.78% 86.36%

Fig. 4  Results of prostate image segmentation, where the yellow contours are the gold standard and the red contours are the algorithm segmenta-
tion result

Table 2  Segmentation results of different algorithms on heart US 
image

Method DSC IoU Recall

U-net 87.34% 77.55% 87.18%
R2U-net 90.04% 81.88% 81.94%
Att U-net 90.25% 82.23% 86.18%
U-net +  + 90.36% 82.42% 90.02%
Our method 91.90% 85.01% 90.18%
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above shortcomings lies in too few labeled training data 
(there are only 59 training data sets).

Our future work will focus on the following directions. 
First, the medical transformer network can be applied to 
other medical image segmentation tasks, such as cardiac 
MR images, etc. Second, the network can be extended to 

3D space, fully using 3D spatial information. Third, the 
network can be further improved to build a deep neural 
network with better performance.

5  Conclusion

In this paper, we combined the deformable model and medi-
cal transformer network to achieve image segmentation. 
The proposed method can alleviate the problem of fewer 
labeled medical images. The method was tested on three 
types of medical images, including prostate MR image, heart 
US image, and tongue color images. Our method achieved 
higher accuracy than the common model used in medical 
image segmentation.

Fig. 5  The segmentation result, where the golden contours represent the real annotation result, and the red contours are the segmented image

Table 3  Segmentation results of different algorithms on tongue color 
image

Method DSC IoU Sen

U-net 89.69% 81.31% 84.83%
R2U-net 87.37% 77.96% 84.59%
Att U-net 93.19% 88.65% 93.53%
U-net +  + 93.77% 88.26% 96.50%
Our method 94.25% 89.12% 93.28%

Fig. 6  The segmentation result of the tongue image, where the golden contours represent the real annotation result, and the red contours are the 
segmented image. (a) Original image of the public dataset. (b) Images with Gaussian noise. (c) Images captured by the digital camera
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